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Preface

This laboratory manual was written during the first three semesters that EECS 206 was taught at the University of
Michigan. It represents an effort to provide hands-on experience with signals and systems engineering and concepts
by working with the MaTLAB mathematics environment. The specific goals are:

¢ To reinforce the learning of the material presented in the lecture.

e To acquaint students with a number of problems/tasks addressed by signals and systems engineering, and with
some of the approaches to these problems.

e To involve students in the design, implementation and testing of systems that address some signals and systems
engineering tasks.

e To familiarize students with the use of NWILAB as a primary prototyping tool for signals and systems engineer-
ing.

While not a “programming” class, it is important that students be able to do things for themselves, such as im-
plement a solution to some basic signals and systems task. In signals and systems engineering, this often involves
programming in a language like MLAB. However, for these laboratories we have attempted to limit the amount of
“programming for the sake of programming,” which is better obtained in a true programming course. What remains
should allow students to gain facility with MLAB without requiring advanced programming skills.

The lab assignments presume that students have had some significant programming experience, e.g. a first course
at the freshman level, and some experience wikTMB, e.g. two to three weeks of coverage in a first programming
course. This prerequisite notwithstanding, the lab manual begins with a tutorial, which serves to reviexehnd
to emphasize the constructs needed in these assignments. It has been found that students with significant programming
experience but no prior MrLAB can also succeed in these laboratory assignments, provided they make the extra effort
to focus strongly on MTLAB during the first couple of weeks of the course. That iTMaB is readily learnable by
people familiar with another programming language.

The laboratory assignments are intended to be mostly self-contained. To this end, each contains a substantial
amount of background material. This material highlights important theoretical concepts, introductions to specific
signals and systems problems/tasks, and the specific approaches to the solution of problems to be examined in the
assignments. In some cases, the material in the background section for each lab is meant as a reference rather than as
strictly necessary to the completion of the laboratory assignment. In other cases, the background material describes an
approach that you will use in the laboratory assignment.

Each lab assignment also contains amaB section introducing commands or techniques that will be important
in this assignment, a demo section listing the demonstrations that will take place in the lab session, and an assignment
section listing exactly what must be done. Note that the bullets indicate items to be included in your lab report.

Itis highly recommended that you read through each laboratory before arriving at the laboratory session in which
you will begin the lab. This will not only give you a better foundation to understand the material in the laboratories,
but it will allow you to complete the laboratory more quickly once you have begun working on it.
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Commensurate with the first listed goal, all of the laboratories are meant to reinforce key concepts of the course.
However, the presentation will often be somewhat different from that of the lecture or textbook. For instance, we
developconvolutionandfiltering by connecting it to the operation obrrelation, which we present in the Lab 2. We
also use the idea of correlation to motivate the key concepextrunand theFourier series In other cases, we use
the visualization capabilities of MrLAB to help develop an intuitive sense of how systems “work.” For instance, Lab
9 uses a GUI to graphically show the effects of poles and zeros on the frequency response of a filter.

While the laboratories reinforce material from the lectures and textbook, commensurate with the second and third
goals listed earlier, they also go beyond them in numerous places. For instance, the ddtestmrandclassification
form a common theme throughout the laboratories. These ideas are not commonly introduced at the undergraduate
level, but they form an important component of signals and systems engineering. As another example, Lab 5 develops
a transform based image encoder, similar to JPEG. We also focus on the two-dimensional signals (images) in Labs 5
and 6, rather than solely concentrating on one-dimensional signals.

To a great extent, the amount you will get out of these laboratories is dependent upon the amount you put into
them. There are a wide variety of topics covered in these labs. We have necessarily not examined them in great depth,
but we wish to encourage further thought and exploration into many of them. In many of the labs, you will see items
labeled “food for thought.” These are exercises that will lead you to examine other aspects of a problem, often in
greater depth than in the actual assignment. While these “food for thought” items are in no way required, we strongly
recommend that you look at them and discuss them with your lab instructors and peers. Hopefully, you will find many
ideas and applications in this course that will interest you and encourage you to explore further.

A note about the “electronic” portion of this laboratory manual. Each laboratory involves the usaTtafai!
code, data files, and programs that must be downloaded from the course web page. These programs were developed
using MATLAB 6 (Release 12) and a Windows 2000 platform. While most of the code should work on any version
of MATLAB, some (most notably the GUI programs) requirea™AB 6 or greater. Additionally, we have provided
“compiled” MEX-file versions of many of the programs that you will be writing code to complete. This allows you
to check the results provided by your code with “correct” code, and also gives you a way to continue working on the
laboratory even if you cannot get the code working. Note, however, that these programs are compiled as Windows .dl|
files. As such, they will ONLY operate on a Windows-based operating system. In general, we recommend that you
use CAEN machines with the latest version of Windows.

Remember that these laboratories are covered by the College of Engineering Honor Code. In particular, it is a
violation of the Honor Code to work on these laboratories with others, unless they are members of the lab group to
which you are assigned. Further, using, or in any way deriving advantage from, solutions from previous terms is a
violation. If you have any questions about how the Honor Code applies to this class, talk to your instructors.

Finally, we would like to acknowledge all of those who helped us during the development of these laboratories. In
particular, we would like to thank Professors Stephane Lafortune and Jeffrey Fessler for their input and comments on
these laboratories. We would also like to thank the GSIs who helped us to give the labs a “trial run” during the first
three semesters: Norm Adams, Dongsook Kim, Thomas Kragh, Ben Lee, Baptiste Poupard, Charles Hsin, and Fred
Zeitz. Finally, we would like to thank the students of EECS 206 during those semesters for their patient and helpful
comments during the development and revision of the laboratories.

MAB, DLN, GHW
August 2002

Minor corrections by JF
Jan. 2003
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Lab O: An Introductionto MATLAB

1 Whatis MATLAB?

The Mathworks, Inc., makers of MLAB, claims that MaTLAB is “the language of technical computing.” By and
large, they are right. MTLAB is widely used in a great number of scientific fields. For those who work with signals
and systems, MTLAB is a de facto standard. Engineers from a wide array of disciplines, in both academia and in
industry, use MTLAB on a regular basis. As such, a knowledge ofias will not only be useful for this course,

but for future courses and in your career as a whole. One of the main reasonstiox/s popularity arises from its

wide array of uses. So what isMLAB ?

1.1 MATLAB is a mathematics environment that can easily handle vectors and matrices

MATLAB was originally written to provide an easy-to-use interface to the mathematical subroutines included in LIN-
PACK and EISPACK. These two packages are sets of subroutines written in FORTRAN for a wide variety of linear
algebra operations. MLAB'’s original focus on linear algebra means that it has very well developed capabilities for
handlingvectorsandmatrices. In fact, MATLAB is short for ‘Matrix Laboratory.” For our purposes, both vectors
and matrices are examplessinals— a mathematical environment that can easily handle vectors and matrices makes
working with signals just as easy.

Let's look at an example to see exactly what this buys us. Suppose that we have two sigraly,, each of
which is simply an array with 100 elements. How would we add these signals in a language like C++? The easiest
way probably involves the following fragment of code:

double Zz[100];
for(int i = 0; i < 100; i++)

} z[i] = x[i] + ylil;

This is a simple enough piece of code, but it is not as clear as it could beatnA8 we can simply do the following:
Z=X+Yy;

Simply adding two signals (vectors or matrices) with the same size automatically performs an element-by-element
sum. Which of these two is easier to understand? Using thisiLB syntax, we can see immediately what is
happening. MTLAB takes care of any necessary looping and variable declarations for us. This is a very common
feature in MATLAB; many operations that you would normally need to perform explicitly in another programming
language can be performed implicitly inAVILAB .

lvectors and matrices are simply one- and two-dimensional arrays, respectively
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An Introduction to MATLAB

1.2 MATLAB is tool for visualizing data

You are probably very familiar with how much easier it is to interpret a graph than a table of numbers or a formula.
By producing a plot of the relevant data or formula, you can gain a visual sense of what is going on that otherwise
might be lacking. This is one of the motivations behind the use of graphing calculators in high school math. Simply
put, MATLAB is one of the best tools for visualizing data that is currently available.

You will find that these capabilities very useful in your study of signals and systems. By looking at a signal, you
can often gain some insight into how it behaves. The same applies to systems. Certain systems are said to “smooth”
signals because of the visual appearance of the resulting signal. In certain cases (like image processing), the visual
result of a system is the primary reason for its use.

1.3 MATLAB is a prototyping language

In many respects, MrLAB is like a UNIX shell. It has the same sort of interactive interface for normal usage, but it

also has most of the standard programming language constructs like loops and conditional statements. You can put

commands into a file and call it as a script. Alternatively, you can write functions with input and output parameters.
The main difference between MLAB and programming languages like C++ is the ease with which you can

implement algorithms (especially mathematical algorithms). This is because A8 operates at a higher level

than many other programming languages. It is also usually easier to understamd#vicode than code in other

programming languages. The sum-of-vectors example given above is a prime example of this. All of this makes

MATLAB a very goodprototyping language It is easy to whip up a “proof of concept” program inAVLAB to

make sure that your algorithm actually works. Then, you can code a “development” version using a more traditional

compiled programming language.

1.4 MATLAB can do more...

One of the key rules of thumb to remember abowtaB is that it can perform almost any mathematical task you
could want. Often, there will be a built-in function to do what you want. If it's not a part of the maimixBs
distribution, it is probably available as part of an add-on callémzbtbox Some toolboxes can be purchased from the
Mathworks, while others are developed and distributed for free by third party developers.

In this course, we will be focusing on the coreaWLAB distribution and the Signal Processing Toolbox. (We
will also be doing some image processing, but you will not need the Image Processing Toolbox for this course.) We
recommend that you consider purchasing a version sfiMB and the Signal Processing Toolbox; you find it to be
useful throughout your academic career.

2 Demos for the first tutorial lab section

1. Recording, displaying, and manipulating signals iaTvaBs
2. Image Compression via JPEG

3. DTMF (Touch-tone) telephone tones

3 UsingMATLAB: The basics

3.1 Starting MATLAB

The first step to using MrLAB is to bring up the program on your computer system. This series of laboratories was
designed for Windows-based computers, so we recommend using these machines if possible. Startsydvi a

2 The University of Michigan, All rights reserved



3.2 How to get help

Windows machine or a Macintosh usually requires finding the appropriate icon either on the desktop or in the Start
mentf. At a UNIX system, simply typing “matlab” should be sufficient. Note that you can ramMB remotely on

UNIX servers through telnet or ssh, butaviL. AB  versions 6 and higher generally require an X-windows connection to
run®. When MATLAB is finished loading, you'll see the MrLAB program window, possibly with several subwindows.

The most important window is the command window, which contains a command prompt that looks something like
this:

>>

3.2 Howto get help
So now what do you do? Well, the first step is to make use afIMB’s single most useful command:
>> help

See that list of categories? You can call help on any of these categories to get an organized list of commands with
brief discussions. Then, you can ch#lp on any of the commands for a complete description of that command.
The description also includes a “see also” line near the bottom which suggests other commands that may be related
to the one you're looking at. Select a category that looks interesting andesgll on it. Do the same for whichever
command strikes your fancy. For instance:

>> help elfun
>> help abs

Most often you'll usehelp in this last capacity. Note théelp abs lists commands related to the absolute value
function as well.

Unfortunately the traditional help system isn’t so helpful if you don’t know the name of the command you're
looking for. One way around this is to use tlo@kfor command. For instance, if you know you're looking for a
function that deals with time, you can try:

>> |ookfor time

This searches the first line of the every help description for the word “time.” This can take a while, though (depending
upon your system’s configuration). You should get into the habit of readinbete on every new command that
you run across. So cdtlelp on bothhelp andlookfor . There’s some useful information there.
Another very good source of help is theAvLAB helpdesk . It may or may not be available on your system; to
find out, simply try:

>> helpdesk

If it is available, you will see a help window. The MLAB helpdesk contains all of the help pages that you can
find usinghelp orlookfor , along with many other useful documents. THedpdesk is also easily searchable
(and often much faster thdonokfor ), so you would benefit from becoming familiar with this tool.

3.3 UsingMATLAB as a calculator (with variables)

Not surprisingly, you can use N LAB to do arithmetic. It operates very much like you might expect, employing infix
arithmetic like that used on standard calculatoraTMAB can evaluate simple expressions or arbitrarily complicated
ones with parentheses used to enforce a particular order of operations.

2CAEN machines may have multiple versions installed; you should try to locate the most recent versisrLeiM
SVersions of MATLAB prior to 6.x run by default in a terminal window, without an X-windows connection.
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>> 6 * 7
>> (((12 + 5) * 62/22.83) - 5)2.4

(The”™ operator performs exponentiation.) Notice that when you execute these commastdg,eBMndicates that
ans = 7.4977e+003 (or whatever the answer is). This indicates that the result has been stored in a variable called
ans . We can then refer to this quantity like this:

>> 0 * ans
>> ans + 1

It is important to note that each of these commands overnaitss If we want to save an answer, we can simply
perform assignment, like this:

>> my_variable = 42

This is the only declaration afiy_variable thatis needed, and we can use this variable later just as we could with
ans . Furthermy_variable  will retain its value until we explicitly assign something else to it.

We can also remove variables with the commaleér . Typingwho or whos will list what variables we have
in our workspace.

Using variables, then, is straightforward.

>> x = 54
>>y = 2
>> z = (my_variable*y)™x

Note that sometimes you don’t need or want to see whatiMB returns in response to a particular command. To
suppress the output, simply add a semicolorafter the command. Try any of the above commands with and without
the semicolon to see what this does.

We also have access to a wealth of standard mathematical functions. Thus, we can if we want to calculate the sine
of the square-root of two and store it in a variable callad , we simply type:

>> var = sin(sqrt(2))

Typehelp elfun  to see how to call most of the elementary mathematical functions like these.

There are also a humber of constants built intaTAB that are very useful. The numberis referred to as
pi (note that MATLAB is case sensitive!). Both andj default to/—1, but you can still use either (or both) as
variable names if you like. You should glancéhatp i so that you can see the various options for building complex
numbers. Note that you can overwrite variables [ike i , andj , but then you will not be able to use their special
properties. The special variables (and matrices) built-in taMB are listed undehelp elmat

4 \lectors, Matrices, and Arrays

So far, we've been using MLAB to deal withscalar numbers. The real power of MLAB, though, comes from

its ability to handlevectorsandmatrices In MATLAB, vectors and matrices are simply one-dimensional and two-
dimensionalarrays respectively. An array is simply a collection of numbers, each of whidhdexedby some

ordered set of numbers. For instance, a vector is indexed by a single integer, while a matrix is indexed by an ordered
pair. The number of indices is equal to the dimension of the array. For instance, consider the following vector and
matrix:

)

=W N
co Ot N
O O W
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4.1 Constructing arrays

To access thg from vectorv, we simply need to know that it is in the third row. (InAviLAB, we usev(3) to access
this element.) Thus the vector is one-dimensional. To accedsiththe matrix), though, we need to know that it

is in the second row and the third column. We index@hesing the pair (2,3), and so matrix is two-dimensional. (In
MATLAB, we useM(2,3) to access this element.) MLAB arrays can have any number of dimensions. In practice,
though, we will only need vectors and matrices.

4.1 Constructing arrays

There are many different ways to build up and manipulate arrayssnLige . For instance, consider (and execute) the
following commands:

> a=[1234567]

>> b =11, 2 3, 4,5 6 7]
>>c¢ = [1; 2; 3; 4, 5, 6; 7]
>d=[12345678 910 11 12]

The first two commands both build up the same vectorx& fow-vectof. The third command builds up axa
column-vectowith the same elements. The fourth command builds & Batrix.

4.2 Concatenating arrays

The comma (or the space) within the square brackets concatenates horizontally and the semicolon concatenates verti-
cally. The elements being concatenated do not need to be scalars, either:

>> e = [a b]
>> f = [a; b]
>> g = [c d]

Oops! That last command produced an error. When concatenating arrays, the concatenated arrays must have sizes
such that the resulting array is rectangular.

4.3 Transposition and “flipping” arrays

The single apostrophg, is MATLAB'’s transposition operator. It will turn a row-vector into a column-vector and vice
versa. Similarly, it will make am x m matrix into anm x n matrix. To see how this works, typ and look at

the results. (Warning: is actually a complex conjugate transpose, so complex numbers will have the sign of their
imaginary parts changed. To perform a straight transposition, usé tloperator. For real arrays, both operators are
identical.) Other useful commands for matrix manipulation inclfiggeid ~ andfliplr , Which mirror matrices
top-to-bottom and left-to-right, respectively. Looklalp elmat for other useful functions.

4.4 Building large arrays

Building small arrays by hand is fine, but it can become very tedious for larger arrays. There are a number of commands
to facilitate this. Theones andzeros commands build matrices that are populated entirely with ones or zeros. The
eye command builds identity matricegsepmat is especially useful for making matrices out of vectodiag

builds diagonal matrices from vectors, or returns the diagonal (vector) of a matrix. Cheloklghefor all of these
commands. For an example, try these:

4In MATLAB, indices are given as row column.
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>> ones(5,3)
>> zeros(3,4)
>> zeros(5)
>> eye(4)

4.5 The colon operator

The colon operator is one way of creating long vectors that are useful for indexing (see the next section). Execute the
following commands:

>> 17
>> 1:2:13
>> 0.1:0.01:2.4

Each of these commands defines a row-vector. With only two arguments, as in the first command, the colon operator
produces a row vector starting with the first argument and incrementing by one until the second argument has been
reached. The optional middle argument (seen in the second two commands) provides a different increment amount.
The colon operator is extremely useful, so it is recommended that you chebk&lputolon  for more details. Play

with some other combinations of parameters to familiarize yourself with the behavior of this operator.

5 Array Arithmetic

MATLAB allows you to perform mixed arithmetic between scalars and arrays as well as two different types of arith-
metic on arrays. Mixed scalar/array arithmetic is the most straightforward. Adding, subtracting, multiplying or divid-
ing a scalar from an array is equivalent to performing the operation on every element of the array. For instance,

>> [5 10 15 20)/5

returns the vectdil 2 3 4]
Itis also useful to note that most of the provided mathematical functionss@jke andsin ) operate in a similar
element-by-element fashion. Thus, the commands

>> t = 0:..1:pij;
>> sin(t)

return a 32-element vector (the same sizé asontaining the sine of each element of

If we have two arrays, addition and subtraction is also straightforward. Provided that the arrays are the same size,
adding and subtracting them performs the operation on an element-by-element basis. Thus, the (3,4) element in the
output (for instance) is the result of the operation being performed on the (3,4) elements in the input arrays. If the
arrays areotthe same size, MrLAB will generate an error message.

For multiplication, division, exponentiation, and a few other operations, there are two different ways of performing
the operation in question. The first involves matrix arithmetic, which you may have studied previously. You may recall
that the product of two matrices is only defined if the “inner dimensions” are the same; that is, we can mutiply an
matrix with annxp matrix to yield anmxp matrix, but we cannot reverse the order of the matrices. Thenpthe (
element of the result is equal to the sum of the element-by-element productdf the of the first matrix and the"
column of the second. Division and exponentiation are defined with respect to this matrix product. It is not imperative
that you recall matrix multiplication here (most likely you will see it in a linear algebra course in the future); however,
it is important that you note that in MLAB the standard mathematical operatdrs/(, and”™ ) default to these forms
of the operations.
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A form of multiplication, division, and exponentiation for arrays that is more useful for our purposes is the element-
by-element variety. To use this form, we must use the “dot” forms of the respective operatars, and.” ). Once
again, the arrays must have the same dimensionsaat. B will return an error. Thus, the commands

>> [1 2 3 4].*[9 8 7 6]
>> [7; 1; 4]./(1:3)

>> [5 6 7].7[2 3 4]

>> 27123 45 6]

perform element-by-element multiplication, division, and two slightly different forms of exponentiation. Note that the
~ form is necessary even for scalar-to-array exponentiation operations.

The array arithmetic capabilities of MLAB contribute greatly to its power as a programming language. Using
these operators, we can perform mathematical operations on hundreds or thousands of humbers with a single com-
mand. This also has the side effect of simplifyingeMlAB code, making it shorter and easier to read (usually).

6 Indexing

6.1 Basic indexing

To make arrays truly useful, we need to be able to access the elements in those arrays. First, let’s fill a couple of arrays:

>> a = 5:5:60
>d=1[9 8, 7 6,5, 4,3, 2]

Now, let’'s access elements in them:

>> a(6)
>> a(3) = 12
>> d(2,3)

The first command retrieves the sixth element from the vextdihe second assigns a number to the third element of
the same vector. For the third command, the order of the dimensions is impont&iTLAB, the first dimension

is alwaysrows and the second dimension islwayscolumns. Note particularly that this is the opposite @f, y)
indexing. Thus, the third command retrieves the element from row two, column three.

6.2 Single number indexing

We can also index into matrices using single numbers. In this case, the numbersleourthe columnsThis is
called “column-major” and is the opposite of array indexing in C or C++. For instance, notice what happens when you
use the following commands:

>> d(2)
>> d(3)
>> d(7)
6.3 Vector indexing

It is not necessary to index arrays only with scalars. One of the most powerful featuresroAiis the ability to
use one array to index into another one. For instance, consider the following commands:
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>> a([l 4 6))
>> b(3:7)
>> ¢(2:2:end)

These commands return a subset of the appropriate vector, as determined by the indexing vector. For instance, the
first command returns the first, fourth, and sixth elements from the vactbdlotice the use of thend keyword in
the third command. In an indexing contestd is interpreted as the length of the currently indexed dimension. This
is particularly useful because MLAB will return an error if you try to access the eighth element of a seven-element
vector, for instance. In general, indices must be strictly positive integers less than the length of the dimension being
indexed.Thus, unlike C or C++, the indices begin at one rather than at zero.

Using multiple indices into multi-dimensional arrays is more complicated than doing so with vectors, but in some
cases it can be extremely useful. Consider the following commands:

>> d([1 3],2)
>> d([2 3],[1 4])
>> d(2,:)

The first command, as you might expect, returns the first and third elements of the second column. The second
command returns the second and third rows from the first and fourth columns. Note particularly that this command
doesnotreturn the individual elements at (2,1) and (1,4). (To index individual elements in this manner, we need to use
single-index method along with tleub2ind command). The colon operator in the second command is a shortcut
for 1:end ; thus, the third command returns all of the second row.

6.4 Finding the size of an array

Two very useful commands that can be used to facilitate indexingiaee andlength . size returns a vector
containing the length of each dimension of an array. Alternasitg can be used to request the length of a single
dimensionlength is primarily useful for vectors when you're not sure about their orientatemgth  returns the
length of the longest dimension. Thusngth(v) is the same whether is a row-vector or a column-vector, but
size(v,1) will only properly return the length of a column-vector.

6.5 Vector indexing to modify arrays

It is important to note that all of these indexing techniques are used not only to retrieve many elements from an array
but also to set them. When performing array assignment, you must be careful to make sure the array being assigned
has the same size as the array to which it is being assigned. For instance, consider the following command:

>> d([1 3],[2 4]) = [9 8; 7 6]

Note that both of the matrixes on the left and right of the equal sig8 are, so the assignment is valid. Look at the
results of this command and make sure you understand what it does and why.

6.6 Conditional statements and the “find” command

One last command that is extremely useful in context of indexing ATIMB is find . find will return a vector
containing the indices of any nonzero elements in an array. Noténldat uses the single-index indexing scheme that

was mentioned earlier. At first glance, this has relatively few uses; however, it is in fact extremely useful because of the
behavior of conditional statements inAViLAB (i.e.,>, <, and==). The commané > 5 will return an array with

the same size as, but with each element either 1 or 0 depending on whether or not it is greater than 5 fioging

on this array will provide the indices of elements greater than 5. One particularly good usdinfitheommand is
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7 Data Visualization

the following contexts. Suppose you wish to set all negative elements in a matrix to zero. You can do this with a single
command like so:

> m =[-15 10; 3 -8 2; -4 -9 -1];
>> m(find(m < 0)) = O;

Alternately, if you wish to square every element that is greater or equal to 4, you can use the find command twice in a
single line, like this:

>> m(findim >= 4)) = m(find(m >= 4))."2;

7 Data Visualization

7.1 Using “plot”

So now we know how to build arbitrarily large arrays, populate them with interesting things, and get individual
elements or sections of them. However, pouring over pages and pages of numbers is generally not much fun. Instead,
we would really like to be able to visualize our data somehow. Of courgg| M3 provides many options for this.

Let’s start by building a vector we can use throughout this section, and then looking at it. Execute the following
commands:

>> x = sin(2*pi*(1:200)/25);
>> plot(x);
>> zoom on;

The first command builds up a sine wave, and the second command plots it. A window should have popped up with
a sine wave in it. Notice the y-axis extents from -1 to 1 as we would expect. Using this fgulotof, the x-axis is

labeled with the index number; that is, our vector has 200 elements, and so the data is plotted from 1 to 200. The third
command turned on MrLAB’s zooming capabilities. If you left-click on the figure, it will zoom in; right-clickihg

will zoom out. You can also left-click and drag to produce a zoom box that lets you control where the figure zooms.
Experiment with this zoom tool until you're comfortable with it. Depending on the versionafue that you are

using, there may also be an icon of a magnifying glass withreit above the figure; clicking this icon will also enable

and disable zoom mode. Also tepom xon for zooming only the horizontal axis.

7.2 Interpolation; line and point styles

If you zoomed in closely enough on the plot, you probably noticed that the signal isn't perfectly smooth. Instead, it
is made up of line segments. This is because our vextds made up of a finite collection of numbers.AM.AB

defaults tointerpolatingbetween these points on the plot. You can teAaB to show you where the data points

are, or to not interpolate, by changing the line and point styles. Try each of these commands and look at the results
before executing the next one:

>> plot(x,'x-")
>> plot(x,'0")
>> plot(x,'rd:")

help plot lists the various combinations of characters that you can use to change line styles, point styles, and
colors.

5For Mac users, | believe you double-click to zoom out all the way.
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7.3 Axis labels and titles

Often, we want to indicate what each axis of a plot represents or add a figure title. The cortabetls, ylabel
andtitle  do this for us. For instance:

>> xlabel('Time (seconds));
>> ylabel(Amplitude’);
>> title('Plot of x[n]’);

Note that the single tick marks, delimit stringsthat are passed to these commands.

7.4 Commands related to “plot”

There are a few similar commands for plotting vectors as well. Try these commands, and make sure you zoom in on
each one so you can see the results:

>> stem(x)
>> stairs(x)
>> bar(x)

In this course, you will most often be using thlpt andstem commands. Each is useful in a somewhat different
context.

7.5 Plotting with an x-axis

When you checked theelp for plot (youdid look at thehelp , didn’'t you?), most likely you noticed that there are

some more explicit ways to use the function. There is an optional first parameter that gives the x-position of each data
point. Thus, we use plot for x-y scatter plots and other things. Calling plot without the first parameter is equivalent to
the following command:

>> plot(1:length(x),x,'x-");
Sometimes, we'll have time axisthat we want to plot against. For instance,

>> t = 0:.01:1.99;
>> plot(t,x);

This scales the time axis to matchWe will find this very useful when working witeampledsignals.

7.6 Plotting multiple vectors on the same figure

It possible (and often desirable) to plot multiple vectors simultaneously. One way (which is probably the easiest to
remember) requires a set of parameters for each vector. Execute the following commands:

>> y = .8*sin(2*pi*(1:200)/14 + 0.5);
>> pIOt(t1X1Igo_'1t7yvlrx__l ;

This plotsx andy versug on the same figure with different line types. Note that the line style arguments are optional,
without them, MaTLAB will plot each curve using a different color.

The hold command provides another method of plotting several curves on the same figure. When we type
hold on , an old figure will not be erased before a new one is plotted. To add a curve to the plot we produced above,
use the commands:
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7.7 Legends

>> hold on;
>> plot(t,.3*x,'ks:");
>> hold off;

A third way to plot multiple lines simultaneously makes use of the factlwt will plot the columns of a matrix
as separate lines. Execute the following commands.

>> plot(lx; yI);

7.7 Legends
You can add a legend to a plot using thkgend command like this:
>> |egend('Data set 1', 'Data set 2");

Thelegend command can take any number of parameters; usually, though, you want one string for each data set on
your plot.

7.8 Putting several axes on one figure

Often we’ll want to plot two vectors next to one another but not on the same set of axes. To do this, we use the
subplot commandsubplot takes three parameters: the number of rows, the number of columns, and the figure
number. Thus, the following command the foustibplotin an array of subplots with three rows and two columns.

>> subplot(3,2,4);

(Notice that it opens the fourth countirgross the rowsas you would read a page. This is notably different from
single number indexing of krLAB arrays.)
Now, to put several plots in subplots like this, we simply execute several subplot commands like this:

>
>
>
>

\

subplot(2,1,1);
plot(1:10, (1:10).”2);
subplot(2,1,2);
plot(1:10, (1:10)."3);

vV V V

7.9 Two-dimensional arrays

You're probably not surprised by now thatAvlLAB also has facilities for visualizing two dimensional arrays. Let's
look at some of them. First, we need an interesting matrix to look at. Execute the following command:

>> z = membrane(1,50);

We now have a 101x101 matrix of numbers. The most straightforward way to look at this data is usimggasc
command, which displays the matrix as though it were an image. Execute the following commands:

>> imagesc(z); axis xy; colorbar;

Our surface has been displayed in color. Notice the colorbar along the right side of the image, which tells what values
the various colors map to. This type of display, where different colors are used to represent different values, is known
as a pseudocolor display. If we look at the image we've got a “high” spot in the lower right that tapers off to “low”
regions around the outside. The surface also has an overall L-shape. Another way to visualize thiscosgsithe
command. Try this:
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>> contour(z,20); colorbar;

This display, thecontour plot shows us lines of constant height. This is the way that meteorologists usually display
atmospheric pressure on weather maps.

We also have some more interesting options. Try each of the following commands separately:

>> mesh(z); rotate3d on
>> surf(z); rotate3d on

Now we have some “3-D” visualizations of our surface. If you click-and-drag the plot, you should be able to rotate
the surface so that you can see it from various directions. Experiment with this until you're comfortable with how it
works. Notice what happens if you look at the surface from directly above.

MATLAB has some very powerful tools for data visualization; here, you've seen only a small sampling. There
many more. If you're interested in exploring this topic further, chieelp graph2d , help graph3d , andhelp
specgraph

8 Programming in MATLAB

Programming in MTLAB is really just like using the MTLAB command line. The only difference is that commands
are placed in a file (called avi-file) so that they can be executed by simply calling the file’s name. We’'ll also see
that MATLAB has many of the same control flow structures, like loops and conditionals, as other, more traditional
programming languages.

8.1 Paths and working directories

Before we jump into programming in Mf/LAB  we need to make a few comments about files inTMAB. MATLAB

has access to a machine’s file system in roughly the same way a command-line based operating system like DOS
or UNIX. It has a “present working directory” (which you can see with the comnpamd); any files in the present
working directory can be seen by MLAB. You can change the present working directory in roughly the same way
that you do in DOS or UNIX, using thed command (for “change directory”). MLAB also has a “path,” like the

path in DOS or UNIX, which lists other directories that contain files thatrMaB can see. Thpath command will

list the directories in the path. We’'ll be making a few files in this tutorial, and you’ll need to store commands in files
when doing the laboratories. You'll probably want to make a directory somewhere in your personal worggpace,

that directory, and store your files there. Unless you're working on your own system, do not store them in the main
MATLAB directory; if you do, the system’s administrator will probably become very irritated with you.

8.2 Types of command files irfM ATLAB

There are two types of files containing commands thardB can call,scriptsandfunctions Both use the “.m” file
extension (and, thus, are calledfiles A script is nothing but a list of commands. When you call the script (by simply
typing in the script’s filename), WrLAas will execute all of the commands in the file and return to the command line
exactly as if you had typed the commands in by hand. Functions are different in that they have their own workspace
and variables. We pass information to a function by means of input parameters, and receive information from the
function through output parameters.
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8.2 Types of command files in MfLAB

MATLAB scripts

Start the MATLAB editor using the commanedit 6. Then, place the following lines in the text file and save it as
“hello.m”.

% helloom -- Introductory 'Hello World" script
% These lines are comments, because they start with '%'

hw = 'Hello World!; % Comments can appear on the same lines
disp(hw); % as commands, again after a '%'

Now execute it by typingpello at the MATLAB prompt. (Remember that the file needs to be in your present working
directory or on the path for krLAB to see it —cd to the correct directory if necessary). As a result of executing the
script, you should now have a variable 'hw' in your workspace (rememtday, lists variables in your workspace).

Note that scripts make use of (and possibly overwrite) variables in your base workspace. For further information on
scripts, typenelp script

MATLAB functions

The second type of file that we can put commands in is calfedhetion A function communicates with the current
workspace by passing variables calfgtameters|it also creates a separate workspace so that it's variables don’t get
mixed up with whatever variables you have in your current workspace. Note that mosiaBl commands are also
functions, and the M-file code is available for most of them. You can see the code by usizggehecommand, for
instance asype fliplr

Using your text editor, make a new file that contains the following lines and save it as “hello2.m.”

% hello2.m -- Introductory 'Hello World" function

% Try typing 'help hello2'" when you're done, and see what happens
%

% function output _param = hello2(input_param)

function output_param = hello2(input_param)
% The line above tells MATLAB that this is a function
%  with one input and one output parameter

hw2 = ['Hello World! x' num2str(input_param)];
disp(hw2);
output_param = hw2;

To call this function, typehello2(2) . Note that once you've done this, the variabl®2 does not show up in

your workspace. However, the data that was storeoluitput_param  (the output parameter) has been placed in

ans. This is exactly what happens if you called asM AB built-in function without supplying an output parameter.
Similarly, the ‘2’ is an input parameter which is passed into the function. When a function is executed, it will not have
any variables defined except those defined inside the function itself and the input parameters. Note that a function does
not need to have either input parameters or output parameters. For further help on thig)pypenction at the

MATLAB prompt.

6While you can use any text editor for editingAvLAB code, the MTLAB editor has a number of useful features for doing so. UNIX versions
of MATLAB prior to version 6 did not include a built-in editor.
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Scripts versus functions

There are some situations when scripts are more convenient to use, and others where functions are more useful.
Scripts are useful for automating some set of commands that you would otherwise need to type into the command line
repeatedly. Scripts have full access to your variables, which can be both positive and negative. On the one hand, we do
not need to explicitly pass every variable needed to the script. On the other hand, scripts are generally dependent upon
the state of the workspace variables. When running scripts, we also risk overwriting variables that we do not wish to
overwrite.

Functions, on the other hand, are good for when we wish to perform some task repeatedly with different data. If
we want to run a script many times with a different variable setting, we may need to change the variable by hand in
the code. With a function, we simply pass that variable into the function as a parameter. Because of their separate
workspace, we are guaranteed that a function is only dependent upon the parameters we pass into it. This makes
a function more portable from one situation to another (since we don’t need to worry about the state of the calling
workspace), and generally forces the programmer to be clear about variable initialization and the like. One downside
of functions is that it is somewhat harder to see the results of “internal” computations without resorting to debugging
(see Section 9).

The writing of functions versus scripts is very much a matter of personal preference. However, we tend to prefer
using functions in any situation where doing so is not prohibitively difficult. The encapsulation of data allows for the
reuse of functions much more readily than scripts. Perhaps it is telling that nearly all buikfinAd commands are
functions rather than scripts.

8.3 Control Structures

In MATLAB we also have a number of programming constructs at our disposal. While primarily used in M-files,
these constructs can also be used at the command line. However, anything complicated enough to need a loop or an
if-statement is usually worth putting into an M-file. Let’s look at the most typical types of programming constructs.

Loops

Thefor loop is used to execute a set of commands a certain number of times, while also providing an index variable.
Consider the simple loop here:

for index = 1:10
disp(index);
end

This loop executes théisp command ten times. The first time it is executedlex is setto 1. Thereafter, it is
incremented by one each time the commands in the loop are executed. Note that the colon forfarof lihap is
not mandatory; anyow-vectorcan be used in its place, and the index (which, of course, can be renamed) will be
sequentially set to each of the elements in the vector from left to right.

We can usevhile loops in a similar manner. Consider this:

ct = 10;
while ¢t > 0.5
ct = ct/z;
disp(ct);

end

As long as the conditional aftevhile is true, the loop will be executed.
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Conditional statements
A more traditional method of conditional execution comes fromifiedse statement. Consider this:

if pi >4
disp('Pi is too big!);
elseif pi < 3
disp('Pi is too small!);
else
disp('Pi is just about right.");
end

Here, MaTLAB will first check the conditionalpi > 4 . If this is true, the first display command will be executed
and the remainder of théelse  statement will be skipped (that is, none of the other conditionals will be tested).
If the first conditional is false, MTLAB will begin to check the remaining conditionals. There can be any number
of elseif  statements in this construct (including none), andelse statement is entirely optional. If you have a
large number of chained conditionals, you might consider usingwhteh-case  construct (typénelp switch

orhelp case ).

8.4 Strings and string output

Inhello2 above, we constructed a string and displayed it. Though not so useful atthe command line, in programming
we often want do work with strings and display them. ImNAB, strings are delimited by the single tick-mark
Thus,'STRING' is treated as a literal string, rather than being interpreted as a variable. Strings, though, are just
row-vectors of characters. This means that we can build strings using the same vector concatenation operators that we
presented earlier. Thus, the following command:

>> [ 'string' 'test' ]

outputs the strin¢stringtest'
Rather than echoing strings (or numbers, for that matter) by omitting the semicolon, we can alsodisp the
command. Notice the difference when we call this command:

>> disp([ 'string" 'test' ]);

Also, for any C programmers in the audience, note that you can perform formatted string outpfprintth  and
sprintf
It is often useful to convert numbers to strings. We can usatime2str command to do this. Consider this:

>> for counter = 1:10
>>  disp(['Percent completed: ' num2str(10*counter) '%');
>> end

In this way, we can produce formatted output without ugprintf or sprintf
For more information on strings, look aelp strings andhelp strfun

9 Debugging yourMATLAB code
Inevitably, when you put MTLAB commands into a file as a script or a function, you will make mistakes and need to

locate them. Because of its interpreted environmemtiMB is actually one of the most pleasant languages to debug.
And, as is always the case when debugging code, there are many ways to accomplish this.
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If you are executing a script or function andalvLAB encounters an error, it willimmediately print the line number
of the function on which the error occurred. If the error occurs in a file other than the calling file, a call stack will be
printed. This listing shows which file called which other files and on what line number. This allows us to pinpoint the
source of the error quickly.

One of the simplest ways to debug is a method you are probably familiar with from other programming languages.
We can force MTLAB to print strings or variables using thiésp command or by placing the variable name on a line
by itself without a semicolon. This way, we can dispfay loop counters or other relevant variables to determine
what they contain and exactly when in the program flow the code “breaks.”

The real power of MTLAB debugging comes from our ability to "break” at any point in the code and then proceed
to execute any MTLAB commands. There are a number of ways to do this. For instance, you canaeliaBl
to stop and enter “debug mode” whenever an error is encountered. When you're in debug mode, the command line
changes t&>>. You will then have access to all of the variables that are in scope at the time. Turn on this option with
the command

>> dbstop if error
To turn it off again, use the command
>> dbclear if error

We can also set and clear breakpoints elsewhere in the code using the same commands. To set (and then clear) a
breakpointinhello2.m atline 11, call

>> dbstop in hello2 at 11
>> dbclear in hello2 at 11

dbstatus  will show all breakpoints that are currently active. Note that if you try to set a breakpoint at a non-
command line (such as a comment), the breakpoint will be set at the next valid command.

Another useful command idbstep , which advances one command in the m-file. If you ciktep in  or
dbstep out , you can step into and out of called functions (that is, you traverse up and down the call stack, which
contains a list of which functions have been called to reach the current point in the dbdigck lists the current
call stack including your current file and the line number in this filetype types all or parts of an m-file. Eventually,
you'll want to get out of debug mode, so you can afdjuit to halt execution of the file adlbcont to continue
execution until the end of the file or the next breakpoint. In genbeh debug is the starting point in the help
system for learning about the MLAB command line debugger.

If you are running MATLAB on a Windows system (or possibly a Macintosh), the debugger is also available
through the built in editor. The exact implementation depends on your system and the versisrLeBVbut usually
breakpoints will show up as red circles next to commands. In debug mode, the current command will be pointed to
with an arrow, so you can follow where you are in the code. There are typically shortcut keys and menu items to insert
and remove breakpoints, step through the code, and toggle flags such as stop-if-error.

If you save a file that has breakpoints, you may find that your breakpoints disappear. This can be very annoying, so
there is an alternative method of entering debug mode. Placing the conkmdahrd into your code is effectively
the same as placing a breakpoint in the code, such that you can execute commands before returning to program
execution (with the commarrgturn ).

There are a number of error types that you are likely to encounter. One very good rule of thumb says that if an
error occurs inside a MrLAB function, the error is almost assuredly in the calling function. Usually this means
that the function is being passed improper parameters; check the call stdioktep out until you find the line in
your program which is causing problems. Other common errors include indexing errors (indexing with O or a number
greater than the length of the indexed dimension of a variables) and assignment size mismatthes. iMusually
pretty descriptive with its error messages once you figure out how to interpret what it is saying. As is usually the
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case when debugging, an error message at a particular line may in fact indicate an error that has occurred several lines
before.

MATLAB reference material

For a useful quick reference for usingadviLAB check the end of this laboratory manual starting on page 19. Included
are various helpful pieces of information for working withAvLAB .
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Commonly UsedMATLAB commands

Elementary Math Functiongelp elmat)

abs atan exp log rem sqrt
acos ceil fix log10 round tan

angle conj floor mod sign

asin cos imag real sin

Graphing and Plotting Function@elp plot)

axis figure line print stem xlabel

bar grid loglog semilogx subplot ylabel

clf hold plot semilogx text zoom

close legend polar shg title

Relational and Logical Functiongelp ops)

all eq (== ge ( >=) isempty isnan not ( )
and (&) exist gt ( >) isfinite le ( <=) or (|
any find ischar isinf It ( <) strcmp
Working With Variables (help general, help elmat)

who length clear exist nan zeros

whos size end isinf inf ones
General Purpose Functionselp general)

exit quit help helpdesk which lookfor
Programming and Control Flowhelp lang)

break disp end if pause try

case else error input return warning
catch elseif for otherwise  switch while

File and Directory Functionghelp general, help iofun)

cd fclose load path save what

dir fopen mkdir rmdir type
Text Input/Output(help iofun, help strfun)

input keyboard sprintf disp return num2str
Debugging Commandgnelp debug)

dbclear dbquit dbstatus dbstop dbup

dbcont dbstack dbstep dbtype keyboard

Special Symbolshelp ops , help punct )

+ _ *

= nan inf

1
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10 UsefulMATLAB Facts

10.

20

MATLAB starts indexing it's arrays from 1 rather than from O.

Use the up-arrow to recall previous commands. If you type in a few characters and then hit the up-arrow,
MATLAB will try to find a previous command that started with those characters.

When indexing matrices, the indices are always ga@ow,column)
Similarly, size(a) returns a two-element vectprum_rows, num_columns]

Semicolons at the end of a line are not necessary; they simply suppress output.

If I multiply (or divide, or exponentiate) two arrays without using the dot-operators, | probably won't get what
I’'m expecting (unless | want to do matrix multiplication).

. We concatenate arrays (and strings) using square brackets. Tchdoizmtally, we separate the arrays with

spaces or commas:
>> [ones(3), zeros(3)])
To do sovertically, we separate the arrays with a semicolon:

>> [ones(3); zeros(3)])

. When a function returns multiple parameters, we use square brackets to retrieve them:

>> [max_value, index] = max([4.3, 2.9, 8.6, 6.3, 1.0])

Otherwise, only one parameter is returned.

. Most MATLAB commands (likemin, max, sum, prod , and a host of others) work on matrices by operating

down each column individually. Thus, after executing this command:
>> [max_value, index] = max(eye(6))

max_value has a vector of six ones (since the maximum value in each column is lihdexl is a vector
containing the row number of the 1 in each column.

. Theend keyword is exceptionally useful when indexing into arrays of unknown size. Thus, if | want to return

all elements in a vector but the first and last one, | can use the command:
>> x(2:end-1)

which is equivalent to the command:

>> x(2:length(x)-1)

MATLAB automatically resizes arrays for you. Thus, if | want to add an element on to the end of a vector, | can
use the command:

>> x(end+1l) = 5;
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Laboratory 1

Signals, Signal Statistics, and Signal
Detection |

1.1 Introduction

In everyday language, signalis anything that conveys information. We might talk about traffic signals or smoke
signals, but the underlying purpose is the same. In the studigoéls and systems engineeritgwever, we adopt a
somewhat more specific notion of a signal. In this field, a signal is a numerical quantity that varies with respect to one
or more independent variables. One can think of a signal as a functional relationship, where the independent variable
might be time or position.

As an example, one signal might be the voltage on the wires from a microphone as it varies with time. Another
signal might be the light intensity as it varies with position along a sensor array. The important aspect of these signals,
though, is the mathematical representation, not the underlying medium. That is, the voltage and light signals might be
mathematically the same, despite the fact that the signals come from two very different physical sources. In signals
and systems engineering, we recognize that the most important aspects of signals are mathematical. Thus, we don’t
necessarily need to know anything about the physical behavior of voltage or light to deal with these signals.

What purposes do signals serve? Let us highlight a few of the many important ones. First, a signal can embody a
sensory experience, as in a sound that we would like to hear or a picture that we would like to see. Second, a signal
can convey symbolic information, as in the text of a newspaper. Third, a signal can serve to control some system. For
example, in a typical modern automobile, an electronic control signal determines how much gasoline is emitted by
the fuel injectors. Last, we mention that a signal can embody an important measurement, for example, the speed of a
vehicle or the EKG of some patient.

What is the advantage of having a sound or a picture or text or control information or a measurement embodied
in a signal? For one thing, it enables us to transmit it to a remote location or to record it. In many, but not all, cases,
these are done electronically, either with analog or digital hardware. For another, the signals we encounter frequently
need to beprocessedwhich can also be done electronically with analog or digital hardware. For example, a signal
may contain unwanted noise that needs to be removed; this is an example of what isciskeductioror signal
recovery Alternatively, the desired information or sensory experience may need to be extracted from the signal, as in
the case of AM and FM radio signals, which need tadeenodulatedefore we can listen to them, or in the case of
CT scan signals, which need extensive processing before an X-ray like image can be viewed.

Finally, in many situations, the purpose of signals is to permit decisions to be made. This kind of signal processing
is variously calleasignal classificationsignal recognitionor signal detectionAs examples, a radar system processes
the signal received from its antenna to determine whether or not it contains a reflected pulse, which would indicate
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the presence of an airplane in the direction to which the antenna is pointed. The bill changer in a vending machine
processes the signal produced by its optical sensor to determine if the inserted piece of paper is a valid dollar bill. A
speech recognition system processes the signal produced by a microphone to determine the words that are spoken.
A speaker recognition system processes the same signal to determine the identity of the person speaking. A heart
monitoring system processes an electrical EKG signal to determine if arythmia is occuring. A digital modem processes
the received signal to determine what bits are being transmitted. These are a just a few of the situations in which signals
must be processed to make decisions.

As one of part of this lab assignment, we will implement and tune a simple signal processing system for detecting
whether or not a recorded signal contains a spoken sound. In later lab assignments, we will develop more sophisticated
decision making systems — for detecting the presence or absence of radar pulses, for decoding a sequence of key presses
from the signal produced by a touchtone telephone, and for deciding which of several vowel sounds has been spoken
into a microphone.

Throughoutthis course we will develop tools for analyzing, modifying, processing and extracting information from
signals mathematically. One of the most basic (and sometimes most useful) methods involves the calcsligtiah of
statistics Calculating signals statistics provides us a substantial amount of useful information about a signal. These
statistics allow us to determine “how much” signal is present (i.e.sigyeal strength, how long a signal lasts, what
values the signal takes on, and so on. We will use signal statistics to develop measigealafuality(with respect
to a reference signal) and also to perfaignal detectior{by determining when a signal contains useful information
rather than just background noise).

1.1.1 “The Questions”

e How can | quantitatively determine a signal’s “quality”?

e How can | detect the presence of “speech” within a segment of a speech signal?

1.2 Background

1.2.1 Continuous-time and discrete-time signals

In its most elementary form, signalis a time-varying numerical quantity, for example, the time-varying voltage
produced by a microphone. Equivalently, a signal is a numerically valued function of time. That is, it is an assignment
of a numerical value to each instance of time. As such, it is customary to use ordinary mathematical function notation.
For example, if we useto denote the signal, i.e. the function, th€n) denotes thealueof the signal at time instance

t. In common usage, the notatief) also has an additional interpretation — it may also refer to the entire signal.
Usually, the context will make clear which interpretation is intended.

We will deal with many different signals and to keep them separate we will use a variety of symbols to denote
them, such as such asz, y, z, ’. Occasionally, we will use other symbols to denote time, suah, asu. In some
situations, the independent parametegpresents something other than “time”, such as “distance”. This happens, for
example, when pictures are considered to be signals.

As illustrated in Figure 1.1, there are two basic kinds of signals. When the time vatiedoiges over all real
numbers, the signai(t) is said to be aontinuous-timesignal. When the time variableranges only over the set
of integers{...,—2,-1,0,1,2,...}, the signals(¢) is said to be aliscrete-timesignal. To distinguish these, from
now on we will use a somewhat different notation for discrete-time signals. Specifically, we will use one of the
lettersi, j, k, I, m, n to denote the time variable, and we will enclose the time-variable in square brackets, rather than
parentheses, as #fin]. Thus, for examples[17] denotes the value of the discrete-time sigrja] at timen = 17. Note
that for discrete-time signals, the time argument has no “units”. For exarijpté simply indicates the 17th sample
of the signal. When the independent parametem represents something other than time, for example distance, then
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milliig
T g

(B)
Figure 1.1: (A) A continuous-time signal. (B) A discrete-time signal.

the signal can be said to lsentinuous-spacer discrete-spaceaespectively, or more generalontinuous-parameter
or discrete-parameter

It is important to reemphasize the inherent ambiguity in the notatipnandsn]. Sometimes(¢) refers to the
value of the signal at the specific timeAt other timess(¢) refers to the entire signal. Usually, the intended meaning
will be clear from context. The same two potential interpretations appdjrio

1.2.2 Describing Signals

Some continuous-time signals can be described with formulas, sugh)as sin(¢) or

0 t<O0
s(t) = { cos(t) t>0. (1.1)

For other signals, there are no such formulas. Rather they might simply be measured and recorded, as with an analog
tape recorder. Similarly, some discrete-time signals can be described with formulas, sfigh-asin(n) or

(1.2)

S[n]:{ 0 n<o0

cosjn] n>0 "~

and some are described simply by recording their values for all values of
Often, a discrete-time signal is obtained sgmplinga continuous-time signal. That is, 1fs is a small time
increment, then the discrete-time sigapt] obtained by sampling(t) with sampling intervabr sampling periodl’
is defined by
s[n] = s(nTs) ,—00 < n < 00 (1.3)

For example, ifs(¢) = sin(¢) andTs = 3, then the discrete-time signal obtained by sampling with sampling interval
T, is s[n] = sin(3n). The reciprocal off; is called thesampling rateor sampling frequencgnd denoted’y, = 1/75.
Its units are samples per second. The discrete-time signal in Figure 1.1 was obtained by sampling the continuous-time
signal shown above it.

In the above example, we have allowed the time parameter to be negative as well as positive, which begs the
guestion of how to interpret negative time. Time O is generally taken to be some convenient reference time, and
negative times simply refer to times prior to this reference time.
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Nowadays, signals are increasingly processed by digital machines such as computers and DSP chips. These are
inherently discrete-time machines. They can record and work with a signal in just two ways: as a formula or as a
sequence of samples. The former applies to continuous-time and discrete-time signals. For example, a computer can
easily compute the value of the continuous-time sigiigll = sin(¢) at imet = /2 or the value of the discrete-time
signals[n] = cos(n) at timen = 17. However, the latter works only with discrete-time signals. Thus, whenever a
digital machine works with a continuous-time signal, it must either use a formula or it must work with its samples. That
is, it must work with the discrete-time signal that results from sampling the continuous-time signal. This admonition
appliesto us, because in this and future lab assignments, many of the signals in which we are interested are continuous-
time, yet we will process them exclusively with digital machines, i.e. ordinary computers.

Exceptin certain ideal cases, which never apply perfectly in real-world situations, sampling a continuous-time sig-
nal entails a “loss”. That is, the samples only partially “capture” the signal. Alternatively, they constitute an approxi-
mate representation of the original continuous-time signal. However, as the sampling interval decreases (equivalently,
the sampling rate increases), the loss inherent in the sampled signal decreases. Thus in practical situations, when the
sampling interval is chosen suitably small, one can reliably work with a continuous-time signal by working with its
samples, i.e. with the discrete-time signal obtained by sampling at a sufficiently high rate. This will be the approach
we will take in this and future lab assignments, when working with continuous-time signals that cannot be described
with formulas.

When digital machines are used to process signals, in addition to sampling, one mupiaisiae or round,
the sampled signal values to the limited precision with which numbers are represented in the machine, e.g. to 32-bit
floating point. This engenders another “loss” in the signal representation. Fortunately, for the computers we will use
in performing our lab experiments, this loss is so small as to be negligible. For examypleaB uses 64-bit double-
precision floating point representation of numbers. (Lab 5 is an exception; in that lab, we will consider systems that
are designed to produce digital signal representations with as few bits as possible.)

1.2.3 Signal support and duration

The supportof a signal is the smallest time interval that includes all non-zero values of the signal. For example, the
continuous-time signal(t) = cos(t),0 < t < 3,s(t) = 0, else has support intervill, 3]. The discrete-time signal

s[n] = cos(n),0 < n < 3, has supportintervad, 3] = {0, 1, 2,3}. Thedurationof a signal is simply the length of its
support interval. In the previous examples, the duratiof{ofis 3, and the duration ofln] is 4. Note that the support

and duration of a signal can be either finite or infinite.

1.2.4 Periodicity

Periodicity is a property of many naturally occurring or man-made signals. A continuous-timesgigrialsaid to be
periodic with periodl’, whereT is some positive real number, if

s(t+T)=s(t), forallt (1.4)
If s(¢) is periodic with periodT’, then it is also periodic with perio2l’, 3T, .... Thefundamental period’, of s(t)
is the smallest" such thats(t) is periodic with periodr".
Similarly, a discrete-time signaln] is said to be periodic with periol¥, whereN is some positive integer, if

s[n+ N] =s[n], foralln (1.5)

If s[n] is periodic with periodV, then it is also periodic with perio2IV, 3N, .... The tindamental period, is the
smallestN such thats[n] is periodic with periodV.
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1.2.5 Signals inMATLAB

While signals can be represented by formulas or by recorded signal values, when workiagLngvl we generally
use the latter. That is, we represent a signalaector(i.e., a one-dimensionakray) of numbers.

Discrete-time signals

We begin with an example. Suppose we want to represent the following discrete-time signal as an arxayAa:M

2
{n 5<n<15 (1.6)

sl =149 else

In MATLAB, we do this by creating two vector: support vectorand avalueor signal vector The support vector
represents theupport intervabf the signal, i.e. the set of integers from the first time at which the signal is nonzero to
the last. For this example, the support vector can be created with the command

>> n = 5:15
This causes to be the array of 11 numbebs6, . . ., 15. Next, the signal vector can be created with the command
>> s = n."2

which causes to be the array of 11 numbe?§, 36, . . ., 225.

Note that as in the above example, we usually only specify the signal within the range of times that it is nonzero.
That is, we usually do not include zero values outside the support interval in the signal vector.

It is often quite instructive to plot signals. To plot the discrete-time sigi@l , use the stem command:

>> stem(n,s)

You can also use thglot command; howeveplot draws straight lines between plotted points, which may not be
desirable.

Itis importantto note thatin MTLAB, wheni is anintegerthen(i) is not necessarily the signal value at time
Rather it is the signal at time(i) . Thus,stem(n,s) andstem(s) resultin similar plots with different labelings
of the time axis. Occasionally, it will happen th&i) = i , in which cases(i) = s(n(i)) andstem(n,s)
andstem(s) resultin identical plots with identical time axis labels.

Continuous-time signals

We begin with an example. Suppose we wish to represent the following continuous-time signal as an anayia :M

0 else (1.7

S(t)_{ 2 5<t<15
We first choose a sampling interve$ with a command such as
>> Ts = 1/20
We then create a support vector with the command
>> t = 5:Ts:15
Finally, we create a signal vector with the command

>> s = t.72
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What have we done? To represefit), we have created a support vectothat contains the sample timés5 +
1/20,5 + 2/20,5 4+ 3/20,...,15 , and we have created a signal vecsothat contains the sampleg5), s(5 +
1/20),s(5 + 2/20), s(5 + 3/20),...,s(15). Thatis, forn = 1,...,301, s(n) contains the signal value at time
t(n) = 5 + (n-1)/20

Note that when representing a continuous-time signal as an array, it is usually important to choose the sampling
interval Ts small enough that the signal changes little over any time intervasafeconds.

As with discrete-time signals, it is frequently instructive to plot a continuous-time signal. This is done with the
command

>> plot(t,s)

which plots the pointst(1),s(1) ), (t(2),s(2) ), ..., and connects them with straight lines. Connecting these
points in this manner produces a plot that approximates the original continuous-timesgignaich takes values at

all times (not just integers) and which usually does not change significantly between samples (a¥suisitctgpsen

to be small enough). Note thatot(s) produces a similar plot, but the horizontal axis is labeled with sample
“indices” (i.e., the number of the corresponding sample) rather than sample times. When working with continuous-
time signals, it is important that you always yset(t,s) rather tharplot(s) . It also important that your plot
indicates what the axes represent, which can be done usintptbed andylabel commands.

1.2.6 Signal Statistics

When dealing with a signal, it is often useful to obtain a rough sense of the range of values it takes and of the average
size of its values. We do this by computing one or msigmal statistics

The following lists a number of common signal statistics. It gives the defining formula for each for both continuous-
time and discrete-time signals. Also included iaAB code for calculating the statistiéor a discrete-time signal.
If we wish to compute a statistic for a continuous-time signal when we only have a sampled representation, we can
use the discrete-time statistic to approximate the continuous statistic. The formulas needed for this approximation are
included here with the label “sampled.” (In most cases, this approximation becomes better as the samplin@interval
decreases.) For completeness, signal support and duration are also defined below.

1. Support Interval. A signal’s support interval(also occasionally known as just the signaispportor its
interval) is the smallest interval that includes all non-zero values of the signal.

Continuous-time:  t; <t <ts (1.8)
Discrete-time: n; <n < ns (1.9)
MATLAB: n = nl:n2 forasignals. (1.10)

2. Duration. Thedurationof a signal is simply the length of the support interval.

Continuous-time:  ty — t1 (1.11)
Discrete-time:  ngs —n; +1 (1.12)
MATLAB: Assumed length(s) for a signal s. (1.13)
Sampled:  (t2 —t1) = (ne —np + )T (1.14)

1This code assumes that the signal vestds defined only over the range of times for which we wish to compute the statistic. More generally,
if n is the support vector andll andn2 define a subset of the support vector over which we wish to calculate our statistic, we can compute the
statistic over only this rang®1:n2 , by replacing the signa with the shorter signa((n1:n2)-n(1)+1)
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3. Periodicity. Periodicity was described in section 1.2.4. The key formulas are included here.

Continuous-time:  s(t) = s(t+T) (1.15)
Discrete-time:  s[n] = s[n + N]| (1.16)
Sampled: T =~ NT; (1.17)

4. Maximum and Minimum Value . These values are the largest and smallest values that a signal takes on over
some interval defined by; andns. In MATLAB these values are found using ttnén andmax commands.

MATLAB: Maximum(s) = max(s) (1.18)
MATLAB Minimum(s) = min(s) (1.19)

5. Average Value Theaverage valugM, is the value around which the signal is “centered” over some interval.

. o 1 b2
Continuous-time:  M(s(t)) = r— /t1 s(t)dt (1.20)
Discrete-time: M (s[n]) = ﬁ ; s[n] (1.21)
MATLAB : M(s) = mean(s) (1.22)
Sampled: M (s(t)) ~ M(s[n]) (1.23)

6. Mean-squared value Themean-squared valu@r MSV) of a signal,M S, is defined as the average squared
valued of the signal over an interval. The MSV is also calledatverage power because the squared value of
a signal is considered to be the instantaneous power of the signal.

ta
Continuous-time: M S(s(t)) = ; ! ; / s2(t)dt (1.24)
2 U1 Jty
. o B 1 —
Discrete-time: M S(s[n]) = P ——1 7221 s%[n] (1.25)
MATLAB: MS(s) = mean(s.”2) (1.26)
Sampled:  MS(s(t)) ~ MS(s[n]) (1.27)

7. Root mean squared value Theroot mean squared valu@r RMS valug of a signal over some interval is
simply the square root of mean squared value.

to
Continuous-time:  RMS(s(t)) = \/t L : / s2(t)dt (1.28)
27U Jy
1 2
. . _ )

Discrete-time:  RMS(s[n)) J P — ngl s2[n] (1.29)
MATLAB: RMS(s) = sqgrt(mean(s."2)) (1.30)
Sampled:  RMS(s(t)) =~ RMS(s[n]) (1.31)
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Figure 1.2: Signal value distribution and a discrete histogram approximation

8. Signal Energy. Theenergyof a signal,F, indicates the strength of a signal is present over some interval. Note
that energy equals the average power times the length of the interval.

Continuous-time:  E(s(t)) = /t2 s2(t)dt (1.32)
Discrete-time:  E(s[n]) = i s%[n] (1.33)
MATLAB : E(s) = sum_(s.“2) (1.34)
Sampled:  E(s(t)) = E(s[n])Ts (1.35)

9. Signal Value Distribution. The signal value distributionis a plot indicating the relative frequency of occur-
rence of values in a signal. There is no closed-form definition of the signal value distribution, but it can be
approximated using histogram A histogram counts the number of samples that fall within particular ranges,
or bins Note that the y-axis is effectively arbitrary, and that the coarseness of the approximation is determined
by the number of histogram bins that are used. Figure 1.2 shows an example of a signal value distribution and
the histogram approximation to that distribution.

MATLAB: hist(s,num_bins); (1.36)

1.2.7 Measuring signal distortion and error

Suppose that we wish to transmit a signal from one location to another. This is a common ¢askniunication
systems A common problem is that the signal is often modifiedd@tortedin the communication process. Thus,
the received signal is not the same as the transmitted signal. Typically, we want to reduce the amount of distortion as
much as possible. However, this requires that we have a method of measuring the amount of distortion in a signal. In
order to develop such a measure, we’ll look aignal plus noisenodel of signal distortion.

Suppose we are transmitting a sign@t] over FM radio. Someone tunes in to our radio station and receives a
modified version of our signak[n]. We can represent this modification mathematically as the addition efran
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1.2.8 Signal detection

signal v[n], like this:
r[n] = s[n] + v[n]. (1.37)

Assuming that we have botin] andr[n], we can easily calculatgn] as
v[n] = rn] — s[n]. (1.38)

Note that ifs[n] andr[n] are identicaly[n] will be zero for alln. This suggests that we can simply measure the signal
strength ofv[n] by using one of the energy or power statistics.

Mean squared value is a natural choice because it normalizes the error with respect to the length of the signal.
Sometimes, though, the RMS value is more desirable because it produces error values that are directly comparable to
the values inv[n]?. When we measure the MSV of an error signal, we sometimes call intn squared erroor
MSE Similarly, the RMS value of an error signal is often called i@ mean squared erraor RMSE

In MATLAB, we will usually want to calculate the MSE or RMSE over the entire length of the signals that we have.
Supposing that we are given a siggadnd a modified versios_mod (with the same size), we can calculate the MSE
and RMSE like this:

>> mse = mean((s - s_mod)."2);
>> rmse = sqgrt(mean((s - s_mod)."2));

Notice that we could also subtraafrom s_mod; the order doesn’t matter because of the square operation. Also note
that youmustinclude the period before the exponentiation operator in order to correctly square each sample.

1.2.8 Signal detection

Suppose that we are designing a continuous speech recognition and transcription system for a personal computer. The
computer has a microphone attached to it, and it “listens” to the user’s speech and tries to produce the text that was
spoken. However, the user is not speaking continuously; there are periods of silence between utterances. We don't
want to try to recognize speech where there is silence, so we need some means of determining when there is a speech
signal present.

This is an example o$ignal detection There are many different types of signal detection. Sometimes signal
detection involves finding a signal that is obscured by noise, such as radar detection. In other applications, we need to
determine if a particular signal exists in a signal that is the sum of many signals. The “signal present” detector for our
speech recognition system is a simpler form of signal detection, but it still important in many applications. As another
example, some digital transmission systems send bits using what is knaymiadiskeying They send an electrical
pulse to represent “1” and send nothing at all to represent “0”. The receiver for such a system uses a “pulse present”
detector.

In this laboratory, we will consider the design of a “signal present” detector to identify spoken segments of a
speech signal. Note, however, that the detector we will design can be used for many other applications as well. Figure
1.3 shows a block diagram of such a detector. The detector consists of two blocks. The first block computes one or
more statistics that we will use to perform the detection. The second block uses the computed statistic(s) to make the
final decision.

Specifying the detector’s operation

The first step is to specify what our system needs to do. From the description above, we know that we will receive a
signal as an input. For simplicity, we’ll assume that we are given an entire discrete-time signal. What must our system
do? We need some sort of indication as to when speech is present in a signal. However, the signal that we are given

2Mean square values are comparable to the square of the valups in
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Figure 1.3: An “overview” block diagram for a “signal present” detector.

L REC ) 2C B

X[ n% sBIr SgZIXZ | n]‘ RVB( (> &ﬁRecorrbi ne d[ I’T]
i nt o X [n] RVB 2 deci si ons
ol mes " LRVB( —{2(> ¢y

I nput Bi nary

si gnal decisio

m RVB( }—12(> B)— si gnal

Cal cul at €onpare to
RVBV t hreshol d

Figure 1.4: A detailed block diagram for the “signal present” detector.

will contain both periods of silence and periods with speech. For some imégdet us break the signal intalocks

of N samples, such that the firdt samples make up the first block, the néxtsamples make up the second block,

and so on. Then, we will make a “speech present” or “speech not present” decision separately for each block. The
output of our system will consist of a signal with a 0 or 1 for each block, where a 1 denotes “speech present” and a
0 denotes “speech not present”. To describe this signaldmiuMs , our system will produce a signal support vector
containing containing the index of the first sample of each block and a signal vector containing the 0 or 1 for each
block. Choosing the support vector in this way will allow us to plot the decisions on the same figure as the signal
itself.

How will we make the decision for each block? Since we can assume a signal that is relatively free of noise, we can
simply calculate the energy for each block and compare the result to a threshold. If the statistic exceeds the threshold,
we decide that speech is present. Otherwise, we decide that speech is not present. Using signal energy, though, is not
ideal; the necessary threshold will depend on the block size. We may want to change the block size, and we should be
able to keep the threshold constant. Using average power is a better option, but we would like our threshold to have
a value comparable to the values of the signal. Thus, the RMS value seems to be an ideal choice, and this is what we
will use. In summary, for each block the detector computes the RMS valaed compares it to a threshald The
decision is

signal present, iR > c
signal not present, iR <c

Note that our detector system will has two design parameters. One is the bloék,sirel the other is the threshold

c. To tune the system, we will need to find reasonable values for these parameters when we make the detector itself.
A more detailed block diagram of the detector can be found in Figure 1.4.
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1.2.8 Signal detection

Detector algorithm

Now that we've specified the behavior of the detector, let's come up with an algorithm for performing the detection.
Of course, this is not the only way to implement this detector.

Itis assumed that the input signal is contained in a signal vecidrose support vector is simply, 2, ...,
length(x)]

Define a variable calledlock_size |, representingv.

Define a variable callethreshold , representing.

Calculate thenumber_of blocks

Determine the support vectsupport_output for the output signal.
For each block of the signal:

— Calculate the RMS value of the current block
— Compare the RMS value to the threshold
— Store the result in theutput array

Return theoutput array

What follows are some details about the algorithm:

1.

First, note that we wanmtumber_of blocks  to be an integer. For this calculation, recall that the function
length returns the number of samples in a vector. Also, note thaitee command rounds down to the
nearest integer

. Suppose that the block size is 512. Then the vestqport_output should contain the numbefs,

513, 1025, ..] and so on. You can generatgpport_output with a single line of code by using the
. operatof.

. There are actually two separate ways to implement the “for each block” part of this algoritharirnkl. One

involves using dor loop, while the other makes use of ttreshape command and MTLAB’s vector and
matrix arithmetic capabilities. Both take roughly the same amount of code, but the second way is somewhat
faster. You can implement whichever version of the algorithm that you choose in the lab assignment.

(a) If youimplement the algorithm usingfar loop, you should first initialize theutput array to “empty”
using the commanddutput =[]; ". Then, loop over the values isupport_output . Within the
loop, you need to determine what valuesmafandn. to use in the RMS value calculation for a given
value of the loop counter. Then, compare the RMS value that you calculate to the threshold and append
the result to the end afutput  “.

(b) An alternative to théor loop is to use theeshape command to make a matrix out of our signal with
one block of the signal per column. If you choose to teshape , you first need to discard all samples
beyond the firsblock_size x number_of blocks  samples of the input signakeshape this
shorter signal into a matrix witblock_size  rows andnumber_of blocks  columns. Then, use

to square each element in the matrix, usean to take the mean value of each column, and take
the sqrt of the resulting vector to produce a vector of RMS values. Finally, compare this vector to
threshold  to yield your output vector.

3Typehelp colon if you need assistance with this operator.

4Use eitheoutput(end+1) = result; oroutput = [output, result];

5Remember to assign the outputreShape to something! No MTLAB function ever modifies its input parameters unless you explicitly
reassign the output to the input.
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1.3 SomeMATLAB commands for this lab

32

e Zooming on Figures:In MATLAB, you can interactively zoom in and out on figure windows. To do so, you can

either find a “+ magnifying glass” icon on the figure window, or you can tgpem on at the command lines.
Then, you can click and drag a zoom box on the figure window to get a closer look at that portion of the figure.
Also very useful is theoom xon command, which enables zoomingly in the x-direction; this is usually

how we will want to zoom in on our signals.

Using line styles andlegend : Whenever you plot two or more signals on the same set of axes, you must
make sure that the signals are distinguishable and labeled. Generally, we do this using line styles and the
legend command . Theplot command gives you a wide range of options for changing line styles and
colors. For instance, the commands

>> hold on

>> plot(1:10,1:10,'-)
>> plot(1:10,2:11,"")
>> plot(1:10,3:12,"--)

plot lines using solid, dotted, and dashed lines. Typlp plot  for more details about using different line
styles and colors. Thiegend command adds a figure legend for labeling the different signals. For instance,
the command

>> legend('Solid (lower)', 'Dotted (middle)', 'Dashed (higher)’)

adds a legend with labels for each of the three signals on the figure. Note that signal labels are given in the order
that the signals were added to the figure.

Labeling Figures: Any time that you create a figure for this laboratory, you need to include axis labels, a figure
number, and a caption:

>> xlabel('This is the x-axis label’);
>> ylabel('This is the y-axis label");
>> title('Figure 1: This is a caption describing the figure");

Note that it is recommended that you use your word processor to produce figure numbers and captions, rather
than using thditle command. You also need to include the code that you used to produce the figures,
including label commands. Note that eaalbplot  of a figure must include its own axis labels.

Function Headers: At the top of the file containing a function declaration, you must have a line like this:
function [outl, out2, out3] = function_name(inl, in2, in3)

whereinl , in2 , andin3 are input parameters armitl , out2 , andout3 . Note that you can name the
parameters anything you like, and there can be any number of them. Thefurmttbn  is a MATLAB
keyword. Also, you do not need to explicitly return the output parameters. Instead,Ad will take their
values at the end of the function’s execution and return them to the calling function.

sum, mean, min, and max: Given a vector (i.e., a one-dimensional array), theggMBs functions calculate

the sum, mean, minimum, and maximum (respectively) of the numbers in the array and returns a single number.
If these functions are given a matrix (i.e., a two-dimensional array), they calculate the appropriate statistic on
each column of the matrix and return a row-vector containing one result for each column.
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1.4 Demonstrations in the Lab Session

e for loops: Mostfor loopsin MATLAB have the following form

>> for index = 1:20
>> 9% This loop is executed twenty times
>> end

In this case, the loop counténdex , is set to 1 on the first execution loop, 2 on the second, and so on. The

loop will execute a total of 20 times. We can, of course, use any variable for the loop counter.
A more general form of théor loop is given by

>> for index = row_vector
>> 9% Code in the loop goes here
>> end

whereindex is the loop counter antbw_vector is a row vector that contains all the values that will be
assigned tindex on successive iterations of the loop. Thus, the loop will exesiae{row_vector,2)
times.

e Reshaping arrays: Thereshape command is used to change the shape of an array:
>> new_array = reshape(array,[new_rows, new_columns));

array must havenew_rows*new_columns elementé new_array will have dimensions ofiew_rows
x new_columns .

e Logical operators: The logical operators¥, <, >=, <=, ==, "= ) perform a test for equality or various forms

of inequality. They all operate in the same manner by evaluating to 1 (“true”) or 0 (“false”) depending upon the

truth value of the operator. After executing the following statement, for instance,
>> result = (x > 0);
result  will contain a one or a zero K is a single number. I is an arrayresult  will be an array of ones

and zeros with a size equalx@where each element indicates whether the corresponding elemeistiim fact
greater than 0.

1.4 Demonstrations in the Lab Session

Laboratory policies

Signals in MaTLAB — sampling

Signal statistics

Approximating continuous-time signal statistics with sampled signals

Model of discrete-time signal as signal plus noise

e The “signal present” detector

61f row _vector is actually a matrix (or a column vector), each colummas _vector  will be assigned tindex in turn.
"The number of elements Erray can be checked using the commandd(size(array))
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1.5 Laboratory Assignment

Note that in this and all following laboratory assignments, the bulletse(j.mdicate items that you must include in
your laboratory.

1. (A simple signal and its statistics) Use the followingsMAB commands to create a signal:

>> n = 1:50;
>> s = sin(2*pi*n/50);

(a) (Plotting a signal with labels) Ustem to plot the signal. Make sure that you incldde

e [2] The figure itself.

e [1] An x-axis label and a y-axis label.

e [1] A figure number and a caption that describes the figure.

e [1] The code you used to produce the signal and the figure. This should be included in an appendix at
the end of your repolf. Make sure you clearly indicate which problem the code belongs to.

(b) (Calculating signal statistics) Calculate the following statistics over the length of the signal (he.Het
andny =length(s) ), and include your results in your repbit
e [2] Maximum value
[2] Minimum value
[2] Mean value
[2] Mean squared value
[2] RMS value
[2] Energy

(c) (Approximating continuous-time statistics in discrete-time) Supposesttigtthe result of sampling a
continuous-time signal with a sampling inter#l = 1/100. Use the discrete-time statistics to estimate
the following statistics for the continuous-time sigrél) = sin(4nt):

e [2] Signal duration
e [2] Energy

e [2] Average power
¢ [2] RMS Value

2. (Statistics of real-world signals) Download the fdb1l_data.mat  from the course web page. Placeitin the
present working directory or in a directory on the path, and type

>> |oad labl_data

8Note thateveryfigure that you produce in a laboratory for this class must include these things!

90n Windows systems, you can select “Copy Figure” from Edit menu on the figure window to copy the figure to the clipboard and then paste
it into your report. Also, to make your report compact, you should make all figures as small as possible, while being just large enough that the
important features are clearly discernable.There are two ways to shrink plots, you can shrink them in your lab report document, or you can shrink
the MAaTLAB window before copying and pasting. Shrinking theas window is generally preferable because it does not shrink the axis labels.
Note, you may need to specify the appropriate copy option, so that what is in fact copied is the shrunk rather than original version of the plot

10you should includeall MATLAB code that you use in the appendix. However, you do not need to include code that is builtamntasvor
code that we provide to you.

11IRemember to include the code you used to calculate these in yaurA# appendix.
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This file contains two signals which will be loaded into your workspace. You will use the siaralet 12
in this problem and in Problem 3. The other sigmahoc, will be used in Problem 4.

(a) (Plotthe real-world signal) Define the support vectocfarinet  asl:length(clarinet) . Then,
useplot to plot the signatlarinet
e [4] Include the figure (with axis labels, figure number, caption, and'MB code) in your report.
(b) (Zoom in on the signal) Zoom in on the signal so that you can see four or five “pE¥idds

e [4] Include the zoomed-in figure (with axis labels, figure number, caption, asid. M3 code) in your
report.
(c) (Find the signal’s period) Estimate the “fundamental periodilafinet . Include:
¢ [3] Your estimate for the discrete-time signal (in samples).
¢ [3] Your estimate for the original continuous-time signal (in seconds).
(d) (Approximate the SVD) Use thdst command to estimate the signal value distributioclafinet
Use 50 bins.
e [4] Include the figure (with axis labels, code, etc.) in your report.
e [1] From the histogram, make an educated guess of the MSV and RMSV. Explain how you arrived at
these guesses.
(e) (Calculate statistics) Calculate the following (discrete-time) statistics over the length of the signal:
e [2] Mean value
e [2] Energy
e [2] Mean squared value
e [2] RMS value

3. (Looking at and measuring signal distortion) In this problem, we’ll measure the amount of distortion introduced
to a signal by two “systems.” Download the two filebl_sysl.m andlabl_sys2.m . Apply each system
to the variableclarinet using the following commands:

>> sysl out = labl_sysi(clarinet);
>> sys2 out = labl_sys2(clarinet);

(a) (Examine the effects of the systems) y$at 14 and MATLAB s zoom capabilities to display roughly one
“period” of:

e [3] The input and output dabl _sysl on the same figure.
e [3] The input and output dAbl_sys2 on the same figure.

(b) (Describe the effects of the systems) What happens to the signal when it is passed through these two
systems? Look at your plots from the previous section and describe the effect of:

e [3] labl_sysl.m onclarinet
e [3] labl_sys2.m onclarinet
(c) (Measure the distortion) Calculate the RMS error introduced by each system.

12Thjs is a one-second recording of a clarinet, recorded at a sampling frequency of 22,050 Hz. To listen to the sound, use the command
soundsc(clarinet,22050)

13This signal, like all real-world signals, is not exactly periodic; however, it is approximately periodic.
14Mmake sure the two signals are easily distinguishable by using different line styles. Also, any time that you plot multiple signals on a single set
of axes, younustuselegend or some other means to label the signals!
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e [3] RMS error introduced bjabl sysl
e [3] RMS error introduced bjabl sys2
e [1] Which system introduces the least error? Is this what you would have expected from your plots?

4. (Developing an energy detector) In this problem, we will develop a detector that identifies segments of a speech
signal in which speech is actually present. Download the ilgsnosig.m  andlabl_data.mat (if you
haven't already) from the course web page. The first is a “skeleton” m-file for the signal/no signal detector
function. The second contains a speech signabc!®, that we will use to test the detector.

(a) (Write the detector function) Following the detector description given in Section 1.2.8, complete the func-
tion in sig_nosig.m . Use a threshold of 0.2 and a block size of 512. Verify the operation of your
completed function on theboc signal by comparing its output to that eify_nosig_demo.dll 16,

e [15] Include the code for your completed versionsi_nosig.m in the appendix of your lab
report.

(b) (Plot the results of your function) Callg_nosig 7 like this:
>> [detection,n] = sig_nosig(mboc);
Then, plot the output &fig_nosig  (using “stairs(n,detection,'k:"); ") and the sighainboc
(with plot ) on the same figure.
e [4] Include this plot in your report.

(c) (Adjusting the threshold) The threshold given above isn't very good; it causes the detector to miss signif-
icant portions of the signal. Change the threshold until all significantly visible portions of the signal are
properly marked as “speech” by the detector, but the regions between these portions are marked as “no
speech.” (Note that yocannotuse the compiled demo function for this part of the assignment.)

e [4] What threshold did you find?

e [6] Include the figure (like the one you generated in Problem 4b) that displays the output of your
detector with this new threshold.

5. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.

15This signal has also been recorded with a sampling frequency of 22,050 Hz.

16sig _nosig _demo.dll is a completed version of the functionsig _nosig.m . This demo function has be@ompiledfor use on Matlab
version 6 on Windows-based systems ONLY.

17If you did not successfully complete this function, you may use the compiled demo function for this part of the assignment.
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Laboratory 2

Signal Correlation and Detection Il

2.1 Introduction

In Lab 1, we designed an energy-based signal/no-signal detector for determining when a desired signal is present. This
type of detector has a wide variety of applications, from speech analysis to communication, but it has two weaknesses.
First, an energy-based detector is very susceptible to noise, especially when the signal’s energy is small compared to
the energy of the noise. Second, such a detector cannot distinguish between different types of signals that are mixed
together.

In this laboratory, we will examine an alternative detection method that addresses these concerns. It uses a com-
putation callectorrelationto detect the presence of a sigmath a known form In general, correlation measures the
similarity between two signals. Using correlation for detection has significant applications. For instance, it allows
several signals to be sent over a single communications channel simultaneously. It also allows the use of radar and
sonar in noisy environments. Later in this course, we will see that correlation forms the basis for one of the most
important tools in signals and systems engineeringspeetrum

2.1.1 *“The Questions”

e How can we transmit and receive bits from several different users on the same communication channel?

e How can we develop a radar detection scheme that is robust to noise, and how do we characterize its perfor-
mance?

2.2 Background

2.2.1 Correlation

Suppose that we have two discrete-time signalg, andy[n]. We compute theorrelationt between these two signals,
C(z,y), using the formula

n2

Clz,y) = Y =[nly[n] (2.1)

n=ni

1we will occasionally refer to this operation as “in-place” correlation to distinguish it from “running” correlation. Sometimes this is also called
an “inner product” or “dot product.”

The University of Michigan, All rights reserved 37



Laboratory 2. Signal Correlation and Detection Il
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Figure 2.1: Examples of positively correlated, uncorrelated, and anticorrelated signals.

wheren; andns define the interval over which we are calculating the correlation. In words, we compute a correlation
by multiplying two signals together and then summing the product. The result is a single number that indicates the
similarity between the signalgn| andy|n].

What values ca@’(z, y) take on, and what does this tell us about the signpl$ andy[n|? Let us consider the
examples in Figure 2.1. For the signals shown in the first colutt{m, y) > 0, in which case, the signals are said to
be positively correlatedBasically, this means that the signals are more similar than they are dissimilar. In the second
column, we can see an example whéter, y) is zero. In this case, the two signals anecorrelated One might
say that uncorrelated signals are “equally” similar and dissimilar. Notice, for instance, that thexgignaly[n] is
positive as often as it is negative. Knowledge of the value of sighdlat timen indicates little about the value of
y[n] at timen. Finally, in the third column we see an example whéXe;, y) < 0, which means that[n] andy[nr] are
negatively correlatedThis means the signals are mostly dissimilar.

Note that the positively correlated signals given in Figure 2.1 are actually identical. This is a special case; from
equation (2.1), we can see that in this case the correlation is simply the enerjgy,dfe.

C(z,z) = E(x) . (2.2)

Sometimes, it is more useful to work wittormalized correlationas defined by

n2

T = C@,y) = ! z[nly[n]. .
NV = EeEG ~ VE@EG) :Z iyl 22)

Normalized correlation is somewhat easier to interpret. The well known Cauchy-Schwartz inequality shows that the
normalized correlation varies between -1 and +1. That is, for any two signals

1< Cn(a,y) < 1. (2.4)

Thus, signals that are as positively correlated as possible have normalized correlation 1 and signals that are as nega-
tively correlated as possible have normalized correlation -1. Moreover, it is known that two signals have normalized
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correlation equal to 1 when and only when one of the signals is simply the other multiplied by a positive number. In
this case, the signals are said togmefectly correlated Similarly, two signals have normalized correlation equal to

-1 when and only when one is simply the other multiplied by a negative number, in which case they are said to be
perfectly anticorrelated

2.2.2 Running correlation

In many situations, it is quite useful to correlate a siggial with a sequence of delayed versions of another signal
z[n]. Thatis, we wish to correlatgn| with z[n], with z[n — 1], with z[n — 2], etc. In such cases, we perforanning
correlationof y[n] with z[n], which produces theorrelation signal

rlk] = C(z[n—E,yn]),k=0,1,2,... (2.5)
= Zx[n—k]y[n],k:0,1,2,... (2.6)

Note that sincex was used as the time variable foandy, we have introduced a new time variabtefor r.

Suppose, for example, that we want to know the distance to a certain object, like an airplane. We transmit a radar
pulse,z[n], and receive a signaj/n|, that contains the reflection of our pulse off of the object. For simplicity, let's
assume that we knowin] is simply a delayed version afn], that i,

y[n] = x[n — no), 2.7)

However, we do not know the delay factag, Sinceng is proportional to the distance to our object, this is the quantity
that we wish to estimate. We can use correlation to help us determine this delay, but we need to use running correlation
rather than simply in-place correlation.

Suppose that we first guess thatis equal to zero. We correlatén] with z:[n] and record the resulting correlation
value as one sample of a new signgl)]. Then, we guess that, is equal to one, shifi:[n] over by one sample,
and correlatey[n] with z[n — 1]. We record this correlation value afl]. We can continue this shift-and-correlate
procedure, building up the new signék| according to the formula

o0

r[k] = C(aln —kl,yln]) = > aln - Klyln). (2.8)

n=—oo

Once we find a value of[k] that equal€(x), we have found the value afy. This procedure of building up the signal
r[k] is known asrunning correlationor sliding correlation We will refer to the resulting signat[k] above) as the
correlation signal

As an example, Figure 2.2 shows a radar pulse, a received signal containing two delayed versions of the radar
pulse (one without noise and one with noise), and the running correlation produced by correlating the pulse with the
received signal.

Let us note a couple important features of the correlation signal. First, the limits of summation in equation (2.8)
are infinite. Usually, though, the support ofin] andy[n| will be finite, so we do not actually need to perform an
infinite summation. Instead, the duration of the correlation signal will be equal to the sum of the duratignk of
andy[n] minus oné. There will also bdransient effectgor edge effecsat the beginning and end of the correlation
signal. These transient effects result from cases whpre- k| only partially overlapg[n]. Finally, notice that the
value of the correlation signal at tinke= 0 is just the in-place correlatiof (z[n], y[n]).

2Recall that a signat[n — no] is equal to the signat[n] shiftedng samples to the right.

3Suppose that support interval 8fn] is n,, < n < ng,, while the support interval af[n] is ny, < n < n,,. For this general case, we can
see that the first nonzero samplerdk] will occur atk = ny, — nz,. Similarly, the last nonzero sample will fall &t= n,, — n.,. Thus, the
duration ofr[k] is (ny, — ny;) + (Ney — Nz, ) + 1 = (nyy, — ny; + 1) + (Rey — ne, + 1) — 1 = duration(z) + duration(y) — 1.
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Figure 2.2: (A) A radar pulse. (B) A received sequence from the radar system, containing two pulses and noise. (C)
The running correlation produced by correlating the radar pulse with the received signal.

2.2.3 Using correlation for signal detection

Whenever we wish to use correlation for signal detection, we use a two-part system. The first part of the system
performs the correlation and produces the correlation value or correlation signal, depending upon whether we are
doing in-place or running correlation. The second part of the system examines the correlation or correlation signal and
makes a decision or sequence of decisions. See the block diagram given in Figure 2.3.

Correlation
Signal

Input Correlation Decision
Signal Calculator Maker

— Decision

Figure 2.3: A generalized block diagram for a correlation-based detection system.

In the radar example used to motivate running correlation in Section 2.2.2, we simply checked to see if the corre-
lation signal at a given point equals the energy of the transmitted signal. While this will work for the idealized system
presented, real systems are usually much less ideal. We may have multiple reflections, distorted reflections, reductions
in reflection amplitude, and various kinds of environmental noise. In order to address such problems in a wide variety
of systems, we commonly use a simple threshold comparison as our decision maker. For instance, if we compute a
running correlation signail[n], we might choose a constantalled athresholdand make a decision for each sample
based on the following formula:

(2.9)

<
o A =
o

That is, when the correlation valueis greater than the threshold, we decidel, or “signal present.” If the value
is less than the threshold, we decide 0, or “signal absent.” In our radar example, for instance, we might select the
threshold to be = E(x)/2.
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Figure 2.4: Example code signals for simultaneous communications

2.2.4 Using correlation for detection of signals transmitted simultaneously with other sig-
nals

Suppose that we wish to design a multi-user wireless communication system that permits several users to simultane-
ously transmit a sequence of message bits. That is, each user will transmit a signal across a common communication
channel (for example, a wire or a small portion of the electromagnetic spectrum) that conveys his/her message bits,
and despite the fact that these signals are received on top of one another, it should be possible to decode the message
bits produced by any one of the users. The users of this system are completely uncoordinated; so no user has any
idea who else might be using the system at any given time. How can we design a system so that each user can use
the system without experiencing interference from the other users? This is the problem faced by the designers of cell
phones and cordless phones, for example.

It turns out that we can use a correlation-based detector to address this problem. To begin, suppose that each user
is trying to send a one bit message to a friend, and suppose each user has acdidérsinallike those shown in
Figure 2.4. Each code signal is made up of some number of bitgpg which are regions of constant signal value;
the signals shown here each consist of ten chifie. send a “one” message bit, the user transmits his or her code
signal. To send a “zero” message bit, the user instead transmits a negated version of his or her code signal (which is is
perfectly anticorrelated with the code signal).

Now, to send sequenc®f message bits, the user concatenates these positive and negative versions of the code
signal into asequence of code signaishich is called théransmitted signaand which is input to the communication
channel. Other users transmit their own message bits in the same fashion, except that, of course, they use different
code signals. For example, Figure 2.5 shows a transmitted signal conveying eight message bits using the top code
signal from Figure 2.4. It also shows this signal with the transmitted signals from three other users added to it. Notice
that the signal in the upper panel is obscured in the lower panel.

When someone, say theser’s friend receives the signal from the communication chahaet wishes talecode
the user’'s message bits, the friend correlates the received signal with the user’'s code signal. Specifically, in-place
correlation of the received signal with the code signal produces a value with which a decision about the first message
bit can be decided. Then in-place correlation of the received signal with a delayed version of the code signal produces
a value from which the second message bit can be decided, and so on. Since each of these correlation values would
equal plus or minus the energy of the code signal if there were no other signals or noise present, it is natural to have

4Though the code signals clearly have a binary nature, we use the term “chip” to distinguish binary segments of the code signal from binary
message elements, which we call “bits”.
5For simplicity, we assume the communication channel does not attenuate or otherwise distort the transmitted signal.
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Figure 2.5: (A) Example of a transmitted signal. (B) The sum of the transmitted signals from four users.

the decision maker decide that a message bit is “one” if the correlation value is positive and “zero” if the correlation
value is negative. That s, a threshold of zero is chosen.

A communication system of this form is said to beale-division, multiple-acce$€ DMA) system or airect-
sequence, spread-spectrdSSS) system. They are used, for example, in 900 Mhz cordless telephones. Such
systems work best when the code signals are as different as possible, i.e. when the normalized correlation between the
code signals of distinct users are as near to zero as possible, which is what system designers typically attempt to do.
Consider the examples in Figure 2.4. The first two code signals are completely uncorrelated, as are the second two.
The first and third signals are slightly anticorrelated. The normalized correlation between these signals is only -0.2,
which is small enough that these two code signals will not interfere much with one another.

Above, we've indicated that our detection system uses in-place correlation. This means that this sggtem is
chronous that is, the receiver knows when bits are sent. However, we can actually save ourselves some work by
using running correlation, and then sampling the resulting correlation signal at the appropriate times. This is how
we will implement this communication system in the laboratory assignment. Using the running correlation algorithm
presented in this lab, the “appropriate times” occur in the correlation signal at the end of each code signal. That is, if
our code signals ar®& samples long, we want to pick off tiig x N)** sample out of the running correlator to decide
the k" message bit.

The threshold used to decode bits in this detection system, which we have chosen to be zero, is actually a design
parameter of the system. If it should happen, for instance, that the system’s noise is biased in a way that we tend to get
slightly positive correlations when no signal is sent, then we would be able to improve performance of the system by
using a positive threshold, rather than a threshold of zero. Alternatively, we might want to decide that no bit has been
sent if the magnitude of the correlation is below some threshold. In this case, we actually have two thresholds. One
separates “no signal” from a binary “one;” the other separates “no signal” from a binary “zero.”

2.2.5 Noise, detector errors, and setting the threshold

Detectors, such as the radar and DSSS detectors we have discussed, must typically operate in the presence of noise.
Here, we begin by discussing the radar example of Section 2.2.2, and conclude with a brief discussion of the DSSS
detector.

When the radar pulse ign], the typical received radar signal has the form

yln] = zln — no + wln] (2.10)

wherez[n—nyg] is the reflected radar pulse amfh] is noise, i.e. an unpredictable, usually wildly fluctuating signal that
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normally is little correlated withe[n] or any delayed version af[n]. To estimateqy, we perform running correlation
of y[n] with z[n], and the resulting correlation signal is

rlk] = ) aln—klyln]

= Y zln—kl(z[n —nol + wn])

= Z z[n — klz[n — nel + Z zln — kJwln]
= nolkl+ 7k, 1

whererg[k] is the running correlation of[n — ng] with z[n]. Note thatry[k] is whatr[k] would be if there were no
noise, as given in equation (2.8), [k] is the running correlation of the noisgn] with z[n], which is added te[k].
This shows that the effect of noise is to atg k] to ro[k]. Though in a well designed system|k] is usually close to
zero, it will occasionally be large enough to influence the decision made by the decision maker.

In Section 2.2.3, we argued that a threshold-based decision maker was useful for such systems. Then, for example,
whenr[k] > ¢, the decision is that a radar pulse is present at tfisn&hereas whem[k] < ¢, the decision is that
no radar pulse is present at tirke Since in the absence of noisg] = E(xz) when there is a radar pulse at tirhe
and sincer[k] = 0 when there is no pulse at tinie it is natural, as mentioned in Section 2.2.3 to choose threshold
c= E(x)/2.

Though it makes good sense to use a threshold detector, such a detector will nevertheless occasionally make an
error, i.e. the wrong decision. Indeed, there are two types of errors that a detector can make. First, it could detect a
reflection of the transmitted signal where no actual reflection exists. This is cdiddskaalarm It occurs at timek
whenrg[k] = 0 andr,[k] > ¢, i.e. when the part of the correlation due to noise is larger than the threshold. The other
type of error occurs when the detector fails to detect an actual reflection because the noise causes the correlation to drop
below the threshold even though a signal is present. This type of error is catlex$ dt occurs wheny[k] = E(x)
andr[k] = E(z) + ry[k] < ¢, which in turn happens when, [k] < ¢ — E(z). In summary, a false alarm occurs when
there is no radar pulse present, yet the noise caugés$ > ¢, and a miss occurs when there is a radar pulse present,
yet the noise causes, [k] < ¢ — E(x).

Depending on the detection system being developed, these two types of error could be equally undesirable or one
could be more undesirable than another. For instance, in a defensive radar system, false alarms are probably preferable
to misses, since the former are decidedly less dangerous. We can trade off the likelihood of these two types of error
by adjusting the threshold. Raising the threshold decreases the likelihood of a false alarm, while lowering it decreases
the likelihood of a miss.

It is often useful to know the frequency of each type of error. There is a simple way to empirically estimate these
frequencies. First, we perform an experiment where we do not send any radar pulses, but simply record the received
signaly[n], which contains just environmental noisg:]. We then compute its running correlatig] with the radar
pulsez[n|, which is justr,,[k]. We count the number of times that[k] exceeds the threshotdand divide by the
total number of samples. This gives us an estimatédlse alarm ratewhich is the frequency with which the detector
will decide a radar pulse is present when actually there is none. We can also use this technique to estinisde the
rate. When a radar pulse is present, an error occurs whét < ¢ — E(z). Thus, we can estimate tineiss rateby
counting the number of times the already computed correlation sigiil is less thare — E(x), and dividing by the
total number of samples.

The signal value distribution is also useful here. If we plot the histogram of valugg/, we can use this plot
to determine the error rate estimates. The estimate of false alarm rate is the area of the histogram above values that
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exceeds, divided by the total area of the histogransimilarly, the estimate of the miss rate is the area of the hisogram
above values that are less thar E(x)

Assuming that the distribution ef, [k] is symmetric about 0, we can minimize tto¢al error rate(which is simply
the sum of the false alarm and miss rates) by setting a threshold that yields the same number of false alarms as misses.
Since the distribution of,, [k] is assumed to be symmetric, we get an equal number of false alarms and misses when
¢ = E(x)/2, which is the threshold value suggested earlier.

Next, it is important to note how the error rates depend on the energy of the radar pulse. Consider first the
false alarm rate, which corresponds to the frequency with which the noise induced correlation s{ghakceeds
¢ = E(z)/2. Suppose for example that the radar pulse is amplified by a factor of two. Then its energy increases by a
factor of four, and consequently, the threshoidcreases by a factor of four. On the other hand, one can see from the
formular, [k] = [ y[n]z[n— k] dz that the noise term,, [k] will be doubled. Since the threshold is quadrupled but the
noise term is only doubled, the frequency with which the noise term exceeds the threshold will be greatly decreased,
i.e. the false alarm rate is greatly decreased. A similar argument shows that the miss rate is also greatly decreased.
Thus, we see that what matters is the energy of the radar pulse, in relation to the strength of the noise. If the energy
of the signal increases, but the typical values of the neigg remain about the same, the system will make fewer
errors. By making the energy sufficiently large, we can make the error rate as small as we like. In the lab assignments
to follow, we will observe situations where the noig¢n] is so strong that it completely obscures the radar pulse
z[n —ngl, yet the radar pulse is long enough that it has enough energy that a correlation detector will make few errors.

Finally, we comment on the effects of noise on the DSSS detector. In this case, instead of deciding whether a
pulse is present or not, the detector decides whether a positive or negative code signal is present. As with the radar
example, this must ordinarily be accomplished in the presence of noise. However, in this case there are two kinds of
noise: environmental noise, similar to that which affects radar, and multiple user noise, which is due to other users
transmitting their own code signals. In the absence of any noise, the in-place corre{atigh computed by the
detector will be+ E(z) when the message bit is “one” ardZ () when the message bit is “zero” , wherp| is the
user’s code signal. For this reason, using a decision threshelf is natural. When the message bit is zero, an error
occurs whem(z, y) > 0, which happens when the correlation tergndue to noise exceeds(xz). Similarly, when the
message bit is one, an error occurs whén y) < 0, which happens when,, < —E(x). As with the radar example,
errors occur less frequently when the signal energy becomes larger. This will be evident in the lab assignment, when
code signals of different lengths, and hence different energies, are used.

2.2.6 An algorithm for running correlation

Here, we provide an algorithm for running correlation. One of its primary benefits is that it is easy to understand.
In this algorithm, we imagine the filter as a box into which we drop one new sample of the “incoming” signal and a
corresponding new sample of the correlation signal comes out. This allows the algorithm to be used in real-time: as
samples of our signal arrive (from a radar detector, for instance), we can process the resulting signal with almost no
delay.

In this algorithm we refer to the signal we are looking for (i.e., the transmitted radar signaly|agollowing
(2.8). The algorithm goes like this:

1. Initialize aninput buffer which is simply an array with length equal to the duration:ef], to all zeros.
2. For each sample that comes in:

(a) Update the buffer by doing the following:

i. Discard the sample at the beginning of the buffer.
ii. Shift the rest of the samples one place towards the beginning of the buffer.

6That is, we sum the values in this region of the histogram and divide by the sum of all values in the histogram
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iii. Insertthe incoming sample at the end of the buffer.
(b) Initialize a running sum variable to zero.
(c) For each positiom, in the buffer:

i. Multiply the n'" position in the input buffer by the'" sample ofz[n].
ii. Add the resulting product to the running sum.

(d) Output the running sum as the next sample of the correlation signal.

In the laboratory assignment, you will be asked to complete an implementation of this algorithm. Note that

significant portions of this algorithm can be implemented very simply inTMAB. For instance, all of (a) can be
accomplished using a single line of code. Similarly, parts (b) through (d) can all be accomplished in a single line using
one of MATLAB's built-in functions and its vector arithmetic capabilities.

2.3 SomeMATLAB commands for this lab

e Calculating in-place correlation: If you have two signalsx andy, that you wish to correlate, simply use the
command

>> Cc_Xy = sum(X.*y);
Note thatx andy must be the same size; otherwisetag will return an error.

Thesubplot command: To put several plots on the same figure inMAB , we use thesubplot command.

subplot creates a rectangular array of axes in a figure. Figure 2.6 has an example figure with such an array.
Each time you calsubplot , you activate one of the axesubplot takes three input parameters. The first

and second indicate the number of axes per row and the number of axes per column, respectively. The third
parameter indicates which of the axes to activate by counting along thé. rbiugs the command:

>> subplot(2,3,5)

activates the plot with the circle in Figure 2.6.

The axis command: The commandxis([x_min, x_max, y_min, y_max]) allows us to set the

axis display range for a particular plot. If you wish to change the display range of the currently active plot (or
subplot) so that the x-axis ranges from 5 and 10 and the y-axis ranges from -100 to 100, simply execute the
command

>> axis([ 5, 10, -100, 100]);

Other useful forms of thaxis command includaxis tight , which fits the axis range closely around the
data in a plot, andxis equal , which assures that the x- and y-axes have the same scale.

Buffer operations in MATLAB: It is often useful to use MTLAB's vectors aduffers with which we can shift

values in the buffer towards the beginning or end of the buffer by one position. Such an operation has two parts.
First, we discard the number at the beginning or end of the buffer. If our buffer is a Wectee can do this

using eitheb = b(2:end) orb = b(l:end-1) . Then, we append a new number to the opposite end of

the buffer using a standard array concatenation operation. Note that we can easily combine these two steps into
a single command. For instancebiis a row vector and we wish to shift towards the end of the buffer, we use

the command

"Note in particular that this is the opposite ofAvLAB’s usual convention!
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Figure 2.6: Example of a MrLAB figure with subplots.

>> b = [ new_sample, b(1l:end-1) ],

e Counting elements that meet some conditionOccasionally we may want to determine how many elements in
a vector meet some condition. This is simple intMAB because of how the conditional operators are handled.
Recall that for a vector, (v. == 3) will return a vector with the same size asthe elements of which are
either 1 or 0 depending upon the truth of the conditional statement. Thus, to count the number of elements in
that equal 3, we can simply use the command

>> count = sum(v == 3);

2.4 Demonstrations in the Lab Section

Detector error types

Why use correlation? Or, when energy detectors break down.

“In-place” correlation as a similarity measure

Running correlation

Multi-user communication

2.5 Laboratory Assignment

In this lab assignment, all signals are discrete-time and their support is assumed to be of the form , N'}.

1. (Computing and interpreting in-place correlations) Download theditke_signal.m  and use it to create the
following signals:

>> codel = code_signal(75,10);
>> code2 = code_signal(50,10);
>> code3 = code_signal(204,10);
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(a) (Plotting code signals) Usaubplot andstairs  to plot the three code signals on three separate axes
in the same figure. After plotting each signal, make sure that the signal is visible by ealls{fL,
100, -1.5, 1.5))
e [4] Include your figure, with axis labels aach subplagta figure number and caption, and the gener-
ating code in your report.

(b) (Calculate statistics) For each of the three signals generated above, calculate:

e [3] Their mean values.
e [3] Their energies.
(c) (Calculate correlations) Calculate the “in-place” correlation and normalized correlation for the following
pairs of signals.
e [2] codel andcode?2
e [2] codel andcode3
e [2] code2 andcode3
(d) (Classify correlations) For each of the signal pairs given in problem 1c:
e [3] Identify each pair as positively correlated, uncorrelated, or negatively correlated.

2. (Implementing and interpreting running correlation) Download thertite corr.m , which is a “skeleton”
file for an implementation of the “real-time” running correlation algorithm described in Section 2.2.2. It accepts
two input signals, performs running correlation on them, and produces the correlation signal with a length equal
to the sum of the lengths of the input signals minus one.

(a) (Write the code) Complete the function, following the algorithm given in Section 2.2.2. You can use the

completed demo version of the functioan_corr_demao.dll to check your function’s outptit
e [10] Include your code in the MrLAB appendix of your report.

(b) (Compute running correlations) Usen_corr.m  to compute the running correlation between the fol-

lowing pairs of signals, and plot the resulting correlation signals on the same figuresubipigt
e [2] codel andcode?2.
e [2] code3 and itself.

(c) (Interpretarunning correlation) When performing running correlation with a signal and itself, the resulting
correlation signal has some special properties. Look at the correlation signal that you computed between
code3 and itself.

e [1] Is the correlation signal symmetric? (It can be shown that it should be.)
e [2] What is the maximum value of the correlation signal? How does the maximum value relate relate
to the energy o€ode3 ?

3. (Using correlation to decode DSSS signals transmitted simultaneously with other signals.) Download the file
lab2_data.mat  and load it into your workspace. The file contains the variable which represents a received
signal that is the sum of several message carrying signals, one from each of four users. The message carrying
signal from each user conveys a sequence of bits using the direct-sequence spread-spectrum technique, described
in Section 2.2.4, in which each bit is conveyed by sending a code signal or its negative. Each user has a different
code signal. One of the code signals is the ten chip signal corresponding to the integer 170, while another is the
six chip signal corresponding to the integer 25. The other two code signals are unknown to us. In this problem,
we will try to extract the bit sequences conveyed by the known code signalsifgsn Start by generating the
following code signals:

8]f you cannot get your function working properly, you may use _corr _demo.dll to complete the rest of the assignment.
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>> csl
>> cs2

code_signal(170,10);
code_signal(25,6);

(a) (Plotthe signals) First, let's look at the signals we're given.

e [3] Usesubplot andstairs to plotdsss, csl, andcs2 on three separate axes of the same
figure.
(b) (Decoding the bits of the user with the longer code signal) Start by usingcorr  to correlate the
received signatisss with the longer code signais1 . Call the resulting signatorl . Now, to decode
the sequence of message bits from this user, we need to extract the appropriate sampmeslfrofrhat
is, we need to extract just those samples of the running correlation that correspond to the appropriate
in-place correlations. We can do this inAvLAB using the following command:

>> sub_corl = corl(length(csl):length(csl):length(corl));

Each sample ofub_corl is used to make the decision about one of the user’s bits. When it is greater
than zero, i.e. the correlation of the received signal with the code signal is positive, the decoder decides
the bitis 1. When it is less than zero, the decoder decides the user’s bit is 0.
¢ [3] On two subplots of the same figure, ydet to plotcorl , andstem to plotsub_corl .
o [4] Decode the sequence of bits. (You can do this visually or wiktbB ) (Hint: The sequence is
10 bits long, and the first 3 bits are “011".)

(c) (Decoding the bits of the user with the shorter code signal) Repeat the procedure in a and b above, this
time using the code signak2 . Call your correlation signator2 , and the vector of extracted values
sub_cor2 .

e [3] On two subplots of the same figure, updt to plot cor2 , andstem to plot the signal
sub_cor2 .
e [4] Decode the sequence of bits. (Hint: there are 17 bits in this sequence.)

e [2] Since the code signak2 has less energy (because it is shorter), there is a greater chance of error.
Are there any decoded bits that you suspect might be incorrect? Which ones? Why?

4. (Using running correlation to detect reflected radar pulsé®) data.mat  also contains three other signals:
radar_pulse ,radar_received , andradar_noise . The received signal contains several reflections
of the transmitted radar pulse and noise. The signddr_noise  contains noise with similar characteristics
to the noise in the received signal without the reflected pulses.

(&) (Examining the radar signals) First, let's take a look at the first two signals.

e [2] Calculate the energy ahdar_pulse , E(z).

e [3] Usesubplot to plotradar_pulse  andradar_received in separate axes of the same
figure.

e [1] Can you identify the reflected pulses in the received signal by visual inspection alone?

(b) (Perform running correlation) Usan_corr  to correlateradar_received with radar_pulse

e [3] Plot the resulting correlation signal.

e [2] Where are the received pulses? Visually identify sample locations of each pulse in the correlation
signal.

e [2] Compare the heights of the peaks to the energy of the radar pulse and explain why the peaks are
larger/smaller than the energy.
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e [4] Given that the speed of light & x 108 m/s and the sampling frequency of the detectar(is
samples per second, what is the approximate distance to eact’@bject

(c) (Estimating error rates, as in Section 2.2.5) In a real radar detector, the correlation signal would be com-
pared to a threshold to perform the detection. To estimate the error rates for such a detector, let’s consider
a threshold that is equal to one-half the energy of the transmitted pulseH.&(z)/2. Perform running
correlation betweeradar_pulse  andradar_noise  call the resulting correlation signabise_c
e [2] Plotnoise_c
e [3] For how many samples isoise_c greaterthan this threshold? Use this value to estimate the
false alarm rate.

e [3] For how many samples isoise_c lessthan this threshold minus the energy of the transmitted
pulse? Use this value to estimate the miss rate.

e [2] What is the total error rate for this threshold?

(d) (Determining error rates from a histogram) As discussed in Section 2.2.5, we can use a histogram to judge

the number of errors as well.
e [3] Plot the histogram ofioise_c using 100 bins.
e [3] Describe how you could derive the error numbers in problem 4c from the histogram.

(e) (Setting the threshold to achieve a particular error rate) Suppose that detector false alarms are considered
to be more serious than detector misses. Thus, we have determined that we want to raise the threshold so
that we achieve a false alarm rate of approximately 0.004. Find a threshold that satisfies this requirement.

e [4] What is your threshold?
e [3] What is the false alarm rate on this noise signal with your threshold?
e [3] What is the miss rate on this noise signal with your threshold?

e [2] What is the total error rate for the new threshold? Compare this to the total error rate of the
threshold used in problem 4c.

5. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.

9Remember that the radar pulse must travel to the object and then back again.
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Laboratory 3

Sinusoids and Sinusoidal Correlation

3.1 Introduction

Sinusoidsare important signals. Part of their importance comes from their prevalence in the everyday world, where
many signals can be easily described as a sinusoid or a sum of sinusoids. Another part of theirimportance comes from
their properties when passed through linear time-invariant systems. Any linear time-invariant system whose input is a
sinusoid will have an output that is a sinusoid of the same frequency, but possibly with different amplitude and phase.
Since a great many natural systems are linear and time-invariant, this means that sinusoids form a powerful tool for
analyzing systems.

Being able to identify the parameters of a sinusoid is a very important skill. From a plot of the sinusoid, any
student of signals and systems should be able to easily identify the amplitude, phase, and frequency of that sinusoid.

However, there are many practical situations where it is necessary to build a system that identifies the ampli-
tude, phase, and/or frequency of a sinusoid — not from a plot, but from the actual signal itself. For example, many
communication systems convey informationtopdulating i.e. perturbing, a sinusoidal signal calledarier. To
demodulatehe signal received at the antenna, i.e. to recover the information conveyed in the transmitted signal, the
receiver often needs to know the amplitude, phase, and frequency of the carrier. While the frequency of the sinusoidal
carrier is often specified in advance, the phase is usually not specified (it is just whatever phase happens to occur when
the transmitter is turned on), and the amplitude is not known because it depends on the attenuation that takes place
during transmission, which is usually not known in advance. Moreover, though the carrier frequency is specified in
advance, no transmitter can produce this frequency exactly. Thus, in practice the receiver must be able to “lock onto”
the actual frequency that it receives.

Doppler radar provides another example. With such a system, a transmitter transmits a sinusoidal waveform at
some frequency,. When this sinusoid reflects off a moving object, the frequency of the returned sinusoid is shifted
in proportion to the velocity of the object. A system that determines the frequency of the reflected sinusoid will also
be able to determine the speed of the moving object.

How can a system be designed that automatically determines the amplitude, frequency and phase of a sinusoid?
One could imagine any number of heuristic methods for doing so, each based on how you would visually extract
these parameters. It turns out, though, that there are more convenient methods for doing so — methods which involve
correlation. In this lab, we will examine how to automatically extract parameters from a sinusoid using correlation.
Along the way, we will discover how complex numbers can help us with this task. In particular, we will make use of
the complex exponential signahd see the mathematical benefits of using an “imaginary” signal that does not really
exist.
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3.1.1 “The Question”

e How can we design a system that automatically determines the amplitude and phase of a sinusoid with a known
frequency?

e How can we design a system that automatically determines the frequency of a sinusoid?

3.2 Background

3.2.1 Complex numbers

Before we begin, let us quickly review the basics of complex numbers. Recall the a complex numhe#- jy is
defined by itgeal part, z, and itsimaginary part y, wherej = +/—1. Also recall that we can rewrite any complex
number intopolar form! or exponential formz = re’?, wherer = |z| is themagnitudeof the complex number and
6 = angl€z) is theangle We can convert between the two forms using the formulas

x = rcos(d) (3.1)
= rsin(f) 3.2

and

ro= zlty? (3.3)

tan~! (¥), z>0
0 = { tan~? E%; +m, <0 (3.4)

A common operation on complex numbers is¢lenplex conjugateérhe complex conjugate of a complex number,
z*, is given by

Y = z—jy (3.5)
= pre 19 (3.6)

Conjugation is particularly useful becausg = |z|%.
Euler's formula is a very important (and useful) relationship for complex numbers. This formula allows us to
relate the polar and rectangular forms of a complex number. Euler's formula is

e’ = cos() + jsin(0) (3.7)
Equally important are Euler’s inverse formulas:

70 —70

cos(f) = % (3.8)
0 _ o—i0

sin() = % (3.9)

It is strongly recommendethat you commit these three equations to memory; you will be using them regularly
throughout this course.

1Sometimes the polar form is written as= /6, which is a mathematically less useful form. This form, however, is useful for suggesting the
interpretation of- as a radius anél as an angle.
2Pronounced “oiler’s”.
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3.2.2 Sinusoidal and complex exponential signals in continuous time

3.2.2 Sinusoidal and complex exponential signals in continuous time
Recall that a continuous-time sinusoidstandard forms(t), is given by the formula
s(t) = Acos(wot + @), (3.10)

whereA > 0 is the sinusoid’'amplitude wy is the sinusoid’$requencygiven inradian frequencyradians per second),
ando¢ is the sinusoid’'phase It is also common to represent such a sinusoid in the following form

s(t) = Acos(27 fot + &), (3.11)

wheref, is the sinusoid’s frequency given in Hertz (Hz, or cycles per second). Noteghat2r f,. The frequency
of a sinusoid is generally restricted to be positive.

The notation for sinusoids also extends to a special signal known asthglex exponential sigrial Complex
exponential signals are very similar to sinusoids, and have the same three parameters. We define a continuous-time
complex exponential signal(t), in standard form as

c(t) = Aed(@ot+9) (3.12)

Itis generally useful to consider that sinusoids are composed of a sum of complex exponential signals by using Euler’s
inverse formulas. Thus, a sinusoid in standard form can be rewritten in several different ways:

s(t) = Acos(wot + @) (3.13)
_ g [ej(wot+¢) + e*j(wot+¢)] (3.14)
A
= E(C(t) +c*(t)) (3.15)
- Re{Aej(“°t+¢)} (3.16)

Using Euler’s formula, we can also interpret a complex exponential sigtlads the sum of a real cosine wave and
an imaginary sine wave:
c(t) = Acos(wot + @) + jAsin(wot + @) (3.17)

Sometimes it is useful to visualize a complex exponential signal as a “corkscrew” in three dimensions, as in Figure
3.1. Note that it is common to permit complex exponential signals to have either positive or negative frequency. The
sign of the frequency determines the “handedness” of the corkscrew.

3.2.3 Finding the amplitude and phase of a sinusoid with known frequency

We've suggested that we can us@relationto help us determine the amplitude and phase of a sinusoid with known
frequency. Suppose that we have a continuous-time sinusoithfthet sinusoidl

s(t) = Acos(wot + @) (3.18)

with known frequencyy, but unknown amplitudel and phase, which we would like to find. We can perform in-
place correlatiohbetween this sinusoid andeference sinusoid:(t), with the same frequency and known amplitude

3These are sometimes referred to simplgasiplex exponentials
4In-place correlation between two real, continuous-time signgls, andy(t) is defined ag’ (z,y) = f: z(t)y(t)dt. The length(b — a) is
thecorrelation length
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Imaginary

Time

Figure 3.1: Three-dimensional plot of a complex exponential signal.

and phase. Without loss of generality,4ét) haveA = 1 and¢ = 0. Ther?,

C(s,u) = /tt2 A cos(wot + ¢) cos(wot)dt (3.19)
to
= g cos(¢) + cos(2wot + ¢)dt (3.20)
t1
_ 4 AR SN 3.21
= 3 [cos(¢) + Q—LUOSIH( wot + @) . (3.21)

Since we know the frequenayy, we can easily set the limits of integration to include an integer number of funda-
mental periods of our sinusoids. In this case, the second term evaluates to zero and the correlation reduces to

C(s,u) = gcos&b)(tg —t1) (3.22)

This formulais a useful first step. If we happen to know the plkiasieen we can readily calculate the amplitudlef
s(t) from C(s,w). Similarly, if we know the amplitudel, we can narrow the phagedown to one of two values. If
both amplitude and phase are unknown, though, we cannot uniquely determine them.
If the interval over which we correlate is not a multiple of the fundamental periadtf then the second term in
equation (3.21) may be nonzero. However, if as commonly hapggissmuch greater than one, then the second term
will be so small that it can be ignored, and equation (3.22) holds with approximate equality.
To resolve the ambiguity when both amplitude and phase are unknown, one common approach to correlate with a
second reference sinusoid thafisut of phase with the first. Here, though, we will explore a different method which
is somewhat more enlightening. Notice what happens if we use a complex exponential,

c(t) = efwot (3.23)

SRecall thatcos(A) cos(B) = % cos(A — B) + % cos(A + B).
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3.2.3 Finding the amplitude and phase of a sinusoid with known frequency

as our reference sigrfal

ta
C(s,c) = / s(t)e* (t) dt (3.24)
t
; |
= A cos(wot + @)eI¥0t dt (3.25)
t1
t
— / ’ g {ej(wot+¢) + e—j(wot+¢)} e—iwot 1t (3.26)
t1
A [t .
= 3 / eIt 4 e~ (w0t td) gy (3.27)
t1
AT . -1 . t2
_ A [emH _ e—y<2wot+¢>} (3.28)
0
2 2jw t

If we again assume that we are correlating over an integer number of periods of our target sinusoid, then the second
term goes to zero and we are left with

C(s,c) = gejd’(m —t1). (3.29)

Our correlation has resulted in a simple complex number whose magnitude is directly proportional to the amplitude of
the original sinusoid and whose angle is identically equal to its phase! We can easily turn the above formula inside-out
to obtain

2

A = P— |C (s, )] (3.30)
¢

angl€C(s, c)) (3.31)
We can also see from equation (3.29) that in correlating with a complex exponential signal, we have effectively
calculated the phasbrepresentation of our sinusoid.
As with the case of correlating with a sinusoid, we note that when the interval over which we correlate is not
a multiple of the fundamental period oft), then the second term in equation (3.28) is not zero. However, if as
commonly happens, is much greater than 1, then the second term will again be small enough that it can be ignored,
and equations (3.29), (3.30), and (3.31) hold with approximate equality.

The Amplitude and Phase Calculator

In this lab we will implement a system that estimates the amplitude and phase of a sinusoid with a known frequency.
Since we will do this using a computer andAVML.AB , we must necessarily work with sampled version of the signals
s(t) andc(t). Specifically, ifTs denotes the sampling period, then we work with the discrete-time signals

sln] = s(nTs) = Acos(woTsn + @) (3.32)
cn] = c(nTy) = e/oten (3.33)
As shown below, whefT; is small, the correlation betweesft) andc(t) can be approximately computed from the

correlation betweeg[n] andc[n|. Let{n1, ..., n2} denote the discrete-time interval corresponding to the continuous-
time interval[ty, t2], and letN = ns — ny + 1 denote the number of samples taken in the intepyaks], so that

SNotice that we conjugate our complex exponential here. This is because correlation betweempl@signals is defined af z(t)y* (t)dt.
"When we represent a sinusoid with amplitull@nd phase as the complex numbete’? to simplify the calculation of a sum of two or more
sinusoids, this complex number is known gshesot
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Signal vect .

gnatvector Amplitude and | —— Amplitude
Support vector Phase Calculator

Frequency — (APC) Phase

Figure 3.2: System diagram for the “amplitude and phase calculator.”

ty —t1 =~ NT,. Then,

C(s,c) = /t2 s(t) c*(t) dt (3.34)
n2 (n+1)Ts

= n; /n . s(t) ¢* () di (3.35)
n2 (n+1)Ts

~ s) " (nTs)d 3.36

H;I /nTS s(nTs) ¢*(nTs) dt ( )

= i s(nTs) c*(nTs) Ts (3.37)

= i s[n] c*[n] Ts (3.38)

= C;(s, c)Ts (3.39)

where the approximation leading to the third relation is valid bec&ygesmall, and consequently the signa(s) and

¢(t) change little over each; second sampling interval, and where we G5€s, c) to denote the correlation between

the discrete-time signalgn] andc[n], to distinguish it from the correlation between continuous time sigs(@jsand

c¢(t). We see from this derivation that the continuous-time correlation is approximately the discrete-time correlation
multiplied by the sampling interval, i.e.

C(s,c) = Cq(s,c)Ts (3.40)

We will use this value of correlation in equations (3.30) and (3.31) to estimate the amplitude and phase of a continuous-
time sinusoid.

In the laboratory assignment, we will be implementing an “amplitude and phase calculator” (APC)s agVi
function. A diagram of this system is shown in Figure 3.2. The system takes three input parameters. The first is the
signal vectorwhich contains the sinusoid itself. The second ishpport vectorfor the sinusoid. The third input
parameter is the frequency of the reference sinusoid in radians per second. Note that for the system’s output to be
exact, the input sinusoid must be defined over exactly an integer number of fundamental periods.

The system outputs the sinusoid’s amplitude and its phase in radians. The system calculates these outputs by
first computing the in-place correlation given by equations (3.37) or (3.38). Then, this correlation value is used with
equations (3.30) and (3.31) to compute the amplitude and phase. Note that in equation (3.30), we need to replace
to — ta With N = ny — ny + 1 when implementing in discrete time.
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3.2.4 Determining the frequency of a target sinusoid

3.2.4 Determining the frequency of a target sinusoid

Suppose now that we are given the task of making a system that automatically determines the frequency of a target
sinusoid. It turns out that correlation can help us with this problem as well. Consider the following case. Let the target
sinusoid be defined by(t) = A cos(wst + ¢), wherew,, A, and¢ are all unknown. We correlatdt) with a complex
exponential signak(t) = e/*<t, with frequencyw,, wherew; # w,:

ta
Cls,c) — / s(t)e (1) dt (3.41)
t1
to .
= / Acos(wst—F(b)e*J(‘““t)dt (3.42)
t1
t
_ / A |:ej(wst+¢) +efj<wst+¢>} e—i(@et) gt (3.43)
t1 2
A [t -
_ = e][(ws—wc)t+¢] + e‘][(ws'i‘“%)t""d)] dt (344)
t1
t
_ é [ 1 eil(ws—we)t+e] | 1 ej[(wswu)tw]} ’ (3.45)
2 Ws — We Wg + We t1

Here, let us make a simplifying assumption and assume(that- w.) is sufficiently large that we can neglect the
second term. Then, we have
A

Cls,c) ~ m[ej[ws—wc)tms]_e—j[ws—wc)tlw]} (3.46)

The resulting equation depends primarily on the frequency differénce- w.) between the target sinusoid and our
reference signal. Though itis notimmediately apparent, the value of this correlation converges to the value of equation
(3.29) as théw, — w.) approaches zero.
Consider now the length-normalized correlati6iis, c), defined as
~ C(s,c)

C(s,c) = P (3.47)

One can see from equation (3.29) that when the reference and target signals have the same frequency, the length-
normalized correlation does not depend on the length of the signal. However, when the signals have different frequen-
cies, one can see from equations (3.46) and (3.47) that the magnitude of the length-normalized correlation becomes
smaller as we correlate over a longer period of time. (This happens more slowly as the frequency difference becomes
smaller.) In the limit as the correlation length goes to infinitye length-normalized correlation goes to zero unless

the frequencies match exactljhis is a very important theoretical result in signals and systems.

Another special case occurs when we correlate ovaramon periof the target and reference signals. This
occurs when our correlation interval includes an integer number of perioldstbthe target signal and reference
signal. In this case, the correlation in equation (3.46), for signals of different frequencies, is identically @éro
course, the correlation isot zero when the frequencies match. Note that this is the same condition required for
equation (3.29) to be exact.

How does all of this help us to determine the frequency of the target sinusoid? The answer is perhaps less elegant
than one might hope; basically, we “guess and check”. If we have no prior knowledge about possible frequencies
for the sinusoid, we need to check the correlation with complex exponentials having a variety of frequencies. Then,
whichever complex exponential yields the highest correlation, we take the frequency of that complex exponential as
our estimate of the frequency of the target signal. In the next section, we will formalize this algorithm.
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A frequency estimation algorithm

Suppose that we have a continuous-time target sinugojdvith support[0, T'] with unknown amplitude, frequency,
and phase. To estimate these parameters, we'll calculate the length-normalized correlation between this signal and
reference complex exponentials with various frequencies over the sighakzond length. Then, we look for the
frequency that produces the largest correlation.

We choose the frequencies of these complex exponentials to be multjfffeso that the correlation is over an
integer number of periods of each complex exponential. That is, the frequencies Wjllhe/T,.... As in the
previous subsection, we’'ll need to approximately compute the correlation from samplgs$ ahd each reference
exponential, taken with some small sampling inteffal For convenience we’ll také& samples and choosg =
T /N for some large even integ@f. With samples taken at intervals 6f seconds, we cannot hope to do a good job
of correlating with complex exponentials with very high frequency. The rule of thumb that you will learn in Chapter 4
is that, at the very least, two samples are needed from each period of the signal being sampled. Therefore, the highest
frequency with which we will correlate is, approximately,(27). Specifically, we will correlate(t) with complex
exponentials at frequencies

LN R .49
Then, fork = 1,2,..., N/2, the length normalized correlation eft) with the complex exponential at frequenéy
is (using equations (3.37), (3.38) and (3.47))
1 N-1 -
X[ ~ & n; s(nTy) e 9271l (3.49)
1 N-1 o
=~ s[n] e~ 72" (3.50)

Il
o

n

where we have used the fact tay/T = 1/N and where we have denoted the resi]k] because this is the notation
used in future labs for the last formula above. Thus, the output output of these correlations is th¥ &ehombers
X[1],...,X[N/2]. Remember thaX [k] will generally be complex. To estimate the frequency of the target sinusoid,
we simply identify the value of for which | X [k]| is largest. Withk,,,... denoting this value, our estimated frequency,
West, IS

kmaa: _ kmam
West = 2T T = 2 NT. (3.51)
Now that we have estimated the frequency, we should also be able to estimate the amplitude and phase as well. In
fact, we have almost calculated these estimates already. From equations (3.30) and (3.31), they are:

Aest = 2|X[kmax]| (352)
¢est = angqu[kmaa:]) (353)

There is one potential problem here, however. Previously, we assumed the frequency was known exactly when deter-
mining the amplitude and phase; now, we only know the frequency approximately. In the laboratory assignment, we
will see the effect of this approximation.

In the laboratory assignment, we will be developing a system that can automatically estimate the amplitude, phase,
and frequency of a sinusoid. A block diagram of the “frequency, amplitude, and phase estimator” (FAPE) system
is given in Figure 3.3. Unlike the APC, this system takes only two input parameters: a signal vector and the corre-
sponding support vector. The system has four output parameters. The first three are the estimates of the frequency,
amplitude, and phase of the input sinusoid. The fourth is the vector of correl&fiahs . ., X [N/2] produced by the
correlations. It is often useful to examine this vector to get a sense of what the system is doing.
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3.3 Some M\TLAB commands for this lab

Signal vector Frequency, [ Frequency
Amplitude, and —— Amplitude
Support vector—| Phase Estimator——  Phase
(FAPE) ______ Vector of
Correlations

Figure 3.3: System diagram for the “frequency, amplitude, and phase estimator.”

Estimating doppler shift

When a sinusoidal transmitted signal reflects off an object moving towards the transmitter abgptedsignal
returned to the transmitter is again a sinusoid, but with the higher frequency

v

Wr = Wt *

(3.54)

V— Vo

wherew; is the original frequency of the transmitted signal anid the speed of propagation in the given medium.

This is called theDoppler shiftphenomenon. If one measures, e.g. with FAPE, then one can use equation (3.54)

to compute the speed of the objegt assuming of course, that andv are known. Indeed, this is how radar systems

are able to measure the speed of automobiles, airplanes, baseballs, wind, etc. In the lab assignment you will be asked
to estimate the velocity of an underwater object from a reflection of a sonar signal.

3.3 SomeMATLAB commands for this lab

e Constructing complex numbers: MATLAB represents all complex numbers in rectangular form. To enter
a complex number, simply type + 6% (for instance). Note that both andj are used to represegf—1
(unless you have used one or the other as some other variable). To enter a complex nhumber in polar form, type
2*exp(j*pi/3) (for instance).
You may be wondering how krLAB actually works with complex numbers, given that complex numbers are,
in general, the sum of a real number and an imaginary one. The fact is that the imaginary component of a
complex number is in fact eeal number which MATLAB stores in the usual way. It thinks of a complex
number as a pair of floating point numbers, one to be interpreted as the real part and the other to be interpreted
as the imaginary part. And it knows the rules of arithmetic to apply to such pairs of numbers in order to do what
complex arithmetic is supposed to do.

e Extracting parts of complex numbers: If z contains a complex number (or an array of complex numbers),
you can find the real and imaginary parts using the commiaad) andimag(z) , respectively. You can
obtain the magnitude and angle of a complex number (or an array of complex numbers) using the commands
abs(z) andangle(z) ,respectively.

e Complex conjugation: To compute the complex conjugate of a value (or ar@my3imply use the MTLAB
commandonj(z)

¢ Finding the index of the maximum value in a vector: Sometimes we don’t just want to find the maximum
value in a vector; instead, we need to know where that maximum value is locatedhakemmand will do
this for us. Ifv is a vector and you use the command

>> [max_value, index] = max(v);
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3.4

3.5

60

the variablanax_value will contain largest value in the vector, amtiex contains position ofnax_value
inv.

MATLAB commands to help you visually determine the amplitude, frequency, and phase of a sinusoid:
Sometimes you may need to determine the frequency, phase, and amplitude of a sinusoid framaa M

plot. In these cases, there three commands that are quite useful. First, the cogridand provides in-

cludes a reference grid on the plot; this makes it easier to see where the sinusoid crosses zero (for instance).
The zoom command is also useful, since you can drag a zoom box to zoom in on any part of the sinusoid.
Finally, you can useaxis in conjunction withzoom to find the period of the signal. To do so, simply

zoom in on exactly one period of the signal and tgpés . MATLAB will return the current axis limits as

[Xx_min, x_max, y_min, y_max]

Calling apc: The functionapc , which you will be writing in this laboratory, estimates amplitude and phase
of a continous-time target sinusoid from its samples. The input parameters are a (sampled) targetssinusoid
the sinusoid’s support vector, and the continuous-time frequeneg in radians per second/e callapc like

this:

>> [A,phi] = apc(s,t,w0);

Note that a compiled version of this function, calkggt_demo.dll , is also available.

Calling fape : The functionfape , which you will be writing in this laboratory, implements the frequency,
amplitude, and phase estimator system. This function accepts the samples of a target continuous-time sinusoid
s and it's support vectar, like this:

>> [frg,A,phi,X] = apc(s,t);

wherefrq is the estimated frequency in radians per secérid the estimated amplitudphi is the estimated
phase, aniis the vector of correlations( [1], . .., X [N/2] betweers and each reference complex exponential.
Note that a compiled version of this function calléabe_demo.dll | is also available.

Demonstrations in the Lab Section

Complex Numbers in MTLAB

Sinusoids and complex exponentials imMAB
Sinusoidal correlation: matching frequencies
Sinusoidal correlation: different frequencies

FAPE: the Frequency, Amplitude, and Phase Estimator

Laboratory Assignment

(Understanding sinusoids) Execute the following commands:

>> t = linspace(-0.5, 2, 1000);
>> plot(t,cos(linspace(-7.5,27,1000)),'k:";
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3.5 Laboratory Assignment

(a) (Extracting sinusoid parameters) Visually identify the amplitude, continuous-time frequency, and phase of
the continuous-time (sampled) sinusoid that you've just plotted.
e [4] Include your estimated values in your report. Reduce your answers to decimal form.
e [3] What is the phasor that corresponds to this sinusoid? Write it in both rectangular and polar form.
(Again, keep your answers in decimal form. You should uggMB to perform these calculations.)

(b) (Checking your parameters) Verify your answers in the previous problem by generating a sinusoid using
those parameters and plotting them on the above graph bsidgon . Uset as your time axis/support
vector. The new plot should be close to the original, but it does not need to be exactly correct.

e [3] Include the resulting graph in your report. Remember to incluidgeand .

2. (The Amplitude and Phase Calculator) In this problem we will complete and test a function which implements
the “Amplitude and Phase Calculator”, as described in Section 3.2.3. Download tlapdilm . This is a

“skeleton” M-file for the “amplitude and phase calculator”. Also, generate the following sinusoidst )
with its support vectort( test ):

>> t_test = 0:0.01:.99;
>> s test = 1.3*cos(t_test*10*pi + 2.8);

(a) (Identify sinusoid parameters by hand) What are the amplitude, frequency in radians per second, and phase
ofs test ?

e [2] Include your answers in your lab report.

(b) (Write the APC) Complete the functi@pc . You should use the signal test to test the operation of

your function. You may also wish to use the compiled functipe_demo.dll  to test your results on
other sinusoids.

e [10] Include the code foapc in your MATLAB appendix.

(c) (Test APC on a sinusoid with unknown parameters)

Download the fildab3_data.mat . This.mat file contains the support vectdr éamp ) and signal

vector §_samp) for a sampled continuous-time sinusoid with a continuous-time frequengy f2007
radians.

e [4] Fromt_samp , determine the sampling periad,, of this signal.
e [3] Useapc ? to determine the amplitude and phase of the sinusoid exactly.

(d) (APC in a non-ideal case) What happens if weayse to correlate over a non-integral number of periods
of our target sinusoid? We will investigate this question in this problem and the next. First, let's examine
a single non-integral number of periods. Generate the following sinusoid:
>> apc_support = 0:0.1:8;
>> apc_test = cos(apc_support*2*pi/3);

This is a sinusoid with a frequency of = %’T radians per second, unit amplitude, and zero phase shift.
e [2] Plotapc_test and include the plotin your report.
e [2] What is the fundamental period apc_test ?
e [2] Approximately how many periods are includedapc_test ?

e [2] Useapc to estimate the amplitude and phase of this sinusoid. What are the amplitude and phase
errors for this signal?

91f you failed to correctly completapc.m , you may usepc _demo.dll  for the following problems. If you use the demo function, please
indicate this in your lab report.
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(e) (APC in many non-ideal cases) Now we wish to examine a large number of different lengths of this
sinusoid. You will do this by writing #r loop that repeats the previous part for many different values of
the length of the incoming sinusoid. Specifically, writt®a loop with loop countesupport_length
ranging over values df:0.1:50 seconds. In each iteration of the loop, you should

i. Setapc_support equal to0:0.1:(support_length-0.1) ,
ii. Recalculateapc_test using the nevapc_support
iii. Useapc to estimate the amplitude and phasap€_test , and
iv. Store these estimates in two separate vectors.

Put your code in an M-file script so that you can run it easily.

e [8] Include your code in the MTLAB appendix.

e [4] Usesubplot to plot the amplitude and phase estimates as a function of support length in two
subplots of the same figure. You should be able to see both local oscillation of the estimates and a
global decrease in error with increased support length.

¢ [3] At what support lengths are the amplitude estimates correct (i.e., equal to 1)?
e [3] What minimum support length do we need to be sure that the phase error is less than 0.01 radians?

3. (The Frequency, Amplitude, and Phase Estimator) In this problem, we'll explore the frequency, amplitude and
phase estimator, as described in Section 3.2.4. Download tHagi#em . This is a “skeleton” M-file for the
“frequency, amplitude, and phase estimator” system.

(a) (Write the FAPE) Complete tHape function. You can use test ands_test from Problem 2 along
with the compiledape_demo.dll  to check your function’s results.

e [16] Include the completed code in your report'ssM AB appendix.

¢ [3] What are the frequency (in radians per second), amplitude, and phase estimates retfaped by
fort test ands_test ? Arethese estimates correct?

e [3] Usestem andabs to plot the magnitude of the vector of correlations returneddme versus
the associated frequencies.

e [3] What do you notice about this plot? What can you deduce from this fact? (Hint: Consider what
this plot tells you about the returned estimates.)

(b) (Running FAPE on in a non-ideal case) In this problem, we’ll see what happens to FAPE when the tar-
get sinusoid does not include an integral number of peridals3_data.mat  contains the variables
fape_test t (a support vector) anfhpe_test s (its associated sinusoidal signal). Riape on
this signal.

e [3] What are the frequency in radians per second, amplitude, and phase estimates that are returned?

e [3] Usestem andabs to plot the magnitude of the returned vector of correlations.

e [4] Plotfape_test s  and a new sinusoid that you generate from the parameter estimates returned
by FAPE on the same figure (usitngld on ). Usefape test t as the support vector for the
new sinusoid. Make sure you use different line types and include a legend.

e [3] What can you say about the accuracy of estimates returned by FAPE?

e [3] Compare the plot of the correlations generated in this problem and in Problem 3a. What do these
different plots tell you?

Food for thought: Investigate the error characteristicsfgbe as you did withapc in problem 2e. Do the
frequency, amplitude, and phase estimates improve as we use longer support lengths? Which parameter is
exhibits the most error? What does the vector of correlatidf], tell you about these estimates?
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3.5 Laboratory Assignment

(c) Measuring speed via Doppler shift. A sonar transmitter in the ocean emits a sinusoidal signal with fre-
guency 1000 Hz, and the signal reflects off an object moving toward the transmitter. The received signal
can be found in the MrLAB workspacdab3 data.mat . The signal vector is callesl sonar and
the support vector is sonar . The speed of sound in salt water is approximately 1450 meters/second.
(Note: because the signal is rather long, it may take a little while for FAPE to run.)

e [4] Estimate the speed of the object.

Food for thought: Useandn to add some random noise gasonar and observe how your estimate
changes. How much noise do you need to add to produce an error? Does the system degrade gracefully?
(Thatis, is the amount of error proportional to the amount of noise?)

4. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.
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Laboratory 4

Fourier Series and the DFT

4.1 Introduction

As emphasized in the previous lab, sinusoids are an important part of signal analysis. We noted that many signals
that occur in the real world are composed of sinusoids. For example, many musical signals can be approximately
described as sums of sinusoids, as can some speech sounds (vowels in particular). It turns out that any periodic signal
can be written exactly as a sum of amplitude-scaled and phase-shifted sinusoids. Equivalently, we can use Euler's
inverse formulas to write periodic signals as sums of complex exponentials. This is a mathematically more convenient
description, and the one that we will adopt in this laboratory and, indeed, in the rest of this course. The description of
a signal as a sum of sinusoids or complex exponentials is known apéc&runof the signal.

Why do we need another representation for a signal? Isn’t the tiswe&ldomairrepresentation enough? It turns
out that spectral (direquency-domalirepresentations of signals have many important properties. First, a frequency-
domain representation may be simpler than a time-domain representation, especially in cases where we cannot write an
analytic expression for the signal. Second, a frequency-domain representation of a signal can often tell us things about
the signal that we would not know from just the time-domain signal. Third, a signal’s spectrum provides a simple way
to describe the effect of certain systems (likeers) on that signal. There are many more uses for frequency-domain
representations of a signal, and we will examine many of them throughout this course. Spectral representations are
one of the most central ideas in signals and systems theory, and can also be one of the trickiest to understand.

Consider the following problem. Suppose that we have a signal that is actually the sum of two different signals.
Further, suppose that we would like to separate one signal from the other, but the signals overlap in time. If the signals
have frequency-domain representations that do not overlap, it is still possible to separate the two signals. In this way,
we can see that frequency-domain representations provide another “dimension” to our understanding of signals.

In this laboratory, we will examine two tools that allow us to use spectral representationsoditer Seriess
a tool that we use to work with spectral representations of periodic continuous-time signalBisthete Fourier
Transform(DFT) is an analogous tool for periodic discrete-time signals. Each of these tools allowrm¥sis(the
determination of the spectrum of the time-domain signal) @mdhesigthe reconstruction of the time-domain signal
from its spectrum). Though you may not be aware of it, you have already performed DFT analysis; the “frequency,
amplitude, and phase estimator” system that you implemented in Laboratory 3 actually performs DFT analysis.

4.1.1 *“The Questions”

e How can we determine the spectral content of signals?

e How can we separate signals that overlap in time?
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Figure 4.1: (A) A time-domain representation of a signal. (B) A frequency-domain representation of the same signal
produced with the Fourier Series.

4.2 Background

4.2.1 Frequency-domain representations

This section provides an overview to the Fourier series approach of the frequency-domain representation of continuous-
time signals.

So far, we have typically thought of signals as time-varying quantities slikKe When we plot these signals, we
generally place time along the horizontal axis and signal value along the vertical axis. The idea behind the frequency-
domain representation of a signal is similar. Rather than plotting signal value versus time, we plot a spectral value
versusfrequency Doing this involves aransformationof the signal. Figure 4.1 shows an example of a time-domain
and frequency-domain representation of a signal. Note that we can think of the result of the transform as a signal as
well, a signal whose independent variable is frequency rather than time.

The frequency domain representation of a signal (i.espigstrunyis easy to construct when the signal is composed
of a sum of simple complex exponential signals. In this case, the spectrum consists of a few sudateal lines
(“spikes™) on the frequency axt the frequencies of those complex exponentiglese spectral lines are complex-
valued, and their magnitudes and angles equal the amplitudes and phases of the corresponding complex exponentials.
Alternatively, we may draw two separate spectral line plots — one showing the magnitude and the other showing their
angles.

If we add more complex exponentials to our signal, then we simply add more spectral lines to its frequency-domain
representation. Eventually, if we add enough complex exponentials (possibly an infinite number), we cangreate
signal that we might want. This includes signals that do not look very sinusoidal, like square waves and sawtooth
waves. We will use this result for periodic signals in this laboratory assignment.

4.2.2 Periodic Continuous-Time Signals — The Fourier Series

Suppose that we have a periodic continuous-time sigftaiwith periodT seconds. We have claimed tlaaty such
signal can be represented as a sum of complex exponential signals. We now assert that these complex exponentials
have harmonically related frequencies. Specifically, their frequencies (in radians per secondhéomoaic series

...,—3u.)0,—2(00,—WQ,O,LUQ,QLUQ,?)LUO,... s (41)
where 5
™

is thefundamental frequencylhe frequencyiwg, & > 2, is called thek-th harmonicof the fundamental frequency,
or thek-th harmonic frequency for short.
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Next we assert that the representatios @) in terms of complex exponentials with these frequencies is given by
the Fourier Series synthesis formdla

s(t) = .. .a_gejzﬂgz)t + oz_leth +ape? T4 el T aped Tl
o0
= Z akej#t, 4.3)
k=—o0

where theny’s, which are calledrourier coefficients The Fourier coefficients are determined by Hoeirier series
analysis formula

— s(t)e 9 F 1 dt | (4.4)
T Jizy)

Wheref<T> indicates an integral over affysecond interval In other words, the Fourier synthesis formula shows that
the complex exponential components¢f) at frequency?%k is

-27rkt

akej T (45)

Similarly, the Fourier analysis formula shows how the complex exponential components can be determiné from
even when no exponential components are evident.

In general, the Fourier coefficients, i.e. thg's, are complex. Thus, they have a magnitldg| and a phase
or angleZay. The magnitudex| can be viewed as the strength of the exponential component at fregkeney
27k /T, while the angleZqay, gives the phase of that component. The coefficignts theDC term it measures the
average value of the signal over one period.

Once we know they's, the spectrum aof(¢) is simply a plot consisting of spectral lines at frequencies

ey —2(4)0, —wo, 0,(4)0, 2&)0, e

The spectral line at frequenéyw, is drawn with height indicating the magnitufte, | and is labeled with the complex
value ofay. Alternatively, two separate spectral line plots can be drawn — one showinghie and the other
showing theZay’s.

Notice that the Fourier synthesis formula is very similar to the formula given in Lab 3 for the correlation between
a sinusoid and a complex exponential. Indeed it has the same interpretation: in conaputiregare computing the
correlatiorf between the signal(t) and a complex exponential with frequereyk /T. Thought of another way, this
correlation gives us an indication bébw muchof a particular complex exponential is contained in the sig(dl

Partial Series

Notice the infinite limits of summation in the synthesis formula (4.3). This tells us that, for the general case, we need
an infinite number of complex exponentials to represent our signal. However, in practical situations, such as in this
lab assignment, when we use the synthesis formula to determine signal values, we can generally only include a finite
number of terms in the sum. For example, if we use only the Nrgiositive and negative frequencies plus the DC

term (atk = 0), our approximate synthesis equation becomes

N
i2mhk
s(t) ~ Z aged Tt (4.6)
k=—N
1This is theexponential formof the Fourier series synthesis formula. There is alsimasoidal formwhich is presented later in this section.

S 27k
2Becauses(t)e s periodic with periodl’, this integral evaluates to the same value for any interval of lefigth
SActually, here we are computing what we called lévagth-normalized correlatian
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Fortunately, Fourier series theory shows that this approximation becomes better arfdasetter— oco. Alterna-
tively, it is known that the mean-squared value of the difference betw@gand the approximation tends to zero as
N — oo. Specifically, it can be shown that

MS <s<t>— > a—> = MS(s() = Y o’
k=—N k=—N

— 0asN — . 4.7

How large mustV be for the approximation to be good? There is no simple answer. However, you will gain some
idea by the experiments you perform in this lab assignment.

T-Second Fourier Series

If a signals(t) is periodic with period’, then it is also periodic with peric@ll’, and perio®7’, and so on. Thus when
applying Fourier series, we have a choice as to the valde ddften, we will choosél” to be the smallest period,
i.e. thefundamental periodf s(¢). However, there are also situations where we will not. For example, suppose we
wish to perform spectral analysis/synthesis of two or more periodic signals that have different fundamental periods.
We could of course form a separate Fourier series for each signal. In this case, each Fourier series will be based on
a different harmonic series of frequencies. Wouldn't it be nicer if we could base each series on a common harmonic
series of frequencies? We can do this by choo@irig be a multiple of the fundamental periods of both signals.

When we want to explicitly specify the value ®fthat is used in a Fourier series, we will sAysecond Fourier
series What then is the relationship between Fourier series corresponding to different valliesTaf see what is
happening, let us comparelasecond Fourier series to2d'-second Fourier series. TH&second Fourier series has
components at the frequencies

...,72&)0,—(4)0,0,&)0,2(,00,... y (48)
where 5
T
and the2T-second Fourier series has components at the frequencies.
ey 2w, —wh, 0, wh, 2wh, - = .., —Wo, —%,O, %,wo, cee (4.10)
where 5
’ s wo
=—=—_—. 4.11
Wo oT B ( )

From this we see that tH#'-second Fourier series decomposgg into frequency components with half the sepa-
ration of that of theT-second Fourier series. However, singe) is periodic with periodl’, its spectrum is actually
concentrated at frequencies that are multiplesgfor a subset thereof). Hence, the “additional” coefficients in the
2T-Fourier series must be zero, and it turns out that the nonzero coefficients are the same d6-&edbed Fourier
series. Specifically, it can be shown that with and«j, denoting thel'-second an@T-second Fourier coefficients,
respectively, then

0, k odd

In summary, Fourier series analysis/synthesis can be performed over one fundamental period or over any number
of fundamental periods. Usually, when Fourier series is mentioned, the desired number of periods interval will be
clear from context. In any case, the spectrum is not affected by the chdite of

Oé;c _ { Qg /2, k even (412)

4Itis known that under rather benign assumptions about the sigtialthe approximation converges #¢t) asN — oo at all timest where
s(t) is continuous, and at timeswheres(t) has a jump discontinuity, the approximation converges to the average of the values immediately to the
left and right of the discontinuity.
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Aperiodic Continuous-Time Signals

Next, we briefly discuss how Fourier series can also be applied when the s{gnel not periodic. In this case, we
can nevertheless determine the spectrum of a fagitgnendf the signal, say from time, to timet., by performing
Fourier series analysis/synthesis on just this segment. That is, if we find Fourier coefficients

1 [t amk
= T/ s(t)e 1 dt (4.13)
t1
whereT = t, — t1, then we have
ad -2k
s(t)= > apel T forty <t<t,. (4.14)
k=—o00

This will give us an idea of the frequency content of the signal during the given time interval. It is important to
emphasize, however, that the synthesis equation (4.14) isardiidvhent is betweert; andt,. Outside of this time
interval, the synthesis formula will not necessarily equ{8). Instead, it describes a signal that is periodic with period
T, called theperiodic extensionf the segment between andts.

Properties of the Fourier Coefficients

We conclude our discussion of the Fourier series with a list of useful properties, some of which have already been

mentioned. A few of these will be useful in this lab assignment. The rest are included for completeness. These prop-
erties are stated without derivations. However, each can be derived straightforwardly from the analysis and synthesis
formulas. Though not required in this laboratory, you may want to confirm some of these properties using the Fourier

analysis and synthesis programs described in Section 4.3.

1. (Fourier series analysis) THesecond Fourier series analysis of a periodic sig@l with periodT" produces
a set of Fourier coefficientsy,, k = ..., —2,-1,0,0,1,2,.. ., which are, in general, complex valued.

2. (Frequency components)di. are the coefficients of thE-second Fourier series of the periodic sigs@) with
periodT’, then the frequency or spectral component(@f at frequency?z~ is el

3. (DC component) The coefficient equals the average or DC valuesgf).

4. (One-to-one relationship) There is a one-to-one relationship between periodic signals and Fourier coefficients.
Specifically, if s(t) ands’(t) are distinct periodic signals, each periodic with peri@d then theirT-second
Fourier coefficients are not entirely identical, i@, # o), for at least oné:. It follows that one can recognize
a periodic signal from its Fourier coefficients (and its period).

5. (Conjugate symmetry) K(¢) is a real-valued signal, i.e. its imaginary part is zero, then for any integer

a_p = o (4.15)
la—g| = ol (4.16)
éa,k = —éak . (417)

5By “distinct”, we mean thas(t) ands’ (t) are sufficiently different that(t) # s’(t) for all imest in some interval with(t1 , t2 ), with nonzero
length. They arenot “distinct” if they differ only at a set of isolated points. To see why we need this clarification, observe #ta} dnds’(t)
differ only at timet;, then they have the same Fourier coefficients, because integrals, such as those defining Fourier coefficients, are not affected by
changes to their integrands at isolated points. Likewd$g, ands’(¢) will have the same Fourier coefficients if they differ only at isolated times
t1,t2,.... However, ifs(t) # s'(t) for all t in an entire interval, no matter how small, thep # o, for at least onék.
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6. (Conjugate pairs) lf's are theT-second Fourier coefficients for a real-valued sigi{a), then for anyk the
sum of the complex exponential components @) corresponding tay, anda_ is a sinusoid at frequency
2wk /T. Specifically, using the inverse Euler relation,

- P 27k
akej%t + a,keﬂ%t = 2| cos(%t + Zoyg) . (4.18)

7. (Sinusoidal form of the Fourier synthesis formula) The previous property leads to the sinusoidal form of the
Fourier synthesis formula:

s 21k
s(t) = ap + Z 2| COS(%t + ZLayg) . (4.19)

k=—o00

8. (Linear combinations) l§(¢) ands’(t) haveT-second Fourier coefficients, anda;,, respectively, thens(t) +
bs'(t) hasT-second Fourier coefficientsy;, + bo),.

9. (Fourier series of elementary signals) The following listsfhgecond Fourier coefficients of some elementary

signals.
(a) Complex exponential signal(t) = e/ °7t —
1, k=m
ak{ o ktm (4.20)
(b) Cosineis(t) = cos(3%t) —
L k=+m
— 27
ap = { 0’ k 7& +m (4.21)
(c) Sine:s(t) = sin(3t) = '
f%, k =m
0, k#+tm
(d) General sinusoick(t) = cos(22t + ¢) =
lem’ k=m
Teib k=-m . (4.23)
0, k#+m

10. (I'-second Fourier series) If a periodic sigré) has periodl" andT'-second Fourier coefficients;, then the
nT-second Fourier coefficients are

, {ak/n, k = multiple ofn (4.24)

« =
k 0, else

11. (Parseval's relation) Hy,'s are theT-second Fourier coefficients for signgk), then the mean-squared value
of s(t), equivalently the power, equals the sum of the squared magnitudes of the Fourier coefficients. That is,

1
MS(S)—T/U> ()2 dt = Z g 2 (4.25)
k=—o00

12. (Uncorrelatedness/orthogonality of complex exponentials)THsecond correlation between complex expo-
. . S 2mTm S 27Tn . . . . . . .
nential signals’ “7 ¢ ande’ "7 t, m # n, is zero. This property is used in the derivation of the previous and
other properties.
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4.2.3 Periodic Discrete-Time Signals — The Discrete Fourier Transform

This section overview the discrete Fourier transform approach to the frequency-domain representation of discrete-time
signals.
Consider a periodic discrete-time signah] with period N. As with continuous-time signals, we wish to find

its frequency-domain representation, i.e. its spectrum. That is, we wish to reptpgesd a sum ofliscrete-time

complex exponential signals. Again, by analogy to the continuous-time case we will use frequencies that are multiples

of o
wo = N .

However, unlike the continuous-time case, we now use only a finite number of such frequencies. Specifically, we use

the N harmonically related frequencies:

(4.26)

0,30, 200, .- -, (N — 1)@ . (4.27)

The reason is that any complex exponential signal with the frequengis in fact identical to a complex exponential
signal with one of theéV frequencies listed abofeNotice that this set of frequencies ranges fi®to w which
is just a little less thaf.

We now assert that the representation|af in terms of complex exponentials with the above frequencies is given
by thediscrete-time Fourier series synthesis formataas we will usually call it, theéhe Discrete Fourier Transform
(DFT) synthesis formula

sin] = S[0]eIF " + S[1]eIF N 4 S[2ed T 4.+ S[N — 1)ed FRn
N-1
= S[kle? ¥ | (4.28)
k=0

1 o
Sk} = 5 D _slnle %", k=0,1,23,... N -1 (4.29)

where(N) indicates a sum over any consecutive integefse.g. the sum ova, ..., N.

As with the continuous-time Fourier series, the DFT coefficients are, in general, complex. Thus, they have a
magnitudg S[k]| and a phase or angléS[k|. The magnitudéS|[k]| can be viewed as the strength of the exponential
component at frequendyo, = 27k /N, while ZS[k] is the phase of that component. The coefficigfty] is theDC
term it measures the average value of the signal over one period.

Once we know theS[k]’s, the spectrum of[n] is simply a plot consisting of spectral lines at frequencies

0,30, 2o, - . ., (N — 1)@o.

The spectral line at frequené&yp, is drawn with heightindicating the magnitu@k]| and is labeled with the complex
value of S[k]. Alternatively, two separate spectral line plots can be drawn — one showin§[f€s and the other
showing theZS[k]'s.
Since the sums in the synthesis and analysis formulas are finite, there are no convergence-of-partial-sum issues,
such as those that arise for the continuous-time Fourier series.

81f k&g is not in this range, theh = mN + [ wherem # 0 and0 < [ < N. It then follows that the complex exponential with this frequency
2w (mN+1)
- ~N n

ised N = ¢l = eI2mmn I T — IR ™, which is an exponential with one of thé frequencies in the list above.

27k, . . . . . . . .
"Becauses[n]e 7 "N ™ is periodic with periodV, the sum is the same for any choiceléfconsecutive integers.
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Often the DFT coefficient§[0], ..., S[N] are said to be the “DFT of the signaln|” and the process of com-
puting them via the analysis equation (4.29) is called “taking the DFTS[of. Conversely, applying the synthesis
equation (4.28) is often called “taking the inverse DFT'S§d], . . ., S[V].

Notice that the DFT analysis formula (4.29) is identical to equation (3.45) in Lab 3. That is, in computing the set
of correlations between a signgh| and the various complex exponentials in Lab 3, we were actually taking the DFT
of s[n]. Indeed, it continues to be helpful to view the DFT analysis as the process of correlatjingith various
complex exponentials. Those correlations that lead to larger magnitude coefficients indicate frequencies where the
signal has larger components.

In some treatments, the DFT analysis and synthesis formulas differ slightly from those given above inlthat the
factor is moved from the analysis formula to the synthesis forfnolareplaced by a/+/N factor multiplying each
formula. All of these approaches are equally valid. The choice between them is largely a matter of taste. For example,
our approach is the only one for whici0] equals the average signal value. For the other approaches, the average is
S[0] multiplied by a known constant. The only cautionary note is that one should never use the analysis formula from
one version with the synthesis formula from another. In this course, we will always use the analysis and synthesis
formulas shown above.

Although we will always také, &y, 20y, . . ., (N — 1)@y as the analysis frequencies produced by the DFT, it is
important to point out that every frequengyin the upper half of this range, i.e. betweerand 2, is equivalent
to a frequencyo — 27, which lies between-7 and0. By “equivalent,” we mean that a complex exponential with
frequencyw with 7 < & < 27 equals the complex exponential with frequeficy 2. Thus, it is often useful to think
of frequencies in the upper half of our designated range as representing frequencies in therrtnge

For example, let us look at the DFT of a sinusoidal sigagt] = cos(25™n), with 0 < m < &. The DFT
coefficients,S[k], are given by

(S[0],...,S[N —1]) = (0,...,0,1/2,0,...,0,1/2,0,...,0), (4.30)

whereS[m] = S[N — m] = 1/2 andS[k] = 0 for otherk’s. In the synthesis formula, the coefficiefitin] multiplies
the complex exponential %", and the coefficiens[N — m] multiplies the complex exponential =¥

e~3*¥*n_Thus, these two coefficients can be viewed as multiplying exponentials at frequﬁr@g}éswhich by the
inverse Euler formula sum to yiekdn] = cos(25n).

N-point DFT

As with continuous-time signals, if a discrete-time sigsjad] is periodic with periodV, then it also periodic with
period2NV, and period N, and so on. Thus, when applying the DFT, we have a choice as to the valuessfmetimes
we choose it to be the the smallest period, i.e. the fundamental period, but sometimes we do not. When we want to
explicitly specify the value ofV used in a DFT, we will sayv-point DFT.

The relationship between thg-point and2 N-point DFT is just like the relationship between thesecond and
2T-second Fourier series. That is, whereasthipoint DFT has components at frequencies

0, &9, 200, ..., (N — 1)@ , (4.31)
the2N-point DFT has components at the frequencies

—~ —~

wo

0,800,230, ..., (2N — 1)3), = 0,7@0,...,(2]\7—1)%.. (4.32)
where 9
Goo— 2T _ Wo
Go = o = (4.33)

8The DSP Firsttextbook does this in Chapter 9.
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From this we see that the separation between frequency components has been halved. Moreover, it can be shown that
the relationship between the original and new coefficients is

S'k] = { g Wk/2), K even (4.34)

In summary, DFT analysis/synthesis can be performed over one fundamental period or over any number of fun-
damental periods. Usually, when the DFT is mentioned, the desired number of periods interval will be clear from
context. In any case, the spectrum is not affected by the choibe of

Aperiodic Discrete-Time Signals

Next, we briefly discuss how the DFT can also be applied when the siifialk not periodic. In this case, we can
nevertheless determine the spectrum of a fieéigmenof the signal, say from time; to timen., by performing DFT
analysis/synthesis on just this segment. That is, if we find DFT coefficients

1 o
S'k] = st[n]eﬂ%”, k=0,1,2,3,...,N—1 (4.35)
(N)
whereN = ny — nq, then we have

N,
sin] = Y S’k ", k=0,1,2,3,...,N 1. (4.36)
k=0

—

This will give us an idea of the frequency content of the signal during the given time interval. It is important to
emphasize, however, that the synthesis equation (4.36) isasmlycat timesn from n, to ny. Outside of this time
interval, the synthesis formula will not necessarily eqiia]. Instead, it describes a signal that is periodic with period
N, called theperiodic extensiownf the segment from to ns.

Approximating Fourier series coefficients with the DFT

Frequently, we are interested in finding the spectrum of some continuous-time signdlut for practical reasons,
we sample the signal and work with the resulting discrete-time sigindll. Can we find, at least approximately,
the spectrum of(t) by working with the discrete-time signaln|? As discussed below there is a close relationship
between the Fourier series coefficients@f) and the DFT of[n].

Supposes(t) is periodic with periodl’, and suppose we sampl&) with sampling intervall; = T'/N, whereN
is an integer, resulting in the discrete-time sigsal] = s(nT), which is easily seen to be periodic with peridd
Let a, denote thé-second Fourier coefficients sf¢), and letS[k] denote theV-point DFT of s[n]. Then it can be
shown that ifN is very large, then

ar =~ S[k], whenk << N (4.37)

Moreover, it can be shown that if it should happen &} has no spectral components at frequencies greater than
1/(2Ts), then

Sk, 0<k<N/2
ar={ SIN—k+1], —N/2<k<0 (4.38)
0, k| > N/2

The above two equation shows how the DFT can be used to compute, at least approximately, the Fourier series
coefficients. In fact, the Fourier series analysis program described in the inaheaB! section of this assignment
uses the DFT to compute the Fourier coefficients.
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Properties of the DFT coefficients

The following are a number of useful properties of the DFT with which you should be familiar. A few of these
will be useful in this lab assignment. Others will be used in future assignments. These properties are stated without
derivations. However, each can be derived straightforwardly from the analysis and synthesis formulas. Though not
required in this laboratory, you may want to confirm some of these properties using the DFT analysis and synthesis
programs described in Section 4.3.

1.

74

(DFT analysis) TheV-point DFT of a periodic signa$[n] with period N produces a vector aV DFT co-
efficients S[0],..., S[IV — 1], which are, in general, complex valued. Equivalently, the coefficients may be
considered to be determined by a sef\bignal samples.

(Frequency components)$fk] is N-point DFT of the periodic signal[r] with period N, then the frequency
or spectral component afn] at frequency?z® is S[k]e’*** ™. The component of the signal at frequerrei®:
is S[N — kje 75N,

. (DC component) The coefficieS{0] equals the average value or DC valuespf].

. (One-to-one relationship) There is a one-to-one relationship between discrete-time signals witiVdeqaw/-

alently, sequences df signal samples) and sequence\oDFT coefficients. Specifically, if[n] ands’[n]
are distinct periodic signals with periad, i.e. s[n] # s'[n] for some value of:, then theirN-point DFT
coefficients are not entirely identical, i.&]k] # S’[k] for at least oné:. It follows that one can recognize a
discrete-time periodic signal from its DFT coefficients (avil

. (Conjugate symmetry) [n] is a real-valued signal, i.e. its imaginary part is zero, then for any infeger

SIN—k = S*[k] (4.39)
ISIN — k]| = |S[K]] (4.40)
ZSIN—k] = —ZS[K]. (4.41)

These facts indicate that we are usually only interested in the first half of the DFT coefficients. In particular,
note that when we plot the DFT, the location of the origin and the appearance of the symmetry is different than
when we plot the Fourier Series. See Figure 4.2 for an example of the relation between the two.

. (Conjugate pairs) IB[k] is the N-point DFT of a real-valued signaln], then for anyk the sum of the com-

plex exponential components sfn| corresponding t&[k] and S[N — k] is a sinusoid at frequendsrk /N .
Specifically, using the inverse Euler relation,

S 21k - 2nk

S[k]e? FEm + SN — ke %" = 2|S[K]| cos(2lNkn + LS[K]) . (4.42)

. (Linear combinations) I§[n] ands’[n] have N-point DFT S[k] andS’[k], respectively, theas[n] + bs’[n] has

N-point DFT aS[k] + bS’[k].

. (Sampled continuous-time signals) If the discrete-time sigfidl comes from sampling a continuous-time

signals(t) with sampling interval, i.e. if sjn] = s(nT), then the continuous-time frequency represented by

DFT coefficientS[k] is %fs, wheref, = 1/T, samples per second is the sampling rate.

. (DFT of elementary signals) The following lists thepoint DFT of some elementary signals.
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4.2.3 Periodic Discrete-Time Signals — The Discrete Fourier Transform

(A) IC X[K]

Al M !

—5m0—4m0—3m0—2w0 Wy W, 2m0 Smo 4(.)0 5(.)0

N-5 N-4 N-3 N-2 N-1

w-——> k =——>

Figure 4.2: (A) The magnitude of the Fourier Series coefficientfor a periodic continuous-time signal. (B) The
DFT of a periodic discrete-time version of the same signal. Note that the origin for the Fourier Series coefficients is in
the middle of the plot, but the origin for the DFT is to the left.

(a) Complex exponential signalin] = =
(s[o,...,S[N -1]) =(0,...,0,1,0,...,0), (4.43)
where the nonzero coefficient$§m)|.
(b) Cosine:s[n] = cos (32n) =
(S[0],...,S[N — 1)) = (0,...,0,%,0,...,0,%,0,...,0) ) (4.44)

where the nonzero coefficients &én] andS[N — m).
(c) Sine:s[n] = sin (2%2n) =

(S[O],...,S[N—u):(o,...,o,—l,o,...,o,%,o,...,O), (4.45)

where the nonzero coefficients &én] andS[N — m).
(d) General sinusoick[n] = cos (Z&2n + ¢) =

1 . 1 _.
(s[0],...,S[N —1]) = (0,...,0, 5eW,O, ...,0, 5e—W,o,...,o) , (4.46)
where the nonzero coefficients &¥én] andS[N — m).

(e) Not quite periodic sinusoidi[n] = cos (%n) where(m + €) is non-integer = The resulting

S[k]’s will all be nonzerd, typically with small magnitudes except those corresponding to frequencies

closest toM

(f) Period contains unitimpulse periogln] = (1,0,...,0) —
1 1
(S[0],...,S[N —=1]) = (N""’N) . (4.47)

10. (V-point DFT) If S[k] is the N-point DFT of the periodic signai[n] with period N, then them N-point DFT
coefficients are _
S[k] = Slk/m], k= multiple ofm (4.48)
0, else

9This is the same effect that you saw in lab 3 when youfage over a non-integer number of periods of the sinusoid.
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11. (Parseval’s relation) I§[k] is the N-point DFT ofs[n], then

N-1

MS(a) = = S lstllP = Y IS (4.49)

(N) k=0
This shows that the power in the sigab] equals the energy of the DFT coefficients.

12. (Uncorrelatedness/orthogonality of complex exponentials)V+pmint correlation between complex exponen-
. . S 27T - 27l . . . . . . .
tial signalse’ "~ ™ ande? "~ ™, m # [, is zero. This property is used in the derivation of the previous one.

4.2.4 Separating Signals Based on Differing Harmonic Series

We've already suggested that there are many nearly-periodic signals that occur in the real world, with two notable
examples being many musical signals and vowels in speech signals. These sort of signals can be analyzed using the
Fourier Series or the DFT (applied to samples). We will use the DFT, principally because if we wanted to use the
Fourier series, we would anyway approximately compute the Fourier coefficients with the DFT. In particular, let us
consider a note played on a musical instrument like a flute or clarinet. Such a signal is nearly periodic with some
fundamental period. If the note is played at “concert pitch,” for instance, it has a fundamental frequency of 440 Hz and
a fundamental period af/440 seconds. Few musical signals, though, are purely sinusoidal. From our development
of the Fourier series, we know that a periodic signal can be described as a sum of complex exponentials (or sinusoids)
with harmonically-related frequencies. That is, the spectrum of our musical note is composearabaic seriesin

particular, if the fundamental frequency is 440 Hz, higher harmonics will be at 880 Hz, 1320 Hz, 1760 Hz, and so on.
Figure 4.3 shows a stemp plot of the DFT of an example harmonic series.

Suppose that we have two instruments playing different notes (i.e., the two signals have different fundamental
periods) at the same time. The signal coming from each instrument is a single harmonic series, but a listener “hears”
a signal which is the sum of these two signals. By the linear combination properties of the Fourier Series and DFT,
we know that the spectrum of the combined signal is simply the sum of the spectra of the separate signals. We can use
this property to separate the two signals in the frequency-domain, even though they overlap in the time-domain.

Suppose that we wish to simply remove one of the notes from the combined signal. We’'ll assume that we have
recorded and sampled the signal, so were working in discrete-time. We'll also assume that the combined signal is
also periodié® with some (fairly long) fundamental periall,. If we take theNy-point DFT of a segment of the
combined signal, we can identify the coefficients that make up each harmonic series. Then, we simply zero-out all of

101n the “real-world,” this is a somewhat questionable assumption. However, we can approximate this behavior quite well by simply using a long
DFT. In this case, each harmonic may be “spread” over several DFT coefficients, so to remove a harmonic we need to zero-out all of coefficients
associated with it. This spreading behavior is the same as what you saw in Lab 3 when fapaingver non-periodic signals.

ecccceeatocs leccces ecoe leccade doccosleoatecs
0 10 20 30 40 50 60 70
Coefficient Number. k

Figure 4.3: The DFT of a harmonic series. Note that only the first half of the DFT coefficients are shown in this figure.
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the coefficients corresponding to the harmonics of the note we wish to remove. When we resynthesize the signal with
the inverse DFT, the resulting signal will contain only one of the two notes.

We can extend this procedure to more complicated signals, like melodies with many notes. In this case, we simply
analyze and resynthesize each note individually. Of course, with more simultaneously-sounding notes and more
complicated music, this procedure becomes rather difficult. In this lab, we will implement this procedure to remove a
“corrupting” note held throughout a simple, easily analyzed melody. Though somewhat idealized, the problem should
help to motivate the use of the DFT and the frequency domain.

4.3 SomeMATLAB commands for this lab

e Fourier Series Synthesis inlMATLAB: The functionfourier_synthesis is a function that we provide to
compute the approximafe-second Fourier series synthesis formula, equation (4.6). Its inputs are the’period
and a set o2 N + 1 Fourier coefficients. Its output is the synthesized signal. The calling command is

>> [ss,tt] = fourier_synthesis(CC, T, periods, Ns);

whereCCis a vector containing the Fourier coefficientsis the interval (in seconds) over which the Fourier
series is appliedperiods is the (integer) number of periods to include in the resynthpsispds  defaults

to a value of 1 if not provided. The optional paramédsrspecifies how many samples per period to include in
the output signal.

Itis assumed thaECcontains the coefficients_y ... ay. (IV is implicitly determined from the length @C)
Thus,CChas lengtl2 N + 1, theCC(n) element contains the Fourier series coefficient 1. Further, note
that thea coefficient falls alCC(N+1) .

The two returned parameters are the signal vesgoand the corresponding signal support vettor

e Fourier Series Analysis inMATLAB: The functionfourier_analysis is the complement to the function
fourier_synthesis . It performsT’-second Fourier series analysis on an input signal. The calling command
is

>> [CC,ww] = fourier_analysis(ss,T,N);

wheress is a vector containing the signal sampl€ss the intervall’ in seconds over which the Fourier series is
to be computed, anl is the number of positive harmonics to include in the analy&N+(l is the total number
of harmonics.) It is assumed thegt contains samples of the signal to be analyzed over the intgra].

The outputs are the vecto®C, which contains th& N + 1 Fourier coefficients, andww which contains the
frequencies (in Hertz) associated with each Fourier coefficient.

e DFT Analysis in MATLAB: In order to calculate aV-point DFT using MATLAB, we use thdft commanéd?.
The specific calling command is

>> XX = fft(xx)/length(xx);

l1Becausdourier _analysis is given only samples of the desired continuous-time signal, it cannot compute the Fourier coefficients exactly.
Rather it computes an approximation by using the DFT.

12FFT stands for théFast Fourier Transformwhich is a fast implementation of the DFT. Calculating the DFT from its definition requires
O(N?) computations, but the FFT only requiréy N log N). Additionally, the FFT is faster wheiV is equal to a power of two (i.elN =
256, 512, 1024, 2048, etc.).
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4.4

4.5

1.

This computes thé/-point DFT of the signal vectarx , whereNN is the length ofkx , and where the signal is
assumed to have supp@rtl, ..., N — 1. Since the M\TLAB commandft does notinclude the factday N in
the analysis formula, as in equation (4.29), we must divideehgth(xx)  to obtain theV DFT coefficients
XX

DFT Synthesis inMATLAB: The synthesis equation for the DFT is computed with the comriféind . If we
have computed the DFT using the above command, we must also remember to multiply the ré&ult by

>> xx = ifft(XX)*length(XX);

Note that theifft ~command will generally return complex values even when the synthesis should exactly
be real. However, the imaginary part should be negligible (i.e., lessithan0~—'*). You can eliminate this
imaginary part using theeal command.

Indexing the DFT: Since MATLAB begins its indexing from 1 rather than O, remember to use the following
rules for indexing the DFT:

X[0] = X@)

X[1] = X2

X[k] = X(k+1)
X[N —k] = X(N-k+1)
X[N—-1] = X(N)

Demonstrations in the Lab Section
Approximating signals as sums of sinusoids, as in Problem 1.
“Mapping out” this week’s background section
Relating the Fourier Series to the DFT
T-second Fourier Series and thepoint DFT
The DFT in MATLAB

Laboratory Assignment

(Building signals from sinusoids) In this problem, you will “hand tune” the amplitudes and phases of three

sinusoids so that their sum matches a “target” periodic signal as well as possible. The signals are considered to

be continuous-time. One could do this task analytically or numerically using the Fourier series analysis formula,
but we want you to gain the insight that results from doing it manually. A graphieals program has been
written to facilitate this procedure.

Download the filessinsum.m and sinsum.fig and executsinsum 3. MATLAB will bring up a GUI
window with three sinusoids (colored, dotted lines), the sum of these three sinusoids (the black, dashed line),
and a target periodic signal (the black, solid line). The frequencies of the sinusoids ats, and3wy, where
wp is the fundamental frequency of the target signal.

13Note that this function wilbnly work under MATLAB 6 and higher. It is highly recommend that you use a Windows-based PC for this problem,
since you need to copy the figure window into your report. Using the Windows clipboard simplifies this task significantly.
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As stated earlier, the goal of this problem is to adjust the amplitudes and phases of the three sinusoids to
approximate the target signal as closely as possible. You can enter the amplitude and phase for each sinusoid
in the spaces provide in the GUI window, or using the mouse, you can click-and-drag each sinusoid to change
its amplitude and phase. In addition to displaying the three sinusoids, their sum, and the target signal, the GUI
window also shows the mean-squared error between the sum and the target signals.

Usesinsum.m to hand tune the amplitudes and phases of the three sinusoids to make the mean-squared error
as small as you can.

(Hint: You should be able achieve an MSE less than 0.24. You will receive +2 bonus points if you can achieve
an MSE less than 0.231.)

(Hint: In attempting to minimize the MSE you might try to adjust one sinusoid to minimize the MSE, then
another, then another. After doing all three, go back and see if readjusting them in a “second round” has any
benefits.)

e [16(+2)] Include the resulting figure window in your report. (On Windows systems, use the “Copy to
Clipboard” button to copy the figure, then you can simply paste it into a Word or similar document. There
is also a “Print Figure” button for other systems if you can’t get access to a PC.)

Food for thought*: Did you try the procedure suggested in the hint above, in which you tune each sinusoid one
at a time and then return to each for a “second round” of tuning? If so, can you explain why the second round
did or did not lead to any improvements? (Hint: Consider Fourier series property 12.)

Food for thought: By executinginsum(1) , sinsum(2) ,andsinsum(3) ,you can match different signals
with sinusoids. Find MSE'’s that are as small as possible for each of these other signals.

2. (Applying Fourier series synthesis)
In this problem you will simply applyourier_synthesis to a given set of Fourier coefficients and find
the resulting continuous-time signal. Download the fiderier_synthesis.m . Use it to generate an
approximation to the signal with the following Fourier coefficients:
2
- _{ —(Z)" k==£1,£3,45,... (4.50)
0 k=0,+2,+4,...

LetT = 0.1 seconds, and generate 5 periods of the signal. WJse 20, giving you 41 Fourier series coef-
ficients. (Hint: First, define a frequency support vedtir-20:20 . Then, generat€Cfrom kk and set all
even harmonics to zero.)

e [4] Usestem to plot the magnitude of the Fourier coefficients. Use yduwector as the x-axis.

e [3] Useplot to plot samples of the continuous-time signal tfeatrier _synthesis returns versus
time in seconds.

e [2] What kind of signal is this?

3. (Applying Fourier series analysis) In this problem you will use the Fourier series analysis and synthesis formula
to see how the accuracy of the approximate synthesis formula (4.6) depeids on

Download the filedab4 data.mat  andfourier_analysis.m . lab4_data.mat  contains the vari-
ablesstep_signal  andstep_time , which are the signal and support vectors for the samples of a periodic
continuous-time signal with fundamental peridgl = 1 second. Note that there afg, = 16384 samples in

14“Food for thought” items are not required to be read or acted upon. There is no extra credit for involved. However, if you include something in
your report, your GSI will read and comment on it. Alternatively, you can discuss “food for thought topics” in office hours.
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one fundamental period.step_signal andstep_time include several fundamental periods, but you'll
be dealing with only one period in several parts of this problem. As such, you might find it useful to create a
one-period version aftep_signal  .)

(a) (Look at the signal to be analyzed) First, let us examtep_signal

e [3] Useplot to plotstep_signal  versus its support vector.
e [3] Compute the mean-squared valuestdp_signal

(b) (Perform FS analysis) Udeurier_analysis to perform aly second Fourier series analysis oaer
single periodof step_signal  with with N = 50.

e [4] Usesubplot andstem to plot the magnitude and phase of the resulting Fourier series coeffi-
cients. Make sure that your x-axis is given in frequency.

(c) (Resynthesize FS approximations) Userier_analysis andfourier_synthesis to generate
an approximations o$tep_signal with N = 25, 50, 100, and 200. (Perforffi-second Fourier
analysis and synthesis over a single period of the signal for Badde sure to resynthesize a single period
with Ns = 16384 samples.)

e [4] Useplot andsubplot to plot your resynthesized signals for eahin separate panels of a
subplot array.

e [3] Calculate the mean-squared error of the resynthesis for each vaNie of

e [3] Compute the sum of the squared magnitudeSGfor each value ofV.

e [3] Find and document a relationship between the mean-squared errors and the sum of squared mag-
nitudes of CCyou have computed. (Hint: Consider the mean-squared value that you computed for
step_signal . You might also want to look in the Properties of Fourier Coefficients subsection.)

(d) (Meet an MSE target) Find the smallest value\ofor which the mean-squared error of the resynthesis is
less than 0.5% of the mean-squared valustep_signal

e [4] Include this value in your report.

Food for thought: Try repeating Part (b) with the Fourier analysis performed over two fundamental periods of
the signal, and compare to the previous answer to Part (b). Do the new Fourier coefficients turn out as expected?

4. (Using the DFT to describe a signal as a sum of discrete-time sinusoids) In this problem, you will simply
apply the DFT to a particular discrete-time signal, which is also containéabih data.mat , namely,
signal_id . signal_id is considered to be a periodic discrete-time signal with fundamental pafjcd
128 = length(signal_id) . Take theNy-point DFT ofsignal_id

e [3] Usestem to plot the magnitude of the DFT versus the DFT coefficient index,

e [12] Use the DFT to describgignal_id  as a sum of discrete-time sinusoids. That is, for each sinusoid,
give the amplitude, frequency (in radians per sample), and phase.

5. (Use the DFT to remove undesired components from a signal) In this problem you will use the technique
described in Section 4.2.4 to eliminate a noise signal from a desired signal. This sigradly , is also
contained inlab4_data.mat . This variable contains samples of a continuous-time signal sampled at rate
fs = 8192 samples/second. It contains a simple melody with one note every 1/2 second. Unfortunately, this
melody is corrupted by another “instrument” playing a constant note throughout. We would like to remove this
second instrument from the signal, and we will use the DFT to do so.

Itis a good idea to begin by listening teelody using thesoundsc command.
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(a) (Examine DFT of first note) In order to remove the corrupting instrument, we need to determine where it
lies in the frequency domain. Let's begin by looking at just the first note (i.e the first 0.5 seconds or 4096
samples). This “note” consists of the sum of two notes — one is the first note of the melody, the other is
the constant note from the corrupting instrument. Each of these notes has components forming a harmonic
series. The fundamental frequencies of these harmonic series are different, which is the key to our being
able to remove the corrupting note. Take the DFT of the first 0.5 seconds (4096 samples) of the signal.

e [3] Usestem to plot the magnitude of the DFT for the first note.

e [3] Identify the frequencies contained in each of the two harmonic series present in signal. What are
the fundamental frequencies?

(b) (Examine DFT of second note) By comparing the spectra of the first two notes, we can identify the cor-
rupting instrument. Take the DFT of the second 0.5 seconds (samples 4097 through 8192).

e [3] Usestem to plot the magnitude of the DFT for the second 0.5 seconds.
e [2] What are the fundamental frequencies (in Hz) of the two harmonic series in this note?

e [2] We know that the melody changes from the first note to the second, but the corrupting instrument
does not. Thus, by comparing the harmonic series found in this and the previous part, identify which
fundamental frequency belongs to the melody and which to the corrupting instrument.

(c) (Identify the DFT coefficients of the corrupting signal) In order to remove the “corrupting” instrument, we
simply need to zero-out the coefficients corresponding to the harmonics of the note from the corrupting
instrument. This is done directly on the DFT coefficients of each 0.5 seconds of the signal. Then, we
resynthesize the signal from the modified DFT coefficients.

e [4] Based on this, and your results from the previous parts of this problem, which DFT coefficients
need to be set to zero in order to remove the corrupting instrument from this signal? (Hint: Remember
the conjugate pairs.)

(d) (Complete the function that removes the corrupting instrument) Finally, we'd like to remove the corrupting
instrument from our melody. Download the fiig_melody.m . This function contains the code that
you'll use to remove the corrupting instrument from the melody signal. For each note of the melody, the
function takes the DFT, zeros out the appropriate coefficients (which you must provide), and resynthesizes
the signal.

e [4] Complete the function by setting the varialzle equal to a vector containing the DFT coefficients
that must be zeroed-out.
¢ [1] Execute the function using the command
>> result = fix_melody(melody);
Listen to the resulting signal. Have you successfully removed the corrupting instrument?
(e) (Check your result with the spectrogram) Finally, we'd like to be able to visually check our result. Down-
load the functioomelody _check.m . melody_check produces an image calledspectrogranthat
you can use to check your work. Basically, the spectrogram works by taking the DFT of many short seg-
ments of a signal and arranging them as the columns of an image. Note that the x-axis is time and the
y-axis is frequency. The color of each point on the image represents the strength of the spectral compo-
nent (in decibels) at that time and frequency. The dark horizontal bands show the presence of sinusoidal
components in the signal at the associated times.
e [4] Executemelody_check by passing itmelody . Include the resulting figure in your report.
e [1] Can you identify the components of the corrupting instrument on this spectrogram?
¢ [4] Now, executamelody_check by passingitesult . Include the resulting figure in your report.
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e [2] Compare the spectrogram ofelody to the spectrogram aksult . What differences do you
see? Is this what you expect to see?

6. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.
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Laboratory 5

Images, Compression, and Coding

5.1 Introduction

A common application of signals and systems is in the production, manipulation, storage and distribution of images.
For example, image transmission is an important aspect of communication (especially on the internet), and we would
like to be able to distribute high quality images quickly over low-bandwidth connections. To do so, images must be
encodednto a sequence or file of bits, which can be digitally transmitted or stored. When display of the image is
required, the sequence/file of bits mustdexrodednto a reproduction of the image. A block diagram of a general

data compression system, with an encoder and decoder, is shown in Figure 5.1.

Systems or algorithms that do the encoding and decoding are sallede coderscoders data compressoror
compressors They are callegource coderbecause they encode the data frosparce e.g. a camera or scanner.
They are also called data compressors, because their encoders usually produce fewer bits than were produced by the
original data collector. For example, JPEG is a commonly used, standardized image compressor. You've probably
downloaded many JPEG encoded images over the internet — any image with filename extension .jpg. FAX machines
use a differentimage compression algorithm.

In this lab, we will experiment with some basic data compression techniques as applied to images. Typically, there
is a tradeoff between the number of bits an encoder produces and the quality of the decoded reproduction. With more
bits we can usually obtain better quality at the expense of greater storage or bandwidth requirements. When we assess
how well these techniques work, we will count the number of bits their encoders produce(fewer is better), and as a
measure of quality, and we will compute the mean-squared or RMS error as a measure of the quality of the decoded
reproduction (low error means high quality, or equivalently, low distortion).

Signal—i— Encoder/ Decoder/ | {Reconstructe
: |Compressor [pecompressor| : Signal

Data Compression System

Figure 5.1: A block diagram of a general data compression system.

The University of Michigan, All rights reserved 83



Laboratory 5. Images, Compression, and Coding

5.1.1 “The Question”

e How can we compress images so that they take up less storage space and/or less bandwidth?

5.2 Background

5.2.1 Images

So far, we have dealt entirely witnhe-dimensionadignals. That is, these signals are indexed by only one independent
variable (usually time). In this lab, we will start to considen-dimensionasignals. An image is an example of a
two-dimensional signal. In an image, we usually index the signal based on horizontal and vertical position — two
dimensions that are needed to find the “signal value” at any given point.

In this lab, we will generally restrict our attention to gray-scale imhg®¥e mathematically represent such an
image (incontinuous-spageas a signal:(t, s), where0 < ¢ < H, 0 < s < W. z(t,s) denotes theéntensity
brightnessor valueof the image at the position with vertical coordinatend horizontal coordinate andH andW
are the height and width of the image, respectively. The valuegtof) are generally nonnegative. Thus, a small
value ofz(t, s) (close to zero) corresponds to black while larger values correspond to progressively lighter shades of
gray.

In digital image processinghe image is assumed to be sampled at regularly spaced intervals credisogese-
spaceimagex|m, n|:

xz[m,n] = x(mTs,nTs), (5.1)

whereT is the sampling interval, given in units dfstance Thus, in discrete-space, an image is simpharx N
array or matrix of numbersm, n|, wherem andn are integers in the randé, M| and[1, N], respectively. Each
x[m,n] is called apixel. We adopt the usual convention thdt, 1] is the upper left pixelg[1, N] is the upper right,
x[M, 1] is the lower left, and&[M, N] is the lower right.

We shall also adopt the common, but not universal, convention of digital image processing that pixel values, often
calledlevels are integers ranging from 0 to 255. The reason the pixel values are integers is that computers cannot store
real-valued quantities. Instead the raw pixel values musjuaamtizedo values from a finite set. The usual practice
is to scale the raw image pixel values by some constant so the maximum value is close to 255 and then to round each
pixel value to the nearest integer, thereby obtaining an image whose values are integers between 0 and 255. Why 0
to 255? There are two reasons. One is that these values can be conveniently represented with one byte?i.e. 8 bits.
Another reason is that the effects of rounding to 256 possible levels are not ordinarily observable, whereas rounding
to a significantly smaller number, say 128, is sometimes noticeable.

5.2.2 Signal statistics for images

Two-dimensional signals in general, and images in particular, have the same sorts of statistics that one-dimensional
images have. Generalizing from the one-dimensional case is often quite straightforward. We will also introduce two
new statistics for both one- and two-dimensional signals.

1. Average Value. Themeanor average valug)M/, of a discrete-space imagém, n] is

M(z) = — x[m,n| (5.2)

1Color images are often represented as tiseggaratesignals (orchannely, one each for red, green, and blue.
2To store an integer in a computer, it must be represented with a binary sequence. If binary sequencesbairengted, the® levels can be
represented, because there Zitelistinct binary sequences of lendthThus, it takes 8 bits to store the 256 levels from 0 to 255.
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5.2.2 Signal statistics for images

2. Mean-squared value.Themean-squared valu@r MSV), M S, of a discrete-space imagém, n] is

| M
:—MZZJ: m,n] (5.3)

m=1n=1

3. Root mean-squared valueTheroot mean-squared valyer RMS value) of a discrete-space imager, n| is

] MoN

RMS(z) = N Z Zx2 [m, n] (5.4)
m=1n=1

- JMS(z (5.5)

4. Variance. Thevarianceof a discrete-space imaggém, n| is

| M N

Var(z) = WZZ(m[m,n]—M(m))Q (5.6)
= MS(z—M(z)) (5.7)
— MS(2) - (M(2)? (5.8)

5. Standard deviation. Thestandard deviatiomf a discrete-space imagém, n| is

| M N
Std(x) = N Z Z x[m,n] — M(x))? (5.9
VVar(z) (5.10)
= RMS(z— M(x)) (5.11)
= VMS(z) - (M(x))? (5.12)

Notice the relationship between the variance and standard deviation, equation (5.10), and the relationship between
these statistics and the MS and RMS vafyesgjuations (5.8) and (5.12). The variance and standard deviation measure
how widely varying are the values of a signal. If they are small, it means that the signal values (and thus the signal
value distribution) is tightly clustered around the mean value, while if they are large, the signal values range widely.

Recall from Laboratory 1 that we often use the MS and RMS values to medistioetion of a signal. We will
be doing this for images in this laboratory. ¢fm, n] is a distorted version af[m,n], then we can measure the
mean-squared errofMSE) androot mean-squared erraqfRMSE), using

1 N M
MSE = —M;;(m[mvn]_y[mvn])Q (5'13)
RMSE = +MSE (5.14)

3Equation (5.8) is not something that is immediately obvious, but it is something that can be straightforwardly derived. (Doing so is an interesting
exercise.)
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: | :
X[m,n]—— Transform—— Quantizer Binary
b ' Encoder

Image Encoder

Figure 5.2: A block diagram of a general image encoder/compressor.

5.2.3 Data compression

There are two primary types of data compresstosslessandlossy A lossless compressor will encode and decode

in such a way that the decoded reproduction is exactly the same as the original (8 bits per pixel) image. A lossy
compressor will encode and decode in such a way that the decoder produces only an approximation to the original
image. On the one hand, lossless is better because it is, well, lossless. This is essential when compressing computer
files. UNIX compressgzip, and the PKZip compression formats are all lossless.

On the other hand, if a small amount of distortion is permitted, lossy compressors can attain much larger amounts
of compression, i.e. their encoders can produce many fewer bits. For multimedia, lossy compression is often accept-
able. Examples of lossy compression schemes that you may have used include MP3 (for audio), JPEG (for photos),
and MPEG (for movies). These three schemes are all examplesnsform codingnethods; we will examine a
simple transform coding scheme in this laboratory. MP3 encoding is also an example of sqeaikgutual cod-
ing. Perceptual coding methods often introduce significant amounts of distortion, but do so in a way that is nearly
imperceptible.

Consider the generalized image encoder/compressor shown in Figure 5.2. It consists of three main components:
thetransform the quantizerand thebinary encoder These are described briefly now, and in more detail in the next
three subsections. The input to the encoder is a sampled imagepn|. We generally consider that the pixels of
x[m, n| take on a continuum of real values.

The first component, thigansform is optional. When it is included, it is usually a spatial-domain to frequency-
domain transformation like the Discrete Fourier Transform (DFT). Applying the transform to short segnidotker
of the signal tends to concentrate the energy of the signal into just a few coefficients, which permits the quantizer and
binary encoder to be more effective.

The next component guantization Quantization takes the input sample/pixel and “rounds” it to one of a finite set
of levels Itis alossy or noninvertible operation in the sense that one cannot recover the original sample/pixel from the
guantized sample/pixel. As an example, we noted previously that digital images often have pixel values ranging from
0 to 255. This is because ea@w pixel value, as produced by some camera, has already been rounded to the nearest
of a set of 256 quantization levels. Lossless image compression schemes work by operating on image that are already
guantized; additional quantization is not permitted. However, in lossy compression schemes, additional quantization
is performed, in order to obtain greater compression. For example, each image pixel may be quantized to the nearest
of a set of only 64 levels.

The final component ibinary coding which assigns a sequence of bits callebdeword to each level produced
by the quantizer. In some systems, cafigdd-length coderghe number of bits used to represent each pixel is known
in advance (e.g. 2 bits per pixel). This is the simplest type of coder. Other systems,vaalae-length coders
assign binary codewords of different lengths to each pixel value, usually based on the frequency of occurrence. More
frequently occuring levels are assigned shorter codewords. This allows the compression system to achieve additional
compression. Many advanced compression systems, including JPEG, use variable length coders. MP3 coding has
provisions for both fixed-length and variable-length coding.

As illustrated in Figure 5.3, the decoder/decompressor corresponding to the encoder/compressor just described
has two components. The input to the decoder is the bits produced by the encoder. The first compadnieatythe
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5.2.4 Transformation

. | 1 LA
Binary Inverse ‘ x[m,n]
Encoder | Transforml
_____ .

Image Decoder
Figure 5.3: A block diagram of a general image decoder/decompressor.

decoderinverts the operation of the binary encoder, and produces the levels originally produced by the quantizer. The
guantization operation produced by the encoder is not invertible, so there is not corresponding decoding step. Instead
the last step is the inverse transform, which as the name suggests performs the inverse of the encoding transform. The
output of the decoder, called @mcoded or decoded image or reproductaan be displayed on a monitor or printed

on paper, as desired.

5.2.4 Transformation

Efficient lossy data compressors typically perform some sort of preprocessing on the data to be compressed. One very
common preprocessing step igransform and such compressors are caltexhsform coders For example, JPEG

is a transform coder based on the discrete cosine transform (DCT), which is a spectral transformation similar to the
DFT. The transform is typically applied to small groups of pixels calikxtks In this lab, we will experiment with a

simple DFT-based transform coder that uses short8 pixel blocks. That is, we use aN-point DFT with N = 8.

Recall that the synthesis and analysis formulas for an 8-point DFT are given by

7

zln] = Y X[kl (5.15)
k=0
1< -

X[k] = gzx[n]eﬂ%" (5.16)
n=0

Here,X[k]ej%” is the “spatial” frequency component at frequerdcy= % The DFT synthesis formula shows
that an image block[n| can be viewed as the sum of such components. More specifically,

(0], (1], 2], of7) = X[0)(1, 1, 1, ..., 1)
+ X[1] (ej%ﬂo, ej%"l, ej%w, - 67%"7)
+ X[2] (R0, R IR IR
+ ...
+X[7](ej%0, ej%l,ej%%,...,ej%q (5.17)

Note that we are NOT presuming that these blocks are in any way periodic.

Why do we perform a spectral transformation before compressing a signal? As suggested in Section 5.2.3, the
transformation serves to shift around the energy in a given block so that it is easier to compress. Consider, for instance,
a single block of an image given by

z[n] = (165, 168, 167, 166, 167, 165, 168, 166 )

This block is roughly constant, so we expect its 8-point DFT to have a [&{g&(i.e., DC) component. Since there
is little other variation, though, the rest of the DFT coefficients will be relatively small. By only storing{hg
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coefficient, for instance, and throwing away the rest, we only n¢s‘8 as much storage as if we had stored all of the
coefficients for this block; further, we have introduced only a small amount of distortion (as measured by the mean-
squared error). While we won't go so far as to throw away the rest, this example suggests the basic idea for how to use
the transform to compress a signal. If some transformed coefficients tend to be smaller than others, we can store them
more efficiently.

An 8-point DFT produces8 complex numbersX[0], X [1], ..., X[7]. This actually translates int6 real numbers
(the 8 real and 8 imaginary parts) that we need to consider storing. Thus taking the transfrom would at first seem to be
a bad idea, because we now need twice as much storage to represent a block! However, there are symmetry properties
that we can exploit so that we only need to st8ref these numbers. Since the input signal is real, recall that the
8-point DFT, X [k] has the conjugate symmetry property:

X[8 — k] = X*[k] (5.18)

This means that knowing the real and imaginary part& i, for instance, completely determines the real and imag-
inary parts ofX [V — 1]. Thus, though we need to store the real and imaginary pag@f X [1], X [2], X [3], X [4],
we donot need to storeX [5], X [6], X [7], because these values can be recovered from the previous four. Further, the
coefficientsX [0] and X [4] are purely real (that isX[0] = X*[0] and X [4] = X[8 — 4] = X*[4]). Thus,X[0] and
X [4] each require the storage of a single real number. From this argument, we can see that the 8-point DFT produces
a total of only eight real numbers that must be stored.

In our implementation of the transform encoder, the eight numfers .., ¢[7] that we choose to represent the
8-point DFTX0],..., X[7], of an image block are

o] = XJo]
c[1] V2 Re{X[1]}
c[2] V2 Re{X[2]}
3] = V2Re{X[3]}
4 = X4

c[5] V2Im{X[1]}
cl6] = v2Im{X[2]}
7] = V2Im{X[3]}

The /2 factors have been included where one coefficient is, in effect, standing in for two. It can be shown that with
these factors

7 7
> 2PLn] =8 k], (5.19)
n=0 k=0

which is an often useful fact. This is derived using Parseval's relation, as given irnfLab 4

5.2.5 Quantization

Quantization is the most elementary form of lossy data compression, while also forming a fundamental part of more
advanced lossy compression schemes such as transform coding. We may quantize an image directly, or we may
guantize the results of a transformation as described in Section 5.2.4. When a nuimgeantized tal levels we

4For this derivation, see the document titled “Notes: The Distortion of Transform Coding” by D.L. Neuhoff.
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5.2.6 Binary coding

mean that its value is replaced by (or quantized to) the nearest member of alsqtiahtization levelsHere, we
considemuniform quantizatiod For the uniform quantization used here:

o We define ayuantizer rangalefined by values,,;,, andz,,qx
o We divide this range intd, equally sized segments, each with sixe= #mesrmin
e We place the quantization level for a given segment in the middle of that segment.

The quantizer is illustrated with the figure shown below, which shbws8 segments of widtl\ = (2,02 — Zmin)/8
as thick lines and the corresponding levels within each segment as circles.

level 1 level 2 level 3 level4 level5 level 6 level 7 level 8
— 0 ' o ' o ' o ' o ' o ' o ! oo =

| — |

Xmin Xmax

Given a pixelz[m, n], the quantizer operates by outputing the nearest level. Equivalenifypifn] lies in the:™
segment, then quantizer outputs ifdevel. If z is larger than:,,..,, thenz is quantized to the largest level, namely,
Tmaz — A/2. Similarly, if z is smaller than,,.;,,, thenz is quantized to the smallest level, namely,;, + A/2.

One can see that if is within the quantizer range, then its quantized value will differ frerfoy at mostA /2,
so that the quantizer introduces only a small error. On the other hand, wiseautside the range, the quantizer
can introduce a large error. Thus, when designing a quantizer it is important to choose the quantizer range so that
it includes most values of. Making the range large will do this. However, we don’t want to make the range too
large. Larger ranges mean tht= (2,42 — Tmin)/L is larger, which in turn increases the maximum possible error
introduced when: lies within the range of the quantizer.

5.2.6 Binary coding

The output of a data compression encoder must always be bits, not quantized samples or pixels. Thus, the quantizer
is always followed by dinary encoderas illustrated in Figure 5.4. A compressor that consists simply of a quantizer
followed by a binary encoder will be calleddirect quantizerin contrast to a transform coder or some other coder
that involves a preprocessing step.

A binary encoder operates by assigning a distinct sequence of bits, cathel@aordo each level of the quantizer.
For example, an assignment of codewords to levels is shown below

000 001 010 011 100 101 110 111
level 1 level 2 level 3 level4 level5 level 6 level 7 level 8
e @ : © : © : © : o : o : o I o

Xmin Xmax

5There are sometimes advantages to using quantizers with unequal level spacings, but we will not deal with such quantizers in this lab. Uniform
guantizers are sometimes calletiform scalar quantizers distinguish them from more sophisticated quantizers that do not operate independently
on successive data samples.
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X[n,m] - 'bits ! -
: i Binary | oS} | Binary
x[n,m]——{uantizer Encoder [ " Decoder X[n,m]
Encoder Decoder

Figure 5.4: Block diagram of a direct quantizer

Such binary codewords are the output of the encoder when quantizing the data. The decoder will, eventually,
receive a binary codeword and output the corresponding quantization level as the reproduction of the original piece of
data. For instance, if the image pixgin, n] lies in the third segment of the quantizer, the binary encoder will produce
010, which when received, the decoder will produce level 3 as the reproductipmn of].

If, as often happens, the number of levels is a power of two Jlife= 2° whereb is an integer, then the simplest
approach is to make each codeword hiabés. It does not matter whidhbit sequence is assigned to which level, but
the usual scheme, as illustrated above, is to assign the binary sequence representing 0 to the smallest level, the binary
sequence representing 1 to the next largest level, and so on. With this type of binary coding, the encoder is fixed-length
(or fixed-ratg in the sense described earlier. Often, a better scheme is to use shorter codewords for the quantization
levels that occur more frequently, and longer ones for those that are used less frequently. Such variable-length codes
are used in JPEG and other high efficiency schemes.

5.2.7 Performance

There are two ways that we measure the performance of a compression system. First, we want to know how many
bits are required to store an image. The total number of bits produced by the encoder is equal to the number of blocks
multiplied by the number of bits required to encode one block. More commonly, we report the number of bits required
to store a single pixel. This is called tbeding rate R. The coding rate is equal to the number of bits required to code

a single block divided by the number of pixels in a block. Naturally, we prefer a lower coding rate.

The second performance measure is the amount of distortion introduced by the coder. Generally, we measure this
distortion by computing the mean-squared (MSE) or RMS error (RMSE). We also prefer to have low distortion, and
equivalently low error.

Unfortunately, we generally have to trade off between these two performance measures. That is, we can produce
a highly compressed (with a low coding rate) image, but this generally introduces a large RMS error. Alternatively,
we can have a very high-quality representation of an image (with low distortion), but such a representation requires
many bits to encode. Figure 5.5 shows an illustration of the tradeoff between the two performance measures. In the
laboratory assignment, you will produce a plot similar to this for compression using uniform quantization.

Performance of direct quantizers

Let us now analyze the performance of a direct quantizer, where the quantizer is uniforinwiti levels and range
[xmina xmax]-
Since the binary encoder for such a system asgidpits to each level, the coding rate is
R = b bits/pixel (bpp) (5.20)

Elementary theory predicts that when the quantizer range includes most values of the:jmageand whenA
is much smaller than the standard deviation of the image, then the MSE induced by quantizing with level Apacing
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can be approximated as follof¥s

MSE =~ 1A (5.21)
12
I — Tmi 2
— — max man 22
12 ( L ) (5.22)
_ 1 \20—2R
= lz(xmam Tmin) 27, (5.23)

This shows that if we were to shrink by a factor of 2, as would happeniifwere doubled and the range were held
constant, then the MSE would decrease by a factor of four. Equivalently, the last equation shows that this factor of
four reduction comes by increasing the coding rate by one bit per pixel.

When a quantizer is applied to data whose signal value distribution is fairly constant over a given range, then it is
usually good practice to choose the quantizer range to match the data range. This is generally the case when directly
guantizing images, so we will generally choasg;,, = 0 andz,,,q, = 255.

On the other hand, when quantizing data whose signal value distribution is quite uneven, then it may be best to
choose the quantizer range to be a subset of the data range. For example, in transform coding, it often happens most
of the data to be quantized is near zero but there are a few very, very large values. In such cases, experience has shown
that to design a quantizer with small MSE, one should normally choose the width of the range to be proportional to
the standard deviation of the data being quantized(d.€0. — Zmin) = ¢ X Std(x) = ¢+/Var(x). The constant of
proportionalityc is usually between 2 and 6. Smaller valueg @fork well for smaller values of,, and larger values
of ¢ work well for large values of.. Using this relation in (5.21), we find

1 1 [z — Zoin ) 2
MSE ~ —A2Z2= — [Zmex —mn 5.24
12 12 < L > ( )
¢ Var(z)
ST (5.25)
2
~ EVar(gc)rm. (5.26)

This shows that quantizer MSE is proportional to the variance of the data and inversely proportighal to

6See the document “Note: Th®? /12 Formula” by D.L. Neuhoff.

RMS Error

Coding Rate (bits/pixel)

Figure 5.5: There is an inherent tradeoff between coding rate and distortion.
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—| Quantizer ]|—| Binary Encodeb&-—-—| Binary Decodelr—
DFT £| Quantizer 4—|A[ ] Binary Encodek—-—‘—| Binary Decode||— IDFT

x[m,n]— Block - Block é_’)}[mln]

ﬂ| Quantizer E}ﬂ| Binary EncodeH—H Binary Decode||ﬂ

Encoder Decoder

Figure 5.6: A block diagram of a transform coder. The encoder divides the incoming imjages) into 1 x 8 blocks
and transforms each block into a sequence of 8 coefficidlits . . , ¢[7]. These coefficients are then quantized to yield
c[0],...,¢[7], and encoded into a binary representation. The decoder creates a reconstruction of the[imagdyy
decoding the binary codewords and inverting the transformation.

5.2.8 Designing a transform coder

In the previous sections, we have described the three main components of transform type data compression system.
In particular, in Section 5.2.4, we described a transform that uses an 8-point DFX 8blocks of image pixels. A
block diagram of the system based on this transform can be found in Figure 5.6.

To make this transform coder work well, though, the quantizers must be individually designed for each of the
eight types of (independent) coefficients. Indeed, if we quantize all eight types of coefficients with the same number
of levels, then the transform coder will not work substantially better than direct quantization (quantization without
preprocessing). Thus, for each of the eight types of coefficients, we must carefully choose the number of quantization
levels, L, and the quantizer range limits,,;, andx,, 4.

Let L, be the number of levels for each coefficiefit]. Further, let eacli.;, be a power of two such thdt, = 2%,
whereby, is the number of bits that we allocate to the transformed coeffieéht

It should be clear that choosing lar@ig’s will permit the transform coder to encode with less distortion. However,
the total number of bits produced by the encoder is the number of blégk,stimes the number of bits to encode
one block,zzzO bi. Thus, higherL's require more bits to store the signal, and thus a higher coding rate. For this
transform coder, we can calculate the coding r&teas

7
1
=3 > b bpp. (5.27)

In many situations, we are given a desired coding fate.g. R = 2 bpp. In this case, the question becomes how
we should divide these bits among the eight types of coefficients, i.e. how to chodgésthso they average to the
desired coding rat®, yet cause the distortion in the reproduction produced by the transform code to be as small as
possible.

Using (5.19), it can be shown tHat

7
MSE =) ~MSE[K], (5.28)
k=0

where MSHEk] is the MSE of the quantizer fafk]. In other words, the MSE of the transform coder is approximately
the sum of the MSE’s of the quantizers for the different coefficients.

“See the document titled “Notes: The Distortion of Transform Coding” by D.L. Neuhoff.
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5.3 Some M\TLAB commands for this lab

Let us first consider a transform coder where each type of coefficient is quantized with the same number of
bits/pixel, i.e. by = by = ... = b;. We assert without proof that such a transform coder has roughly the same
MSE as that of direct quantization with the same number of bits/pixel. Now, we will now argue that changing the
b[k]'s so that some are larger than others will make the transform coder work better than direct quantization.

From (5.26) we have that

MSE[K] ~ 11—2 & Var(c[k])27% | (5.29)

whereVar(c[k]) denotes the variance of tlg] values. One can see from the above that the coefficients with larger
variance will be quantized with larger mean-squared error. In particular the DC coeffiCi@jtasually have the
largest variance; so they will have the largest MSE. On the other hand3ifeeandc|7]'s usually have the smallest
variance and distortion.

Now suppose we increasg by one and decreage by one. From (5.27) we see that this will have no net effect
on the number of bits produced by the coder. However, from (5.29) we see that this decreases the (large) MSE of
the DC coefficientg[0] by a factor of 4, and increases the (small) MSE of ¢f#@ coefficients by a factor of 4. Is
it beneficial to decrease one MSE by 4, when another one increases by 4? We can see from (5.28) that indeed it is
beneficial. Decreasing a larger MSE by the factor 4 decreases the average in (5.28) more than increasing a small MSE
by the factor of 4 increases the aver&g€hus, what we want to do is shift bits towards the coefficients with larger
variances. This will make MSE smaller than if all coefficients were quantized with the same number of bits and,
therefore, smaller than the distortion of direct quantization.

More generally, in a well designed transform code, all of the AB&will be approximately the same. If they
were quite different, we could move a bit from a coefficient with small MSE to one with large MSE and achieve a
net decrease in overall MSE. In this light, we can see that the role of the transform is to make the variances of the
coefficients as different as possible. Some should be large, and others should be small.

5.3 SomeMATLAB commands for this lab

e Making a matrix into a vector. Especially when working with images, it is often useful to be able to convert a
matrix into a vector containing the same elements. lwrhas, we can do this for a matrix in the following
manner:

>>y = x();

After this operationy contains a “vectorized” version af. Specifically, ifx is anM x N matrix,y is a vector
whose firstM elements are the first column »f whose second/ elements are the second columrmxefand
so on. This is especially useful for calculating many of the signal statistics presented in this laboratory.

e Calculating signal statistics on images.To compute these statistics on images, we first need “vectorize” the
image.

1. Average value) (z):
>> M = mean(x(:))
2. Mean-squared valu@/S(x):
>> MS = mean(x(}).” 2)
3. Root-mean squared valuR}M S(x):

8For example24 + 4 is larger thar4/4 + 4 x 4.
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>> RMS = sqrt(mean(x(:).” 2))
4. VarianceVar(x).

>> variance = var(x(:));
5. Standard deviatiorfitd(x).

>> std_dev = std(x(}));

6. Signal value distribution. To compute a histogram with 256 bins centered at integers from 0 to 255, use
the command

>> hist(x(:),0:255);

e Loading images.Images are generally stored in some sort of standard file format, like TIFF or JPEG. To load

such an image file into MrLAB, we use the commarithread . Unfortunatelyimread generally returns
images as arrays of integers. This is unfortunate becausa M8 puts some heavy restrictions on the use of
integers. In particular, to prevent integer overflow you cannot perform arithmetic on integers. Thus, we need to
convert our loaded images into double precision arrays using the conthoabte . To load and convert an
image in the filemy_img.tif , for instance, use the command

>> x = double(imread('my_img.tif"));

Note that themread command will load many standard image file formats, including JPEG, PNG, BMP, TIFF,
PCX, and a host of others.

Displaying images. To display an image in MTLAB, there are actually a number of commands that must be
used simultaneously. To display the image itself, weinsgesc command. To tell MTLAB to display the
image as a gray-scale image, we use comntatatmap(gray) . To set the axes so that the aspect ratio is
correct, use the commanmis image . Finally, to add a “color bar” that relates image values to colors, use
thecolorbar command.Every image that you produce for this course must have a color bar; you will lose
points foreveryimage you display without a color bafo do all of these things at once to display an image
use the following code:

>> imagesc(your_img); colormap(gray); axis image; colorbar

You will be using this sequence of commands often, so you might wish to write a short function that executes
all of these commands simultaneously.

Quantizing an image: The functionquantize_fcn.m , which we provide to you for this lab, implements a
uniform quantizer for images and transform coefficients. It takes a signal, the desired number of quantization
levels (L), and the two numbers that define the quantization rangg, andz.,..... For instance, to quantize an
image,img, to 64 levels, use the command

>> [g_img, delta] = quantize_fcn(img,64,0,255);

g_img contains the quantized image, whilelta contains theA value used for quantization. Here, note that
Tmin = 0 @ndz,,q.. = 255. This separately quantizes each pixelro§ to one of 64 levels, in accordance with
the procedure described in the background section.

Using the DFT Coder: The DFT-based transform coder that we have described in this laboratory is provided
as three separate functions.
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— dft_block.m breaks the image intb x 8 blocks and computes the DFT of each block. If the image
is N x N, this function produces a series of eigfand imagesFork = 1,...,8, thek*" band image
contains the:[k — 1] coefficients for each block. For example, the- 1 band image, contains thg], or
DC, coefficients from each block. Each band image hasize N/8.

The eight band images are returned as a three-dimensional array. To produce the band images for an image,
img and then access the third band image, for instance, we would use the commands

>> A = dft_block(img);

>> A(,43);

Note that except for the first one, each band image contains both positive and negative values. However,
we can still display them usinighagesc .

— inverse_dft_block.m reconstructs the image from the matrix of band images returned by the func-
tion dft_block.m

— dft_coder.m  puts both of these blocks together by callidfy block , quantizing the coefficient
matrix, and reconstructing the image wittverse_dft_block

dft coder takes several input parameters, all of which are optional except the first one. The first
parameter is the image to encode. The second is a vector of bit allocdtjorisor instance, if we call
dft_coder like this

>> coded = dft_coder(img,[8 6 6 6 6 4 4 4]);

we quantize out[0] (DC) coefficients using 8 bits, the next four (real) coefficients with 6 bits each, and
the last three (imaginary) coefficients using 4 bits 8ach

Note that the number of bits required to encode a single pixel is equal to the average value of all of the
br's. Thus, the example above uses 5.5 bits per pixel.

When run,dft_coder returns the decoded image and also displays a table of useful statistics corre-
sponding to each coefficienftk]. To see this table, make sure that you put a semicolon at the end of your
call todft_coder

5.4 Demonstrations in the Lab Section

1. Images are signals too.
2. Signal compression
3. The “Almost JPEG” DFT Coder

4. Designing the coder

5.5 Laboratory assignment

1. (Imagesin MTLAB) In this problem, you'll familiarize yourself with the image capabilities okMAB along
with one particular image, the “cameraman.”

(a) (Display an image) Load the image “cameraman.tif”. (If your computer does not have the Image Process-
ing Toolbox, you'll need to download the file from the web page).

9Though more advanced coders may allow the allocation of fractions of bits, for this coder you must allocate a whole number of bits to each
coefficient. You can, however, assign no bits to a coefficient. In this case, that coefficient is simply set to a constant value.
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e [3] Display the image and include the resulting figure in your report.
e [1] Calculate the size of the image (the number of rows and columns) and the total number of pixels
in the image.
e [2] Find the minimum and maximum pixel values,,;, andz,,.. in the image.
(b) (Produce and interpret a histogram) Estimate the signal value distribution of this image by generating a
histogram with 256 bins centered at integers from 0 to 255.
e [3] Include the resulting plot in your report.
e [2] From this histogram, what signal values occur the most often in this image?
¢ [2] In words, describe which part(s) of the image corresponds to these signal values.
(c) (Examining signal values) It is useful to be able to think of images in terms of the signal values that make
them up. Download the M-fildisplay_square.m , which will help this process. Use this function to

display the pixel values in several rectangular segments of the “cameraman” image. Find, approximately,
the smallest rectangle of pixels that includes the black tip of the camera lens.

e [3]Includeinyourreporta plot frordisplay_square.m showing the pixel values of the rectangle
you found.

¢ [2] From this display, what are the row and column indices of this rectangle?

e [2] From this display, what are minimum and maximum values within this rectangle?

(d) (Signal representations) We know that this image takes on only integer values over a finite range, but there
are still a few different ways we can represent the image. In the original file, for instance, each pixel is
represented using 8 bits. InAlLAB, though, we convert the image into 64-bit double precision values.

e [1] How many bits are required to describe the entire image at 8 bits per pixel?
¢ [1] How many bits are required to describe the entire image at 64 bits per pixel?
e [1] How many possible pixel values can a 64-bit number represent?

2. (Direct quantization) In this problem, we will experiment with direct quantization as an image compression
mechanism. Download the functigmantize_fcn.m

Assumez,,;, = 0 andz,,, = 255 throughout this problem.

(a) (Quantize an image) Usgiantize_fcn  to quantize the “cameraman” image using 64 levels, 16 levels,
and 4 levels.

e [4] Display and include in your report the three resulting quantized images along with the original
usingsubplot . Again, make sure that you indicate which image is which.
e [2] Describe the effects of the quantization in these plots.
(b) (Plot quantization functions)
Use MATLAB to make a plot of the function being implementedjuantize_fcn.m . For example, for
the 64 level quantizer, ruquantize_fcn(u,64,0,255) for an input vectoo with elements ranging
from 0 to 255, and plot the resulting quantized values vetsus
¢ [2] Plot the quantization function for the 16 level quantizer.
e [2] Also, plot the histogram of image quantized with 16 levels, using 256 bins centered at integers
from 0 and 255.
(c) (Quantization as compression) For the 4, 16, and 64 level quantizers,

e [2] How many bits are needed to represent each pixel in one of these images?
¢ [2] How many bits are needed to represent each of these quantized images?
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(d) (Measuring quantization error) Find the “error image” (the difference between the original image and the
guantized image) corresponding to each of these quantized images.

e [4] Usingsubplot , display and include in your report the three error images in the same plot.
e [2] Can you see aspects of the original images in these plots?
e [3] Calculate the RMS error for each quantization of the image.

(e) (Evaluating RMS error predictions) Now, we want to compare the actual RMS error for “cameraman”
versus the predicted RMS error (based on the derivation in Section 5.2.7) for quantizers with 2, 4, 8, 16,
32, 64, and 128 levels.

e [4] Calculate the actual RMS error for each of these quantizers.

e [4] Calculate the predicted RMS errors for these quantizers.

e [4] Plot both the actual and predicted RMS error values versus the required number of bits per pixel.
e [2] For what number of bits per pixel is this prediction most accurate?

3. (Compression using a transform coder) In this problem, you will experiment with the DFT-based transform
coder that is described in the background section.

(a) (Create and examine band images) Download the MHildolock.m . Use it to generate the matrix of
band images for the “cameraman” image.

e [4] Usesubplot to display all eight band images simultaneously. dsis square  rather than
axis image when you display these band images.

e [2] Discuss the appearances of the various band images. For example, can you see any features of the
original cameraman image in any or all of them?

(b) (Reconstruct a coded image) Download the MAfileerse_dft_block.m . Use this function to re-
construct the original image from the set of band images producedt byiock

e [2] Compute the RMS error between the original and the transformed/inverse transformed image. (It
should be negligibly small.)

(c) (Designing coders for image compression) Download the Mdfifecoder.m . Our goal in using
dft_coder isto find appropriate parameters for the eight quantizers when compressing the “camerman”
image. Through intelligent design, we hope to achieve lower RMS error than with direct quantization of
the image using the same number of bits. We do this by allocating bits to each of our eight quantizers
independently.

i. (Design a 4 bpp coder) Find a 4 bits per pixel design with as small an RMS error as you can. You
should be able to get an RMS error less than 4. (Hint: As a general rule of thumb from Section 5.2.8,
bigger coefficients should get more bits.)

e [4] What bit allocation did you use, and what was the resulting RMS error?
o [3] Display the reconstructed image and the error image on the same figuresubpigt

e [2] Compare your RMS error to the RMS error of 4 bits per pixel uniform quantization that you
performed in problem 2e.

e [1] Compare the qualitative appearance of the reconstruction produced by the transform coder to
that produced by the direct quantizer.

ii. (Design a 3 bpp coder) Find a 3 bits per pixel design with as small an RMS error as you can. You
should be able to get an RMS error less than 6.4.

e [4] What bit allocation did you use, and what was the resulting RMS error?
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e [3] Display the reconstructed image and the error image on the same figuresubjpigt
e [2] Compare your RMS error to the RMS error of the 3 bits per pixel uniform quantization that
you performed in problem 2e.

¢ [1] Compare the qualitative appearance of the reconstruction produced by the transform coder to
that produced by the direct quantizer. (Note: You have not yet displayed the 3 bpp image, so you
will need to generate it for comparison.)

iii. (Design a 2 bpp coder) Find a 2 bits per pixel design with as small an RMS error as you can. You
should be able to get an RMS error less than 10.8.

e [4] What bit allocation did you use, and what was the resulting RMS error?
o [3] Display the reconstructed image and the error image on the same figuresubjpigt

e [2] Compare your RMS error to the RMS error of a 2 bits per pixel uniform quantization that you
performed in problem 2e.

e [1] Compare the qualitative appearance of the reconstruction produced by the transform coder to
that produced by the direct quantizer.

iv. (Comment on coder design) Given your experimentation with this transform coder,

e [2] Comment on the relative performances of direct quantization and transform coding as the
number of bits/pixel changes.

Food for Thought: In this lab, we've used a 1-dimensional transform for our coder. We can achieve significantly
better compression if we use a 2-dimensional transfdvmTLAB implements a two-dimensional DFT with the
commandft2 . As a challenging project, consider modifying the transform coder provided here to work on 4
x 4 or 8 x 8 blocks of an image. How much compression can you achieve with this modified coder?

4. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.

Postscript: JPEG Compression

In this lab, we've presented a transform coder here which uses some of the same basic ideas as JPEG compression.
However, JPEG achieves much higher compression rates that what we have seen, and with much less distortion. How
is this achieved? There are several modifications used in JPEG coding.

1. JPEG usesfvo-dimensional transfornirhis allows much greater compaction of the data into a few transform
coefficients.

2. JPEG uses a transform called thscrete cosine transforrwhich purely real, rather than the DFT. This removes
some of the redundancies in our coding method.

3. JPEG uses a technique callemh-length encoding This allows a coder to store a “run” of similar values by
indicating the value and the number of repetitions.

4. JPEG uses a variable-length coding scheme (often Huffman coding, which you may study in an intermediate
programming course on data structures and algorithms) to produce a bit stream for the final coded representation.

All of these improvements allow images to be significantly compressed with relatively small distortion. For more
information about JPEG coding, you might wish to look at the JPEG Tutorial:

http://www.ece.purdue.edu/"ace/jpeg-tut/jpegtutl.html
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Laboratory 6

FIR Filtering and Image Processing

6.1 Introduction

Digital filters are one of the most important tools that signal processors have to modify and improve signals. Part of
their importance comes from their simplicity. In the days when analog signal processing was the norm, almost all
filtering was accomplished with RLC circuits. Now, a great deal of filtering is accomplished digitally with simple (and
extremely fast) routines that can run on special digital signal processing hardware or on general purpose processors.

Sowhy do we filter signals? There are many reasons. One of the biggasiss reductionwhich we have
calledsignal recovery. If our signal has undesirable frequency components, e.g. it contains noise in a frequency
range where there is little or no desired signal, then we can use filters to reduce the relative amplitude of the signal
at such frequencies. Such filters are often caftedquency blocking filtersbecause they block signal components
at certain frequencies. For examplewpass filterdblock high frequency signal componenitsghpass filterdlock
low frequency signal components, doandpass filterblock all frequencies except those in some particular range (or
band) of frequencies.

There are a wide range of uses for filtering in image processing. For example, they can be used to improve the
appearance of an image. For instance, if the image has granular noise, we might smaottior blur the image to
remove such. Typically such noise has components at all frequencies, whereas the desired image has components at
low and middle frequencies. The smoothing acts as a lowpass filter to reduce the high frequency components, which
come, predominantly, from the noise. Alternatively, we might wardharpenthe image to make its edges stand out
more. This requires a kind of highpass filter.

In this lab, we will experiment with a class of filters called Fiiite impulse responjdilters. FIR filters are
simple to implement and work with. In fact, an FIR filtering operation is almost identical to the operationnifig
correlationwhich you have worked with in Laboratory 2. In particular, we will examine the use of FIR filters for image
processing, including both smoothing and sharpening. We will also examine their use on simple one-dimensional
signals.

6.1.1 “The Question”

e How do we implement FIR filters in MrLAB ?

e How can we improve the appearance of an image? Specifically, how can we remove noise or “sharpen” an
image?
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6.2 Background

6.2.1 Implementing FIR Filters

FIR filters are systems that we apply to signals. An FIR filter takes an input sifiaimodifies it by the application
of a mathematical rule, and produces an output sighdl This rule is generally called @ifference equatiorand it
tells us how to compute each sample of the output sighdlas a weighted sum of samples of the input sigtjal.
A common form of the difference equation is given as

M

ylnl = ) bezln — k] (6.1)
k=0

= box[n] + biz[n — 1] + baz[n — 2] + ... + byrx[n — M] (6.2)

Theby's are called thd=IR filter coefficientsand M is theorder of the FIR filter. The set of FIR filter coefficients
completely specifies an FIR filter. Different choices of the order and the coefficients leads to different kinds of filters,
e.g. to lowpass, highpass and bandpass filters.

Equation (6.1) defines the classazfusalFIR filters. A more general form is given by

Mo
y[n] > brzln— K| (6.3)
k=—M

b_anxn+ M+ ... +b_1x[n+1]
+ boz[n] + biz[n — 1] 4+ ... + bap,x[n — Ma] , (6.4)

whereM; and M, are nonnegative integers. Here, the order of the filtdfist+ M. WhenM; > 0, the FIR filter is
non-causal To calculate the “present” value 9fno|, a causal FIR filter only requires “presentl’ & ng) and “past”
(n < ng) values ofz[n]. Non-causal filters, on the other hand, require “future™ ng) values ofz[n]. Thus, a
filter with difference equation given byn] = z[n]| + z[n — 1] is causal, but a filter with difference equation given
by y[n] = z[n] + z[n + 1] is non-causal. The distinction between causal and non-causal filters is necessary if we
wish to implement one of these filters in real-time. Causal filters can be implemented in real-time, but to implement
non-causal filters we generally need all of the data for a signal before we can filter it.

Compare equation (6.3) with the equation for performing running correlation between atgigraaidz[n):

yln] = C(blk],zlk —n)) = > blklzk —n]. (6.5)

k=—o0

Recall that we thought of running correlation as a procedure where we “slid” one signal across the other, calculating
the in-place correlation at each step. If we consider thabjlseof an FIR filter form a signal, then the application

of an FIR filter uses the same procedure with two minor differences. First, when we apply an FIR filter, we are only
“correlating” over a finite range; however, we typically assume- 0 for k outside the rangg\{1, Ms]. Thus, we can

change the limits of summation to range oyemrc, co) without changing the result. Second, when applying a filter,

the signalz[n] is time-reversed with respect to the coefficientd. This is not the case for running correlation.

From the definition alone, it is not easy to see how a filter “works.” With the connection to correlation, though, we
can suggest an intuitive graphical understanding of this process which is shown in Figure 6.1. To calculate a single
sample ofy[n], we time-reverse the signal formed by thecoefficients (by flipping it across the = 0 axis). Then,
we shift this time-reversed signal laysamples and perform in-place correlation. The result isstheample ofy[n].

To build up the entire signaln|, we do this repeatedly, “sliding” one signal across the other and calculating in-place
correlations at each point.

That is,z[n — k] is a time-reversed version efk — n), just ass[—n] is a time-reversed version efn]. Note that we can “time-reverse” the
by coefficients rather tham[n] and achieve the same result.

100 The University of Michigan, All rights reserved



6.2.2 Edge effects and delay
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Figure 6.1: A graphical illustration of filtering. The filter coefficiertis,and signal to be filtered;[n], are shown on
the top axis. The middle axis showf:] and a time-reversed and shifted versiomofWe multiply these two signals
and sum the result to yield a single sample of the outgluf, which is shown on the bottom axis. For example, to
compute they[6] sample, we multiply the samples ©fn] by bs—,, and sum the result.

You may find it useful to go back to Lab 2 and review the algorithm for in-place correlation. In that description of
the algorithm, we used|n] where here we wish to use the signal formed bytifie. We can use this algorithm when
implementing FIR filters, as well. Note, however, that we want to time-reverdg, tbeefficients when we multiply
them by the incoming signal samples. That is, we always want to multiply_the coefficient by the newest sample
in the buffer.

6.2.2 Edge effects and delay

Suppose that we consider filtering a signdh], with a causal filter whose difference equation is given by

1 1 1 1 1
yln] = g:c[n] + g:c[n — 1]+ g:c[n — 2]+ g:z:[n —-3]+ g:c[n —4]. (6.6)
Thatis, by = (2,%,%,2,4), My = 0, and M, = 4. We can think of the operation of this filter as replacing each

sample ofz[n] with the average of that sample and the past four samples. As such, we often call filters like this
moving-average filtersThe result of this filtering for a particular signal is shown in Figure 6.2.

In this particular case;[n] has a supportinterval ¢, 28] and is zero outside of this range. Consider what happens
to the output signaly[n], near the edges of this range. First, the output sampl@gill be dominated by zeros from
outside of the support interval, because

1 111 1
_ 2 S04+ -0+=-0+-0. 6.7
y[0] 5:c[n]+50+50+50+50 (6.7)

Similarly, y[1], y[2], y[3], andy[4] will also be affected by these zeros, but to a lesser extent. This effect can be seen
in Figure 6.2 ag/[n| “ramps up” to the nominal values afn|. This effect is known as start-up transientA similar

effect occurs beyong[28], where the signal takes a few samples to “die off”. This effect is known anding
transient Both of these transients are knowneaige effectsand need to be considered when filtering.
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Figure 6.2: Input and output of a 5-point moving average filter.

What do the edge effects do to the support length of the output signal? Well, from Figure 6.2 we canige¢ that
has a support length four samples longer than thaf:gf In general, the length of the output signal which is non-zero
will be equal to the length of the input signal plus the order of the FIR filter.

There is one additional point that should be examined. Look at the location of the “dip” in Figure 6[2],Ithe
“dip” occurs at sample 18, but ig[n] it occurs at sample 20. In fact, the entire support interval[ef has not only
gotten larger, it has also been shifted over to the rightiéhalyed by two samples. Why is this? The delay introduced
by this filter results from the fact that each output sample is an average of samples to its left. If we instead define
this filter so that it considers two samples to both the right and left, we can eliminate this delay. That is, we define a
different difference equation:

yln] = 1J;[n +2]+ lac[n +1]+ 1ac[n] + 1ac[n -1+ 1J;[n —2]. (6.8)
5 5 5 5 5

This modification, though, has taken a causal filter and made it non-causal.

Delay is a common problem for causal filters. In fact, the only causal filter that does not introduce delay is a
zero-order amplifier system with a difference equaipt] = box[n]. This system changes the amplitude of a signal,
but does nothing else. Compare this to the system with difference equétioa x[n — N]. This system’s only effect
is to delay the signal byv samples. In some circumstances, the delay introduced by a causal filter does not affect
the operation of the system. For our purposes in this laboratory, we will need to be careful to account for the delay
introduced by FIR filters when comparing two signals with a mean-squared or RMS distortion measure.

6.2.3 Noise and distortion

One of the most common reasons to apply a filter is to attempt to renmse There is no single definition of noise,
but the most general usage describes noise as any unwanted component of a signal. For instance, a common type of
electrical noise has a sinusoidal characteristic with a frequency of 60 Hz. This noise arises from the frequency of the
alternating current used to distribute electricity. This 60 Hz signal can “leak” into other systems and corrupt sensor
measurements. Another common type of noisearglom noise This sort of noise typically has a jagged-looking
characteristic. It typically manifests itself as static in audio signals and “snow” in images.

Filtering gives us a means of reducing the noise in a signal thriraghency blockingln general, filters operate
by attenuating (i.e., blocking) certain frequencies in a signal while passing others with relatively little attenuation.
Note that removing noise in this way requires the noise to have a different frequency-domain description than the
signal of interest.
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sln] [ Recovery
Filter

X[n] — §[n] = X[n] + V[n]

vin]
Figure 6.3: A block diagram of additive noise and a recovery filter that attempts to remove the noise.

For instance, consider the example of 60 Hz sinusoidal noise. If our signal of interest is composed of frequencies
above 60 Hz, we can treat this component as low frequency noise and attempt to remove it with a filter that blocks low
frequencies. This sort of filter is generally calletighpass filter If our signal has components above and below 60
Hz, we might try to remove the corrupting signal by only eliminating frequencies near 60 Hz. This would require a
bandpass filter

Random noise typically has frequency components all over the spectrum. However, a good portion of these com-
ponents will usually have higher frequency than the frequencies in our signal. Thus, we might consider the application
of alowpass filterthat blocks high frequencies to reduce the amplitude of noise components.

Consider the block diagram in Figure 6.3. This is a model where a signal of intefestis corrupted by the
addition of a noise signali[n]. We apply arecovery filterto try to remove the noise component fraefm] = z[n] +
v[n]. The resulting signal i8[n] = &[n] + 9[n], wherez[n] is the filtered signal of interest (which we hope will be as
similar tox[n] as possible) andl[n] is the filtered noise signal (which we hope will be as small as possible). Often we
can tune the noise-removal filter to increase its “strength” (by, for instance, increasing the length of a moving average
filter). The “stronger” the filter, the more noise we can eliminate. Unfortunately, the filter also distorts the signal of
interest; a stronger filter will distort the signal of interest more. Thus, the use of filters to remove noise can be thought
of as finding a tradeoff between two types of distortion. The goal, then, is to find the point where the total distortion (as
measured by the mean-squared error or RMS error betwfegands[n]) is minimized as a function of filter strength.

Nonlinear filtering

While standard FIR filters can be useful for noise reduction, in some cases we may find that they distort the desired
signal too much. An alternative is to usenlinearfilters. Nonlinear filters have the potential to remove more noise
while introducing less distortion to the desired signal; however, the effects of these filters are much more difficult to
analyze.

Consider the case of an image, for instance. One of the most important features of images of natural scenes
areedges Edges in images are usually just sharp transitions where one object ends and another begins. If we are
attempting to remove high-frequency noise from an image, we will often apply a lowpass filter. Edges, though, have
considerable high-frequency content, so the edges in resulting image will be smoothed out. To get around this problem,
we can consider the application of a common nonlinear filter calladdian filter Median filters replace each sample
of a signal with the median (i.e., the most central value) of a block of samples around the original sample. That is, we
can describe the operation of the median filter as

y[n] = Median(z[n + M],...,zn],...,z[n — Ma)]) (6.9)

where
T((N+1)/2) N odd

6.10
3(x(n/2) +T(nj2+1)) N even ( )

Median(zy,...,zN) = {

and wherer ) is then™ smallest of the values; throughz x. Theorder of the median filter is given by, + Mo,
and it determines how many samples will be included in the median calculation. Note that the filter is noncausal
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because its output depends on future, as well as past and present, inputs. Unlike lowpass filters, median filters tend
to preserve edges in signals very well. These filters are also very powerful for removing certain types of noise while
introducing relatively little distortion. In this laboratory, we will examine the effect of applying nonlinear filters to
two-dimensional signals.

6.2.4 Filtering two-dimensional signals

The above discussions of filtering are for one-dimensional signals. Suppose we would like to filter two-dimensional
signals like images instead of just one-dimensional signals. There are three ways to approach this.

The first approach simply applies one-dimensional filters to each of the rows (or each of the columns) of an image.
This approach tends to produce an “uneven’ filtered signal that is, for instance, smoothed in one dimension but not the
other. This unevenness is generally not desirable and motivates a second approach.

The second approach is somewhat “stronger” than the first. This approach applies one-dimensionabiiters to
the rows and the columns. In this lab we will adopt the convention that we first filter the columns, and then filter the
rows of the resulting image. Most types of filters that we use in one dimension can be extended to two dimensions in
this fashion. For example, if we apply the moving average filter with difference equation give in equation (6.6), for
instance, this will have the effect of smoothing the image. Note that the edge effects and delay issues discussed earlier
also apply to two-dimensional filtering done in this fashion.

If we apply that moving average filter with order 4 to the columns and then the rows of the image, what is the
mathematical effect of the operation? It is not too difficult to see that each sample of the image has been replaced by
the average of & x 5 block of pixels. This suggests that we could describe this filtering operation in terms of two-
dimensional set of filtering coefficients. For instance, the difference equation for this two-dimensional filter would
be

y[m,n] = Zzim[m—k,n—l]. (6.11)

This operation is equivalent to filtering with a two-dimensional set of coefficigntsvhereb,, ; = % fork=0,....,4
andl =0,...,4.

This result suggests the third, most general, approach to FIR filtering of two-dimensional signals. The general
difference equation for this approach is

M; N
y[m,n] = Z Z bgz[m —k,n—1]. (6.12)
k=—M; l=—N;

[—My, M,] and[—N, N;| define the range of nonzero coefficients. Note that a filter, such as the one defined by
equation 6.11, izausalif M; and N; are non-negative. However, we should also note that in image processing,
causality is rarely important. Thus, two-dimensional FIR filters typically have coefficients centered as@und
schematic of such a set of filter coefficients is shown in Figure 6.4.

6.2.5 Image processing with FIR filters

If you've ever used photo editing software like Adobe Photoshop, you may have seen operations called “smoothing”
and “sharpening”. These and many similar operations are typically implemented using simple two-dimensional FIR
filters. We will consider three such operations in this laboratory: smoothingoy, edge findingand sharpening (or
edge enhancemént

We've already suggested that a moving average filter performs a smoothing operation. However, there are more
advanced ways of smoothing. Consider, for instance, a filter that weights samples nearby more strongly than those
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Figure 6.4: The coefficients of a two-dimensional moving average filter. In this figure, pixels exist at the intersection
of the horizontal and vertical lines.

that are far away. This performs a “weaker” smoothing, but it also introduces less distortion. Because of this, these
sorts of filters are often more useful for random noise reduction than standard moving average filters.

The “edge finding” filter highlights edges in an image by producing large positive or negative values while setting
constant regions of the image to zero. The most basic edge finding filter is a simple one-dimdinstatitierence
filter. A first difference filter has the difference equation

yln] = z[n] — z[n — 1]. (6.13)

This filter will tend to respond positively to increases in the signal and negatively to decreases in the signal. Adjacent
input samples that are identical (or nearly so), though, will tend to cancel one another, causing the output to be zero (or
close to zero). There are various two-dimensional “equivalents” of the first-difference filter, many of which respond
to edges of a particular orientation. One general edge-finding filter has the following difference equation:

ym,n] = izim+1,n+1] - zm+1,n + lizm+1,n-1]
- z[m,n+1] + 3z[m,n] - z[m,n—1] (6.14)
+ fzfm-1n+1 — zm-1,n + fzm—1,n-1]

This filter “finds” edges of almost any orientation by outputting a value with large magnitude wherever an edge occurs.
Both the first difference filter and this general edge-finding filter are examples of highpass filters. Note the “oscillatory”
pattern ofb; values such that adjacent coefficients are negatives of one another. This pattern is characteristic of
highpass filters. Note that both of these filters will typically produce both positive and negative values, even if our
input signal is strictly non-negative. Also note that for both of these filters, the averagelgf ¢befficients is zero;
this means that these filters tend to “reject” constant regions of an input signal by setting them to zero.

The third operation, sharpening, makes use of an edge finding filter as well. Basically, the sharpening filter pro-
duces a weighted sum of the output of an edge-finding filter and the original image. Suppaserthdtis the
original image, and/[m, n| is the result of filtering:[m, n] with the filter defined in equation (6.14). Then, the result
of sharpeningz|[m, n] is given by

z[m,n] = x[m,n] + by[m, n], (6.15)

whereb controls the amount of sharpening; higher values pfoduce a “sharper” image. Note thdin, n| can also
be viewed as the output of a single filter. For display purposes, wehrgiholdthe resulting signal so that the output
image has the same range of data values as the inputimage. That is, assuming that our input image has values between
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0 and 255, the final output of the sharpening operatign, n| will be

0 z[m,n] <0
Zlm,n] = ¢ z[m,n] 0<z[m,n] <255 (6.16)
255 255 < z[m, n|

Note that thresholding is@onlinearoperation, but it is not crucial to the sharpening process. This final result can also
be considered to be the output of a single nonlinear filter.

Sharpening is a useful operation when an image has undergone an undesired smoothing operation. This happens
frequently in optical systems when they are not entirely in focus. Unlike smoothing filters, though, sharpening filters
tend to enhance random noise; often they may make “noise-like” components of a signal visible where they were not
visible before.

6.3 SomeMATLAB commands for this lab

e 1-D Filtering in MATLAB: The usual method for causal filtering inAVILAB is to use thdilter command,
like this:

>> yy = filter(bb,1,xx);

(We'll use the second parameter later in the course when we study IIR filtersi a vector containing the
discrete-time input signal to be filtereldb is a vector of théy filter coefficients, angy is the output signal.
The first element of this vectdop(1) , is assumed to big.

By default, filter returns a portion of the filtered signal equal in lengthxxa Specifically, the resulting
signal includes the start-up transient but not the ending transient. This means that the output will be delayed by
an amount determined by the coefficients of the filter.

A method for filtering which does not introduce delay is often desirable, i.e. a noncausal filtering method, espe-
cially when calculating RMS error between filtered and original versions of a signal. The confittex@d

is meant as a two-dimensional filtering routine, but it can be used for 1-D filtering as well. Further, it can be
instructed to return a “delay-free” version of the output signal. When utiieg? , it is important thaix

andbb are either both row vectors or both column vectors. Then, we use the command

>> yy = filter2(bb,xx,'same");
wherexx is the input signal vectoygy is the output signal vector, arub is the vector of filter coefficients. If
the length of the vectdrb is odd, theh, coefficient is taken to be the coefficient at center of the vedaorlf

the length otb is even by is taken to be just left of the center. The outpufitiér2 has support equal to
that of the input signatx .

Though we will not use these additional options, we can also filtae return the full length of the filtered
signal (the length of the input signal plus the order of the filter) like this:

>> yy = filter2(bb,xx,'full’);

or just the portion not affected by edge effects (the length of the input signal minus twice the order of the filter),
like this:

>> yy = filter2(bb,xx,'valid");
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e 2-D Filtering in MATLAB: Three approaches to filtering a two-dimensional signal were mentioned in Sec-
tion 6.2.4. The first approach, which simply applies a one-dimensional filter to each row of the image (alterna-
tively, to each column) can be implementing with thetae commands described in the previous bullet.

The second approach applies a one-dimensional filter first to the columns and then to the rows of the image
produced by the first stage of filtering. If the one-dimensional filter is causal with coeffidigntstained in

the MATLAB vectorbb and the image is contained in the 2-dimensional matxixthen this approach can be
implemented with the command

>> yy = filter(bb,1,filter(bb,1,xx)")’;

Note that we do not need to vectorize the image because when presented with an matfilter applies
one-dimensional filtering to each column. However, to perform the second stage of filtering (on rows of the
image produced by the first stage), we need to transpose the image produced by the the first stage of filtering
and then transpose the final result again to restore the original orientation. This approach will introduce edge
effects at the top and on one side of the image; however the resulting image will be the same size as

The third approach uses a two-dimensional set of coefficignts If these coefficients are contained in the
matrixbb and the image is contained in the matxix, then the filter can be implemented with the command

>> yy = filter2(bb,xx,'same");

Note that thésame' parameter indicates that the filter is non-causal and thustheoefficient is located as
near to the center of the matidb as possible. The same alternate third parametefgtin2 that are listed
in the 1-D filtering section apply here as well.

e Generating filter coefficients: We will be examining the effects of many types of filters in this laboratory.
Some have filter coefficients that can be generated easilyan.iB . Others require a function (which we will
provide to you) to generate. Note that the the vectors representihg'sheill be column vectors.

1. AnL-point moving averagglter has filter coefficients given bgb = ones(L,1)/L
2. Afirst-differencdilter has filter coefficients given biyb = [1; -1] ;

3. The functiong_smooth produces coefficients for a particular type of smoothing (lowpass) filters with
easily tunable “strength’g_smooth takes a single real-valued parameter, which is the “width” of the
filter, and returns a set of tapered filter coefficients of the correspondinglfitte;or example,

>> bb = g_smooth(1.2);

returns the coefficients for a filter with “width” 1.2. ¢ smooth filter with width O will pass the input
signal without modification, and higher widths will smooth more strongly. Good nominal values for the
width range from 0.5 to 2. Thi, coefficients forg_smooth filters with several widths are plotted in
Figure 6.5.

4. The functiorg_smooth2 is the two-dimensional equivalent gf smooth . It again takes a single input
parameter (the width of the filter) and returns the two-dimensional set of filter coefficients of the corre-
sponding filter. For example,

>> bb = g_smooth(0.8);

returns the coefficients of a filter with width 0.8.

5. In Section 6.2.5, we presented a general-purpose two-dimensional edge-finding filter in equation (6.14).
The coefficients for this filter are given by
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Figure 6.5: The coefficients fay_smooth filters with varying widths.

>> bb = [.25, -1, .25; -1, 3, -1; .25, -1, .25];

6. In Section 6.2.5, we also discussed a method for implementing a sharpening filter. Since we include a
threshold operation, this operation is nonlinear and cannot be accomplished using only an FIR filter. Thus,
we provide thesharpen command, which takes an image and a sharpening “strength” and returns a
sharpened image:

>> yy = sharpen(xx,0.7);

The second parameter is the strength fadtoas discussed in Section 6.2.5. A sharpening strength of O
passes the signal without modification.

7. As described in Section 6.2.3, median filters are a special type of nonlinear filter, and they cannot be
described using linear difference equations. To use a median filter on a one-dimensional signal, we use the
command medfiltl like this:

>> yy = medfilt1(xx,N);

N is theorder of the median filter, which simply describes how many samples we consider when taking
the median. In two dimensiofsve usemedfiltl  twice:

>> yy = medfiltl(medfiltl(xx,N)',N)";

Again,Nis the order of the median filter. Here, we are using a one-dimensional filter on both the rows and
columns of the image. Note that sincedfiltl  operates down the columns, we need to transpose the
image between the filtering operations and again at the end.

6.4 Demonstrations in the Lab Section

e Filtering in MATLAB.

e FIR filters for noise reduction

2medfiltl s a part of the signal processing toolbox.
3We can also usmedfilt2 , but this function is a part of the Image Processing Toolbox which we do not require for this amect2
works by outputting the median of @i x NN block of the image.
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e Image processing with FIR filters

e Median filtering

6.5 Laboratory Assignment

1. (Noise reductionin 1-D) In this problem, you investigate noise-reduction on one-dimensional signals. Download
the filelab6_data.mat , which contains various signals for this lab. In this problem, we will consider the
signalsimple , which is a noise-free one-dimensional signal, aimdple_noise , which is the same signal
with corrupting random noise.

(a) (Effects of delay) First, we’ll examine the delay introduced by the two filtering implementatiiters,
andfilter2 , that we will be using. Filtesimple with a 7-point running average filter. Do this twice,
first usingfilter and then usingjlter2 with the'same' parametet.

e [3] Usesubplot andplot to plot the original signal and two filtered signals in three subplots of
the same figure.

e [2] One of the filtering commands has introduced some delay. Which one? How many samples of
delay have been added?

e [3] Compute the mean-squared error between the original signal and the two filtered signals. Which
is lower? Why?

(b) (Measuring distortion in 1-D) Now, ud#ter2 to apply the same 7-point running average filter to
the signalsimple_noise . Referring to Figure 6.3, we considsimple to be the signal of interest
z[n], simple_noise  to be the noise corrupted signdh], and their difference to be the noisén| =
s[n] — z[n]. Note that the lower of the two mean-squared errors that you computed in Problem 1a is
MS(Z[n] — z[n]), which is a measure of the distortion of the signal of interest introduced by the filter.

e [2] Compute the mean-squared error betwsenple andsimple_noise . Referring back to
Figure 6.3, this is\/ S(v[n]), the mean-squared value of the noise.
e [2] Compute the mean-square error between your filtered signaliampde . This value isM S(§[n]—
z[n]), which is a measure of how a good a job the filter has done at recovering the signal of interest.
¢ [1] Determine the distortion due to noise at the output of your reconstruction filterXi.8(o[n]))
by subtractingV/ S(z[n] — z[n]) from M S(§[n] — z[n]).
e [3] CompareM S(o[n]) andM S(3[n] —z[n]) to M S(v[n]). What is the dominant source of distortion
in this filtered signal?

(¢) (Running average filters in 1-D) Uditer2 to apply a 3-point, a 5-point, and an 9-point moving
average filter tsimple_noise

e [3] Usesubplot ,subplot ,andstem to plot the original signal, the three filtered signals, and the
three sets of filter coefficients, in seven panels of the the same figurepl@disefor the signals and
stem for the coefficients.)

¢ [3] Compute the mean-squared error between each filtered signalrapte .

e [2] Which of the four moving average filters that you have applied has the lowest mean-squared error?
Compare this value td7.S(v[n]).

(d) (Tapered smoothingfilter in 1-D) Download the filesmooth.m , and use it to generate filter coefficients
with “widths” of 0.5, 0.75, and 1.0. (Note the lengths of the returned coefficient vectors. You should plot
the filter coefficients to get a sense of how the “width” factor affects the them. Yiltk® to apply
these filters tsimple_noise

4Henceforth, every time you ugiter2 in this laboratory, you should use tteame’ parameter.
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e [3] Useplot andsubplot to plot the three filtered signals and the three sets of coefficients in six
panels of the same figure.

¢ [3] Compute the mean-squared error between each filtered signalrapte .

e [3] Which of these filtered signal has the lowest mean-squared error? Compare this value to the lowest
mean-squared error that you found for the moving average filters aldSt@[n]).

2. (Noise reduction on images) In this problem, you look at the effects of applying smoothing filters to an image
for noise reduction.
Download the filegpeppers.tif 5 andpeppers_noisel.tif . The first is a “noise-free” image, while
the second is an image corrupted by random noise. Load these two imagesimntasv

(a) (Examining 2-D filter coefficients) We'll be using the functignsmooth2 to produce filter coefficients
for this problem. To get a sense of what these coefficients look like, generate the coefficients for a
g_smooth2 filter with width 5. In two side-by-side subplots of the same figure:

e [2] Display the coefficients as an image usintagesc .
¢ [1] Generate a surface plot of the coefficients using the commaritbb)  (assuming your coeffi-
cients matrix is calledb).

(b) (Examine the effects of noise) First, we’'ll consider the noisy sigeapers_noisel

e [3] Use subplot to displaypeppers andpeppers_noisel side-by-side in a single figure.
Remember to set the color map, set the axis shape, and include a colorbar as you did in lab 4.
¢ [3] Compute the mean-squared error between these two images.
(¢) (Minimizing the MSE) Our goal is to find @ _smooth2 reconstruction filter that minimizes the mean-

squared error between the filtered image and the original, noise-free imagiit&y8e  when filtering
signals in this problem.

e [6] Find a filter width that minimizes the mean-squared error. What is this filter width and the corre-
sponding mean-squared error? (Hint: you might want to plot the mean-squared error as a function of
filter width.)

o [2] Display the filtered image with the smallest mean-squared error.

e [2] Look at some filtered images with different widths. Can you find one that looks better than the
minimum mean-squared error im&@eVhat filter width produced that image?

3. (Saltand pepper noise inimages) Next, we’'ll look at methods of removing a different type of random noise from
this image. Download the filpeppers_noise2.tif and load it into MaTLAB. This signal is corrupted
with salt and peppenoise, which may result from a communication system that loses pixels.

(a) (Examining the noise) First, let's see what we're up against. Salt and pepper noise randomly replaces
pixels with a value of either 0 or 255. In this image, one-fifth of the pixels have been lost in this manner.
e [2] Display peppers_noise2
e [2] Compute the mean-squared error between this imag@epgers .
(b) (Using lowpass filters) Now, let’s try using somesmooth?2 filters to eliminate this noise. Start by using

filter2 to filter peppers_noise2  with ag_smooth2 filter of width 1.3. Note that this is very close
to the optimal width value.

SLike “cameraman”, “peppers” is a standard image used for testing image processing routines. Our version, however, is smaller than the
traditionally used image.

6Though mean-squared error is widely used as a measure of signal distortion, it is well known that its judgments of quality do not always
correspond closely to the eye’s judgments of quality.
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o [2] Display the resulting image.
e [3] Compute the mean-squared error.
(c) (Using median filters) Finally, let's use a median filter to try to remove this noise. Apply median filters of
order 3 and 5 t@eppers_noise2
e [3] Usesubplot to display the two filtered images side-by-side in the same figure.
e [3] Compute the mean-squared errors between the median-filtered signg@le@rats .

e [2] Look at the filtered images and describe the distortion that the median filters introduce into the
signal.

e [3] Compare the median filter to thge smooth2 filters. Discuss both measured distortion and the
appearance of the filtered signals.

4. (Edge-finding and enhancing) In this last problem, we’'ll look at edge-finding and sharpening filters.

(a) (Applying a first difference filter) In order to see how edge-finding filters work, let’s start in one dimension.
Usefilter to apply a one-dimensional first difference filter to the sigiadple (which can be found
in lab6_data.mat ).
e [2] Plot the resulting signal.
e [3] There are five non-zero “features” of this signal. (These features should be clear from the plot.)
Describe them and what they correspond teimple .

(b) (“Finding” edges) Now we'd like to look at the effects of the general edge-finding filter presented in Section
6.2.5. Usdilter2 to apply this filter topeppers .
e [2] Display the resulting image.
e [2] Describe the resulting image.
e [2] Zoom in on the filtered image and examine some of the more prominent edges. What do you
notice about these edges? (Hint: Are they just a “ridge” of a single color?)

(c) (Sharpening animage) Downlosldarpen.m and use the function to display several sharpened versions
of thepeppers image.

e [3] Use subplot . to display the sharpened image with a “strength” of 1 next to the original
peppers image.

e [2] Zoom in on this sharpened image. What makes it look “sharper”? (Hint: Again, look at the
prominent edges of the images. What do you notice?)

e [2] The sharpened images (especially for strengths greater than 1) generally appear more “noisy” than
the original image. Speculate as to why this might be the case.

(d) (Using sharpening to remove smoothing) Finally, we want to try using the “sharpen” function to undo a
blurring operation. Download the filgeppers_blur.tif and load it into MATLAB.
e [2] Compute the RMS error betwe@eppers andpeppers_blur
e [6] Use sharpen to “de-blur” the blurred image. Find the sharpening strength that minimizes the RMS
error of the “de-blurred” image. Include this strength and its corresponding RMS error in your report.
e [2] Display the “de-blurred” image with the minimum RMS error and alonggidppers_blur
usingsubplot . Include the resulting figure in your report.
Note that sharpening is very much a perceptual operation. The minimum distortion sharpened image
may not look terribly much improved. Look at what happens as you increase the sharpening factor even
more. With additional “sharpening,” the (measured) distortion may increase, but the result looks better
perceptually.
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5. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.
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Laboratory 7

Decoding DTMF: Filters in the Frequency
Domain

7.1 Introduction

In Lab 6, you examined the behavior of several different filters. Some of the filters were “smoothing filters” that
averaged the signal over many samples. Others were “sharpening” filters that accentuated transitions and edges. While
it is very useful to understand the effects of these filters intithe-domairor (for images) thespatial-domainit is

often not easy to quantify these effects, especially when we are dealing with more complicated filters. Thus, just as we
did with signals, we would like to obtain a better understanding of the behavior of our filters in the frequency-domain.

Assuming that our filter is linear and time-invariant, we can talk about the filter haieg@ency responséVe
derive the frequency response in the following way. We know that if we put a complex exponential signal into such
a filter, the output will be a scaled and shifted complex exponential signal with the same frequency. The amount of
scaling and phase shift, though, is dependent on the frequency of the input signal. If we send a complex exponential
signals with some frequency through the filter, we can measure the scaling and phase shifting of that signal. The
collection of complex numbers which corresponds to this scaling and shifting for all possible frequencies is known as
the filter'sfrequency respons&he magnitude of the frequency response at a given frequency is the fithém'at that
frequency.

In this lab, we will be using the frequency response of filters to examine the problem soltelétiyone touch-
tone dialing The problem is this: given a noisy audio channel (like a telephone connection), how can we reliably
transmit and detect phone numbers? The solution, which was developed at AT&T, involves the transmission of a sum
of sinusoids with particular frequencies. In order for this solution to be feasible, we must be able to easily decode the
resulting signal to determine which numbers were dialed. We will see that we can do this easily by considering filters
in the frequency domain.

7.1.1 *“The Question”

e How can we decode telephone touch-tone (DTMF) signals?
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7.2 Background
7.2.1 DTMF signals and Touch TonéM Dialing

Whenever you hit a number on a telephone touch pad, a unique tone is generated. Each tone is actually a sum of
two sinusoids, and the resulting signal is calledual-tone multifrequencgor DTMF) signal. Table 7.1 shows the
frequencies generated for each button. For instance, if the “6” button is pressed, the telephone will generate a signal
which is the sum of a 1336 Hz and a 770 Hz sinusoid.

Frequencieg 1209 Hz| 1336 Hz| 1477 Hz
697 Hz 1 2 3
770 Hz 4 5 6
852 Hz 7 8 9
941 Hz * 0 #

Table 7.1: DTMF encoding table for touch tone dialing. When any key
is pressed, the tones of the corresponding row and column are generated.

We will call the set of all seven frequencies listed in this tableDiéViF frequencies These frequencies were
chosen to minimize the effects of signal distortions. Notice that none of the DTMF frequencies is a multiple of
another. We will see what happens when the signal is distorted and why this property is important.

Looking at a DTMF signal in the time domain does not tell us very much, but there is a common signal processing
tool that we can use to view a more useful picture of the DTMF signal. Speetrograms a tool that allows us to
see the frequency properties of a signal as they change over time. The spectrogram works by taking multiple DFTs
over small, overlapping segmehtsf a signal. The magnitudes of the resulting DFTs are then combined into a matrix
and displayed as an image. Figure 7.1 shows the spectrogram of a DTMF signal. Time is shown along the x-axis and
frequency along the y-axis. Note the bars, each of which represents a sinusoid of a particular frequency existing over
some time period. At each time, there are two bars which indicate the presence of the two sinusoids that make up the
DTMF tone. From this display, we can actually identify the number that has been dialed; you will be asked to do this
in the lab assignment.

7.2.2 Decoding DTMF Signals

There a number of steps to perform when decoding DTMF signals. The first two steps allow us to determine the
strength of the signal at each of the DTMF frequencies. We first employ a bank of bandpass filters with center
frequencies at each of the DTMF frequencies. Then, we process the output of each bandpass filter to give us an
indication of the strength of each filter's output. The third step is to “detect and decode.” From the filter output
strengths, we detect whether or not a DTMF signal is present. If it is not, we refrain from decoding the signal until

a tone is detected. Otherwise, we select the two filters with the largest output strengths and use this information to
determine which key was pressed. A block diagram of the DTMF decoder can be seen in Figure 7.2.

Step 1: Bandpass Filters

From Lab 2, you may recall that correlating two signals provides us with a measure of how similar those two signals
are. Since convolution is just “correlation with a time reversal,” we can use this same idea to design a filter that passes
a given frequency. If our filter's impulse response “looks like” the signal we want to pass, we should get a large
amplitude signal out; similarly, signals that are different will produce smaller output signals.

INote that each segment is some very small fraction of a second, and the segments usually overlap by 25-75%.
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Figure 7.1: A spectrogram of a DTMF signal. Each horizontal bar indicates a sinusoid that exists over some time
period.

When performing DTMF decoding, we want filters that pass only one of the DTMF frequencies and reject all
of the rest. We can make use of the correlation idea above to develop sizidpass filter We want our impulse
response to be similar to a signal with the frequency that we wish to pass; this is the ditetes frequencyThis
means that for a bandpass filter with center frequehaye want our impulse respongg,to be equal to

hk] = { sin(2rfck/fs) 0<k<M (7.1)

0 else

From this equation, we have an FIR filter with orddr. (Note that the support length of the impulse response is
M + 1.) What shouldM be? M is a design parameter. You may remember from Lab 3 that correlating over a long
time produces better estimates of similarity. Thus, we should get better differentiation between passed frequencies
and rejected frequencies M is large. There is a tradeoff, though. The longdéris, the more computation that is
required to perform the convolution. Thus for efficiency reasons we wouldike be as small as possible. More
computation also equates to more expensive devices, so we prefer shidlereasons of device economy as well.
Since we have seven DTMF frequencies, we will also have seven bandpass filters in our system; in our decoder system,
we will choose a different value dff for each bandpass filter.

Because of the relatively small set of frequencies of concern in DTMF decoding, we will see thatlamdyer
not necessarily produce better frequency differentiation. In order to judge how good a bandpass filter is at rejecting
unwanted DTMF frequencies, we will define thain-ratio, R. Given a filter with center frequendi and frequency
responsé4, the gain-ratio is

R MU 72)
max [H(f)]
wheref is in the set of DTMF frequencies alfd;é fe- In words, we defind? to be the ratio of the filter’s gain at its
center frequency to theext-highesgain at one of the DTMF frequencies. Having a high gain-ratio is desirable, since
it indicates that the filter is rejecting the other possible frequencies.

Note that since we will be comparing the outputs of a variety of bandpass filters, we also need to normalize each

filter by the center frequency gain. Thus, we will need to record not onlywhthat we select but also the center
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Figure 7.2: A block diagram of the DTMF decoder system. The input is a DTMF signal, and the output is a string of
numbers corresponding to the original signal.

frequency gain. You will be directed to record and include these gains in the lab assignment.

Step 2: Determining filter output strengths

In order to measure the strength of the filter's output, we actually want to measure (or follow) the envelope of the
filter outputs. To follow just the positive envelope of the signal, we first need to eliminate the negative portions of the
signal. If we simply truncate all parts of the signal below zero, we have apphetf-avave rectifier Alternately, we
can simply take the absolute value of the signal, in which case we have apfliikdvave rectifier It is possible to
build rectifiers using diodes, and it turns out that half-wave rectifiers are easier to design. However, full-wave rectifiers
are preferable, and they are no more difficult to implement irM\B . Thus, we will use full-wave rectifiefs See
Figure 7.3 to see the effects of these two types of rectifiers.

If we now pass the rectified signal through a smoothing filter, the output will be a nearly constant signal whose
value is a measure of the strength of the filter’s input at the center frequency of the filter. To accomplish this smoothing
we will use a simple moving average filter with impulse response

0<k<Mrp

else (7.3)

1
— M 1
hLP — { 0 LP+
The order of this filter iS\/;, p. The valueM, p (and thus the corresponding strength of the smoothing filter) is a design
parameter of the decoder system. When choaking, there is a tradeoff between amount of smoothing and transient
effects. If our filter's impulse response is not long enough, the output signal will still have significant variations. If
it is too long, transient effects will dominate the output of the filter. If it is too short, the system may “smooth over”
short DTMF tones or periods of silence. Note that in our decoder system, we will apply the same smoothing filter to
the output of each filter. Figure 7.3 shows the results of smoothing for half-wave and full-wave rectified signals.

Step 3: “Detect and Decode”

Once we have processed the outputs of the bandpass filters, we can now detect whether or not a DTMF tone is present
and, if it is, determine which key was pressed to produce it. Ultimately, we want to convert our signal into a sequence
of keys pressed to produce this sequence. The detect-and-decode step itself involves three steps.

2Note that the names “full-wave rectifier” and “half-wave rectifier” come from the circuit implementation of these systems
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Figure 7.3: A comparison of half-wave and full-wave rectification. Notice that full-wave rectification allows us to
achieve a higher output signal level after lowpass filtering.

The first step is to detect whether a DTMF tone is actually present at a particular time. If it is not, we risk making
an error in our decoding of the input signal. We detect the presence of a DTMF tone by comparing the rectified and
smoothed bandpass filter outputs to a thresholdf,any of the signals are greater than the threshold, then we decide
that a DTMF tone is present. Figure 7.4a shows the rectified-and-smoothed output from one of the bandpass filters
and the threshold to which it is compared. The threshold is a design parameter of the decoder. We generally want to
the threshold to be high enough that noise will not “trigger” the detector during a period of silence, but low enough
that noise won't pull the signal from a DTMF tone below the threshold. Figure 7.4b shows a noisy DTMF tone with
the threshold.

When the input signal is noisy, there is an additional problem during the transient portions at the beginning and
end of a DTMF tone. Near the threshold crossing, the noise could cause the signal to cross the threshold several times,
as shown in Figure 7.4c; this might cause a single DTMF tone to be decoded as multiple key presses. To avoid this
problem, we do not make a detection decision for every sample of the input signal. Instead, we only make a decision
every100 samples. This makes it more likely that there will only be one decision made in the vicinity of the threshold
crossing. It also reduces computation time somewhat. Note that the nu@hsisomewhat arbitrary. We can choose
a smaller number, but then we increase the risk the multiple-crossing problem. Alternatively, we can make it larger;
however, it we make it too large, our detector may miss short tones or silences.

The second step is to decode of the DTMF tones that we have detected in the previous step. By “decode,” we simply
mean that we must decide which key was pressed to generate a particular DTMF tone. To do this, we determine which
two bandpass filters have the largest output at each time when a DTMF tone was detected. Then, we effectively
perform a table look-up to see which key was pressed at these times. The result is a sequence of decoded numbers
corresponding to key presses. However, each DTMF tone will generally produce a sequence of identical numbers
since it is “decoded” at many times during the duration of the DTMF tone. To translate this sequence of numbers into
a sequence of key presses, we need a third step.

The third step simply combines adjacent, identical numbers in the decoded sequence. That is, a “run” of identical
numbers is replaced by a single number. Through this process, each DTMF tone is finally represented by a single
number. Note that for this process to work correctly, our sequence of numbers must also contain an indication of when
no tone was present. Otherwise, any repeated key press would be decoded as only a single key press.
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Figure 7.4: An illustration of the detector subsystem. (a) A clean DTMF signal is compared to a thresfimld;he
threshold should be set so that noise will not produce false tone detections or miss true tone detections in the presence
of noise. (c) Near the threshold crossing, noise can cause multiple detections.

7.2.3 Decoder Robustness

Whenever designing a communication system, like the DTMF coder/decoder described here, itis important to consider
how the system behaves in the presence of undesirable effects. For instance, the telephone system could corrupt our
DTMF signal with some amount of static. Under such conditions, how well would the decoder work? How much
noise can the system tolerate? These are all questions absobtistnes®f the decoder system to noise. No system

can work perfectly under less than ideal conditions, so it is important to understand when and how a system will fail.

In the lab assignment, we will examine the robustness of this system under noise.

7.2.4 Sidenote: Searching Parameter Spaces

Quite frequently, you will find yourself in the position of searching for a “good value” for a particular parameter about
which you have no other information. In these cases, there are some techniques that we can employ to speed the search.
The basic idea is that we want to get “in the ballpark” before we worry about finding locally optimum solutions. To

do this, we think about varying parameters over factors of 2 or factors of 10. Thus, you might try parameter values of
0.01,0.1, 1, 10, and 100 to get a general notion of how the system responds to a parameter. Once we have done this,
we can then isolate a smaller range over which to optimize. This prevents us from spending too much time searching
aimlessly.

7.3 SomeMATLAB commands for this lab

e Computing the frequency response of an FIR filter The MATLAB commandreqz returns the frequency
response of a filter at a specified number of discrete-time frequencies. The general Usage ofor causal
FIR filters is

>> [H,w] = freqz(bb,1,n);

Here,bb is the set of filter coefficients (i.e., the impulse response) of the FIR filtisrthe number of points in
the rangd0, 7) at which to evaluate the frequency responses the frequency response, awds the set ofn
corresponding discrete-time frequencies, which are spaced uniformly from.0Ttbe frequency responsid,
is a vector of complex numbers which define tien (abs(H) ) andphase-shif{fangle(H) ) of the filter at
the given frequencies.
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Alternatively, we can evaluate the frequency response only at a specified set of frequencies by neplétbing
a vector of discrete-time frequencies. Thus, the command

>> H = freqz(bb,1,[pi/3, pi/2, 2*pi/3]);

returns the frequency response at the discrete-time frequeﬂ}mc@sand%”.

When we apply a filter to a sampled signal with sampling frequénc{in samples per second), we can evaluate
the frequency response at the discrete-time frequencies corresponding to a specified set of continuous time-
frequencies in Hertz in the following manner:

>> H = freqz(bb,1,[100 200 400 500]/fs*2*pi);

This converts the specified continuous-time frequencies into discrete-time frequencies and evaluates the fre-
guency response at those points.

e Sorting a vector: The MATLAB commandsort  sorts a vector in ascending order. Thus, given a vecttie
command

>> y = sort(x);

produces a vector such thaty(1) is the smallest value ir andy(end) is the largest value ir.

e Creating matrices of ones and zerosin order to create arrays of arbitrary size containing only ones or only
zeros, we use the MLAB ones andzeros commands. Both commands take the same set of input parameters.
If only one input parameter is used, a square matrix with the specified number of rows and columns is generated.
For instance, the command

>> x = ones(5);

produces & x 5 matrix of ones. Two parameters specify the desired number of rows and columns in the matrix.
For instance, the command

>> x = zeros(4, 8);

produces & x 8 matrix (i.e., four rows and eight columns) containing only zeros. To generate column vectors
or row vectors, we set the first or second parameter to 1, respectively.

e The DTMF Dialer: dtmf_dial.m is a DTMF “dialer” function. It takes a vector of key presses (i.e., a
phone number) and produces the corresponding audio DTMF sidiatie that this function as provided is
incomplete; you will be directed to complete it in the laboratory assignn{@tie lines of code that you need
to complete are marked with7) To produce the DTMF signal that lets you dial the number 555-2198, use the
command:
>> signal = dtmf dial([6 5 5 2 1 9 8]);

An optional second parameter will cause the function to display a spectrogram of the resulting DTMF signal:

>> signal = dtmf_dial((5 5 5 2 1 9 8],1);
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120

This function assumes a sampling frequency of 8192 samples per second. Each DTMF tone has a length of 1/2
second, and the tones are separated by 1/10 second of silence. Note that the number 10 correspbnds to a
11 corresponds to'@' , and 12 corresponds tg*a

The DTMF Decoder: dtmf_decode.m is an (incomplete) DTMF decoder function. (Once again, the lines
of code that you need to complete are marked with)dt takes a DTMF signal (as generateddiynf_dial )

and returns the sequence of key-presses used to create the signal. Thus, if our DTMF signal isstpred in

we decode the signal using the command:

>> decoded = dtmf_decode(signal);

An optional second parameter will cause the function to display a plot of the smoothed and rectified outputs of
each bandpass filter:

>> decoded = dtmf_decode(signal,1);

Bandpass Filter Characterization: dtfm_filt_char.m is a function that we will use to help us calculate
gain-ratios for the bandpass filters used in the DTMF decoder. We use the function to focus on one of the
bandpass filters at a time. The function takes two parameters: the rdégne of the bandpass filter's impulse
responses and the center frequency in Hé&dz,, of that filter. The function returns a vector containing the gain
(i.e., the magnitude of the frequency response) at each of the DTMF frequencies, from lowest to highest. It also
produces a plot of the frequency response with locations of the DTMF frequencies indicated. Use the following
command to execute the function:

>> gains = dtmf_filt_char(M,frq);
A second optional parameter lets you suppress the plot:
>> gains = dtmf_filt_char(M,frq,0);

Testing the robustness of the DTMF decoderdtmf_attack.m is a function that tests the DTMF decoder

in the presence of random noise. This function generates a standard seven digit DTMF signal, adds a specified
amount of noise to the signal, and then passes it through your compltetéddecode function. The decoded

string of key presses is compared to those that generated the signal. Since the noise is random, this procedure
is repeated ten times. The function then outputs the fraction of trials decoded successfully. The function also
displays the plot from the last executiondifnf_decode . (Note: since each call tdtmf_decode takes a

little time, this function is rather slow. Be patient with it.)

For instance, to test the system with a noise power of 2.5, we use the following command:
>> success_rate = dtmf_attack(2.5);

The result is a number that provides the fraction of the 10 trials that were successful.

Althoughdtmf_attack  is a complete function, it caldtmf_dial anddtmf _decode , each of which you
must complete.
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7.4 Demonstrations in the Lab Section

Examining the frequency response of FIR filters

Dual tone multi-frequency signals

Generating “synthetic” DTMF signals.

Bandpass filters

The DTMF decoder

Noise and the DTMF decoder

7.5 Laboratory Assignment

1. (The DTMF dialer.) Before we can decode a DTMF signal, we need to be able to produce DTMF signals. In
this problem, we’ll write a function that takes a phone number and produces the corresponding DTMF signal,
just like the telephone would produce if you dial the number.

Download the functiodltmf_dial.m , which is a nearly complete dialer function. You simply need to replace

the question marks by code that completes the function. The first missing line of code generates a DTMF tone
for each number in the input and appends it to the output signal. The second line of code appends a short silence
to the signal to separate adjacent DTMF tones.

e [8] Complete the function and include the code in your lab report.

e [3] Using your newly completed dialer function, execute the following command to create a DTMF signal
and display it's spectrogram:

>> signal = dtmf _dial((1 2 3 4 56 7 8 9 10 11 12],1);

Include the resulting figure in your report. Note how each key press produces a different pattern on the
spectrogram.

e [4] What is the phone number that has been dialed in Figure 7.1?

2. (The bandpass filters of the DTMF Decoder.) As we have noted, a key part of the DTMF decoder is the bank
of bandpass filters that is used to detect the presence of sinusoids at the DTMF frequencies. We have specified
a general form for the bandpass filters, but we still need to choose the filter orders and create their impulse
responses. In this problem you will be identifying good valuesior

(a) (The impulse response of one bandpass filter.) First, we need to be able to create the impulse response for a
bandpass filter. Using equation (7.1) with a sampling frequghney8192 Hz andV/ = 50, use MATLAB
to create a vector containing the impulse responsef a 770 Hz bandpass filter

e [4] What is the command that you used to create this impulse response?
e [2] Usestem to plot your impulse response.
(b) (The frequency response of one bandpass filter.) When we talk about the response of a filter to a particular
frequency, we can think about filtering a unit amplitude sinusoid with that frequency and measuring the
amplitude and phase shift of the resulting signal. We can certainly do thissin.Ms , but it's far simpler

to use théreqz command. Here, you'll usieqz to examine the frequency response and gain-ratio of
a bandpass filter like the ones we'll use in the DTMF decoder.

SRemember that if a filter has ord@#, the support length of the impulse response shoulti/bg- 1.

The University of Michigan, All rights reserved 121



Laboratory 7. Decoding DTMF: Filters in the Frequency Domain

e [4] Usefreqz to calculate the frequency response of your 770 Hz bandpass filter at all seven of the
DTMF frequencied Calculate the gain at each frequency, and include these numbers in your report.

¢ [3] From the frequency response of your filter at these frequencies, calculate the gaifratio,

¢ [2] Do you think that this is a good gain-ratio for our bandpass filters? (Hint: You might want to come
back to this problem after you've worked the remainder of this problem.)

(c) (Choosing)M for this bandpass filter.) Now, we'd like to see what happens when we chdnfge your
770 Hz bandpass filter. We've provided you with a function that will facilitate this. Download the file
dtmf_filt_char.m . This function will help you to visualize the frequency response of these filters
and to determine their gain at the DTMF frequencies.

e [1] Use this function to verify that the gains you calculated in Problem 2b were correct.

e [2] Include the frequency-response plot tlanf filt _char produces in your report.

e [4] The frequency response of this filter is characterized by several “humps” which are typically called
lobes Describe the frequency response in terms of such lobes. Maand examine the plots that
result (you do not need to include these plots). Describe the differences in the frequency response as
M (which represents the length of the filter’'s impulse response) is changed.

e [1] What happens to the relative heights of adjacent lobedd as changed?

e [2] What features of the filter’s frequency response contribute to the gaink&tio

e [2] For what values of\f do we achieve gain ratios greater than 10?

(d) (A function for computing gain ratios.) You'll need to compute the gain-ratio repeatedly while finding
good design parameters for the bandpass filters, so in this problem you’ll automate this task. Write a
function that accepts a vector of gains (such as that returnettnbly filt_char ) and computes the
gain ratio,R. (Hint: This is a simple function if you use thedrt command. You can assume that the
center frequency gain is the largest value in the vector of gains.)

e [6] Include the code for this function in your report.

(e) (Specifying the bandpass filters.) For each bandpass filter that corresponds to one of the seven DTMF
frequencies, we want to find a choiceMfthat yields a good gain ratio but also minimizes the computation
required for filtering.

To do this, for each bandpass filter frequency, disef filt_char and your function from Problem
2d to calculateR for all M between 1 and 200. Then, pl&t as a function ofd/. You can save some
computation time by setting the third parametedtf filt_char to zero to suppress plotting. You

should be able to identify at least one local maxiniwhR on the plot. The “optimal” value ol that
we are looking for is the smallest one that produces a local maximugtbét is greater than 10.

e [4] Create this plot of? as a function of\/ for the bandpass filter with a center frequency of 770 Hz.
Include the resulting plot in your report.

e [2] Identify the “optimal” value of M for this filter, the associated center frequency gain, and the
resulting value ofR.

e [12] Repeat the above two steps for the remaining six bandpass filters. (You do not need to include the
additional plots in your report.) Create a table in which you record the center frequency, the optimal
M value, the associated center frequency gain, and the resulting vale of

3. (Completing the DTMF decoder.) Now we have designed the bank of bandpass filters that we need for the
DTMF decoder. In this problem, we’ll use the parameters that we found to help us complete the decoder design.

4Remember that our system uses a sampling frequency of 8192 Hz
5A local maximunis basically just a point on the plot that is larger than all other values in its vicinity. It may or may not be the highest possible
peak, which is called thglobal maximum
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Download the filedtmf_decode.m . This function is a nearly complete implementation of the DTMF decoder
system described earlier in this lab. There are several things that you need to add to the function.

(a) (Setting thell’s and the gains of the bandpass filters.) First, you need to record your “optimized” values
of M and the center frequency gains in the function. Replace the question marks on line 29 by a vector of
your optimized values oM. They should be in order from smallest frequency to largest frequency. Do
the same on line 32 for the variabBwhich contains the center frequency gains.

e [2] Make these modifications to the code. (At the end of this problem, make sure that you include
your completed function in your report.)

(b) (Setting the impulse responses of the bandpass filters.) Also, you need to define the impulse response for
each bandpass filter on line 49. Use equation (7.1) for this, where the filter’s order is giNvgi) by

¢ [3] Make this modifications to the code.

(c) (Selecting the order of the post-rectifier smoothing filter.) Next, you need to specify the post-rectifier
smoothing filterh_smooth . Temporarily set both_smooth (line 36) andhreshold (line 40) equal
to 1 and rundtmf_decode on the DTMF signal you generated in Problem 1. This function displays a
figure containing the rectified and smoothed outputs for each bandpass filteh Wittooth equalto 1,
no smoothing is done and we only see the results of the rectifier in this figure. We will use moving average
filters of orderM p, as defined by the MrLAB command

>> h_smooth = ones(M_LP+1,1)/(M_LP+1);

We want the smoothed output to be effectively constant during most of the duration of the DTMF tones,
but we don’t want to smooth so much that we might miss short DTMF tones or pauses between tones.

e [4] Examine the behavior of the smoothed signal when you replace line 36 with moving average
filters with orderM , p equal to 20, 200, and 2000. Which filter ord&f;, p gives us the best tradeoff
between transient effects and smoothing?

e [1] Seth_smooth to be the filter you have just selected.

(d) (Detection threshold.) Finally, you need to identify a good valudHoeshold . threshold  deter-
mines when our system detects the presence of a DTMF sidtmal. decode plots the threshold on its
figure as a black dotted line. We want the threshold to be smaller than the large amplitude signals during
the steady-state portions of a DTMF signal, but larger than the signals during the start-up transients for
each DTMF tone. (Hint: When choosing a threshold, consider what might happen if we add noise to the
input signal.)

e [4] By looking at the figure produced bgtmf_decode , what would be a reasonable threshold
value? Why did you choose this value?
e [2] Setthreshold  to the value you have just selected.

e [2] Now, executedtmf decode and include the resulting plot in your report. (Note: You can
include this plot in black and white, if you like.)

e [2] dtmf_decode should output the same vector of “key presses” that was used to produce your
signal. What “key presses” does the function produce? Do these match the ones used to generate the
DTMF signal? If not, you've probably made a poor choice of threshold.

(e) Remember to include the code for your complatedf decode function in your report.

4. (Robustness of the DTMF decoder to noise.) In the introduction to this lab, we indicated that we would be
transmitting our DTMF signals over a noisy audio channel. So far, though, we have assumed that the decoder
sees a perfect DTMF signal. In this problem, we will examine the effects of additive noise on the DTMF decoder.
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(a) Download the filetmf_attack.m . Executedtmf_attack  with various noise powers. Find a value
of noise power for which some but not all of the trials fail.

e [3] What value of noise power did you find? (Hint: use the parameter searching method discussed in
the background section to speed your search).

e [6] Make a plot of the fraction of successes versus noise power. Include at least 10 values on your plot.
Make sure that your minimum noise power has a success rate at (or at least near) 1 and your maximum
noise power has a success rate at (or near) 0. Try to get a good plot of the transition between high

success rates and low success rates. While making this plot, pay attention to the types of errors that
the decoder is making.

(b) By examining the plots for failure trials and the types of errors that the decoder is making, you should be
able to speculate about the source of the errors.

e [3] What types of errors is the system making when it decodes the noisy signals?

e [2] Speculate about what could you do to the decoder in order to increase the system’s tolerance to
additive noise.

5. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.
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Laboratory 8

Classification and Vowel Recognition

8.1 Introduction

The ability to recognize and categorize things is fundamental to human cognition. A large part of our ability to
understand and deal with the world around us is a result of our ability to classify things. This task, which is generally
known asclassification is important enough that we often want to design systems that are capable of recognition and
categorization. For instance, we want vending machines to be able to recognize the bills inserted into the bill changer.
We want internet search engines to classify web pages based on their relevance to our query. We want computers that
can recognize and classify speech properly so that we can interact with them naturally. We want medical systems that
can classify unusual regions of an x-ray as cancerous or benign. We want high speed digital communication modems
that can determine which sequence of, say, 64-ary signals that was transmitted.

There is a vast array of applications for classification. We have actually already seen some of these applications.
Detection, which we studied in Labs 1 and 2, is a form of classification where we chose from only two possibilities. In
this lab, we consider one popular application of multiple-alternative classification: speech recognition. In particular,
we will focus on a simplified version of speech recognition, namalwel classificationThat is, we will experiment
with systems that classify a short sighal segment of an audio signal which corresponds to a spoken vowel, such as an
“ah”, an “ee”, an “oh”, and so on. (We won't deal with how one determines that a given segment corresponds to a
vowel.) In the process, we will develop some of the basic ideas behind automatic classification.

One of these basic ideas is that an item to be classified is calletstamce For example, if each of 50 short
segments of speech must be individually classified, then each segment is considered to be one instance. A second
basic idea is that there is a finite set of prespecifiedseso which instances may belong. The goal dflassifier
systen{or simply aclassifie)) is to determine the class to which a presented instance belongs. A third basic idea is that
to simplify the process, the classification of a given instance is based on afsatwé valuesThis set is a relatively
small list of numbers that, to an appropriate degree, describes the given instance. For example, a short segment of
speech might contain thousands of samples, but we will see that vowel classification can be based on feature sets
with as few as two components. A fourth basic idea is that classification is often performed by comparing the feature
values for an instance to be classified with sets of feature values thapaesentativeof each class. The output of
the classifier will be the class whose representative feature values are most similar, in some appropriate sense, to the
feature values of the instance to be classified.

8.1.1 “The Question”

e What is the general framework for performing automatic classification?
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Figure 8.1: Block diagram of a general classifier system.

e How can we recognize and classify vowels in a speech recognition system?

8.2 Background

8.2.1 An Introduction to Classification

You may recall Lab 7, in which we developed a system for decoding DTMF signals into the sequence of key-presses
that produced the original signal. Our DTMF decoder was actually performing classification on each segment of the
DTMF signal. Classification is a process in which we exanmiseancef some thing (like an object, a number, or a
signal) and try to determine which of a number of groupglasseseach instance belongs to. We can think of this as

a labeling process. In our DTMF decoder, for example, we looked at a given segment of the signal and labeled it with
a number corresponding to an appropriate key press.

Generally, classification is a two-stage process. Figure 8.1 shows a block diagram of a classifier system. First, we
need some information about the instance that we are considering. This information is traditionally referred to as a set
of features If we are classifying people, for instance, we might use height, weight, or hair color as features. If we are
classifying signals, we might use power, the output of some filter, or the energy in a certain spectral band as features.
So that we can deal with our features easily, we generally like to have a set of measurable features to which we can
assign numericdkature valuesWhen we are using more than one feature to describe an instance, we typically place
all of the feature values intofaature vectorf = (f1, fo,..., fn). N is the number of elements in the feature vector
and is called theimensiorof the feature vector. A feature vector is calculated for each instance we wish to classify by
measuring the appropriate aspects of that instance. As shown in Figure 8.1, the first block is the “feature calculator,”
which takes an instance (of a signal, for instance) and produces the set of numerical feature values. For our DTMF
decoder, our features were the spectral strength of a given segment of the signal at each DTMF frequency. That is, the
feature calculator produced a seven-element feature vector, one for each DTMF frequency.

The second stage of classification, the “feature classifier” (which we have previously called a “decision maker”).
uses the feature vectors to decide which class a feature vector belongs to. Generally, we make this decision by
comparing the feature vector for an instance to each member of a mgire$entative feature vectomne for each
class under consideration. The idea is that the feature classifier labels the instance as the class that has the most
similar representative feature vector. We will discuss the specifics of the feature classifier after we have presented a
classification examplé.

Before we continue, we should note the relationship between what we previously called “detection” and what we
now call “classification”. Detection generally refers to binary “signal present” or “signal not present” decisions. For
instance in Lab 1, we used energy to decide whether a signal was present or not, and Lab 2 we used correlation to
make such decisions. As such, detection, is generally considered to be a special case of the more general notion of

1The classifier for the DTMF decoder can be viewed as implicitly operating in this fashion. It is an interesting exercise to find the representative
feature vectors implicitly used.

126 The University of Michigan, All rights reserved



8.2.2 A classification example

classification, which refers to decisions among two or more classes. However, this usage is not universal. For example,
“detection” is sometimes used to describe a system that decides which of 64 potential signals was transmitted to a
modem, each representing a distinct pattern of 6 bits. This lab assignment also generalizes the idea, used in Labs
1 and 2, that decisions are made on a single number or feature. However, as noted before, Lab 7 also used such a
generalization.

8.2.2 A classification example

The easiest way to get a feel for classification problems is to consider an example. Suppose that we have a large
number of flowering plants in our garden, each of which belongs to one of two different types, A and B. We know
which plant belongs to each type, but they all look very similar. Now, we may know which of our plants belong to
which type, but we would also like to be able to classify new plants as either Type A or Type B as we expand our
garden. To do this, we witlesigna classifier for these plants. The plants in our garden with known type will form our
design sefor training se) and will be used for designing the classifier.

If we happen to know that Type A plants tend to be taller than Type B plants, this suggests that we might be able
to use the plant’s height as a feature for classification. Suppose we measure the heights of all of the plants in our
garden (our design set) and then plot a histogram of this data. We might see something like Figure 8.2. This is an
unusually good case in which we have two readily-distinguisthestersof feature values. The type A plants form a
cluster with heights centered around a mean (i.e. average) of 50 centimeters, and the type B plants form a cluster with
heights centered around a mean of 40 centimeters. Most importantly, the two clusters do not overlap. This suggests
that classification can indeed be based on plant height.

How do we use this information to classify a new plant (i.e., a new instance)? Intuitively, if the new plant’s height
is closer to the Type A mean of 50 cm than to the Type B mean of 40 cm, we should classify the plant as type A rather
than type B. In this case, we can use a simple threshold test. If a new plant’s height is greater than 45 cm (which is
halfway between two mean feature values), we classify the new plant as Type A. Conversely, if it's height is less than
45 cm we classify it as Type B. In other words, for each class, we use the mean feature value as the class representative,
and we compare the feature value of a new instance to be classified (it's height) to the two medesdettie class
whose representative feature value (its mean) is closest to the feature value of the given instance.

Figure 8.3 (left) shows a histogram of plant heights in a more troublesome scenario. In this case, Type A plants
still tend to be taller than Type B plants, but there are a significant number of plants that we will confuse (that
is, misclassify) if we decide exclusively using this one feature. Though we will typically need to deal with some
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Figure 8.2: A simple example where one feature (plant height) is sufficient to perform classification. This histogram
shows how many plants have a given height.
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Figure 8.3: An example where a histogram of one featum®tsufficient to perform perfect classification (left), but a
scatter plot of two features shows a clear separation between the two classes (right).

classification error, we can often reduce it by adding more features. Suppose we measure not only the height of the
plant but also the average length of its leaves. Now, instead of a histogram, we can look at the training set of features
using ascatter plotin which we plot a point for each feature vector in our training set. We put one of the two features
along each of the plot’s axes. For example, a scatter plot for the two features just mentioned for each plant is shown
in Figure 8.3 (right). Here we again see two distinct clusters, which suggests that we can classify with little error by
using these two features togetRer.

How do we design a classifier for this case? We cannot simply use a threshold on one of the features. Instead, we
will use a more general decision rule, which is based on mean feature vectors and distances between an instance and
the mean feature vectors. First, let us consider the two features as a two-dimensiond vectfy; f2). Thus, if a
plant is 52 cm tall and has leaves with average length of 44 mm, our feature vefter {§2,44). Now, given the
feature vectors from each plant in our design set of one type, we want to calcutetarafeature vectdior plants
of that type. Since the mean feature vector indicates the central tendency of each feature in a class, we use it as a
representativef the entire class. To calculate a mean feature vector in this case, we first take thenmeafrall of
the plant heights for plants of one type. Then we take the meanof all of the leaf lengths for plants of the same
type. The mean feature vector is ther- (m;, my). Note that this is the general procedure for calculating the mean
of a set of vectors, regardless of the vector’s dimension. On the scatter plot in Figure 8.3, we've plotted the locations
of mean feature vectors with large symbols.

As with the one-feature case, we will classify new instances based on how close they are to each of the mean feature
vectors. To do this, we still need to know how to calculate distances between two feature vectors. For simplicity, we
will calculate distances using tigiclidean distance measdreThe Euclidean distance between two vectors is simply
the straight-line distance between their corresponding points on a scatter plot like that in Figure 8.3. To calculate the
distanced, between two feature vectofg;, f2) and(my, m2), we simply use the formula

d=+/(fi —m1)*+ (f2 — m2)? (8.1)

Euclidean distance generalizes to any number of dimensions; the general formula can be found later in equation (8.2).
Note that the Euclidean distance is essentially the RMS difference (i.e., RMS “error”) between two*yeahich

2In this case, classification using either feature by itself will result in many classification errors. That is, by itself, neither feature is tufficient
separate the two clusters. One can see thiprbjectingthe scatter plot on to either one of the axes. When we do so, we see that the two feature
values of the two classes are intermingled, rather than remaining distinct.

3There are a wide variety of possible distance measures; Euclidean distance is certainly not the only choice.

4The two calculations actually differ by a scaling factor, since RMS involveanwhile Euclidean distance involvessam
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Figure 8.4: An example where two features are not as clearly separated.

we have used repeatedly throughout this course. Here, though, we refer to the computation as “Euclidean distance”,
rather than RMS difference, to motivate a geometric interpretation of classification.

Now that we have designed a classifier for this case, we can finally consider the classification of a new instance.
To classify a new instance, we first calculate the distances between that instance’s feature vector and the mean feature
vectors of each class. Then, we simply classify the instance as a member of the class for which the distance is smallest.
Consider what this means in terms of the scatter plot. Given a new instance, we can plotit's feature vector on the scatter
plot. Then, we classify based on the nearest mean feature vector. For a two-class case such as that shown in Figure
8.3, there exists some set of points that are equally far from both mean feature vectors. These pointiefisiora
line that separates the plane into two halves. We can then classify based on the half of the plane on which a feature
vector falls. For example, in Figure 8.3, any plant with a feature vector that falls above the line will be classified as
type B. Similarly, any plant with a feature vector that falls below the line will be classified as type A.

With this classification rule, we can correctly classify almost all of our training instances. However, note that we're
not classifying perfectly. There is one rogue type B close to the rest of the type As. In general, though, we will need
to accept more error than this.

Of course, two features may not be enough either. If our scatter plot looked like the one in Figure 8.4, then we can
still see the two clusters, but we can’t perfectly distinguish them based only on these two features. The line we draw
for our distance rule will properly classify most of the instances, but many are still classified incorrectly. Once again,
we can either accept the errors that will be made or we can try to find another feature to help us better distinguish
between the two classes. Unfortunately, visualizing feature spaces with more than two dimensions is rather difficult.
However, the intuition we've built for two-dimensional feature spaces extends to higher dimensions. We can calculate
mean feature vectors and distances in the roughly the same way regardless of the number of dimensions.

8.2.3 A few more classification examples

We've looked at a simple classification task with only two classes, but there are some more examples that are instruc-
tive. Consider Figure 8.5(A). In this example, the two clusters fall right on top of one another, so we will have very
poor classification performance. This is an example where neither of the features assist classification performance very
much. In this case, we need to find better features before we can have much luck with classification. Figure 8.5(B)
shows a similar example. Here, feature 2 will help us to improve our classification performance but feature 1 will not.
(Can you see why?) Note that it may be worse to have a second feature which is bad than to only have one (good)
feature. Unfortunately, determining which features are good and which are bad is nontrivial when we have more than
two (or three) features and can no longer visualize the data.
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Figure 8.5: (A) Classes overlap, so the features do not allow much discrimination; these are bad features. (B) Feature 2

aids discrimination, but Feature 1 does not. (C) An example with four distinct classes; decision lines are approximate.
(D) An example with three indistinct classes.

Itis also important to realize that we may have more than just two classes in a classification problem. Figure 8.5(C)
shows an example in which we have four classes that have distinct clusters in our feature space. The mean feature
vectors are indicated on these plots with large markers. Again, we can use the same distance-based decision rule to
classify instances. That is, we classify a given instance according to the class whose mean feature vector is closest to
its feature vector. We have included (approximate) decision lines on this plot which partition the feature space (i.e.,
the plane) into four pieces. These indicate which class a given feature vector will be classified as. Of course, multiple
classes can be indistinct, too. Figure 8.5(D) shows an example for three indistinct classes. Here, two of the classes (
ando) are reasonably distinguishable, but we cannot easily separate the thirdigldismg either of the other two.

8.2.4 Formalizing the feature classifier

In the previous sections, we presented some examples of classifier design and operation. Here, we’ll formalize these

ideas with respect to the general classifier block diagram shown in Figure 8.1. In particular, we will expand upon the

feature classifieshown in that block diagram. Figure 8.6 shows an expanded block diagram of the feature Gassifier
Suppose we need our classifier to decide am@ngjasses and that the classifier will be based on a séf of

5The main goal of any feature classifier is to determine which of a set of representative feature vectors a new instance is most similar to. In

this lab, we use Euclidean distance to measure similarity, and so we use a distance-based feature classifier. Other types of feature classifier are also
possible, such as a correlation-based feature classifier.
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Figure 8.6: Block diagram of a distance-based feature classifier, which makes the decision in a general classifier
system.

features, forming a feature vectb= (f1, ..., fiv). Our feature classifier will rely on a set of representative feature
vectors, one for each class. We will denote the representative feature vector #rdless as. = (fe1,-- -, fe.n),
wherec=1,...,C.

Given a set of representative feature vectors (the choice of such will be discussed later), we can classify new
instances using the feature classifier. The feature classifier (seen in Figure 8.6) has two steps. The first step computes
the distances between the input feature vector and each of the class representatives. As we have done in the previous
sections, we will use Euclidean distance in our system. Equation (8.1) gives the formula for Euclidean distance in two
dimensions. For a generdV-dimensional feature space, we use the following equationulet(u,,...,uy) and
v = (v1,...,vn) be two N-dimensional vectors (i.e., arrays with lengtf). We calculate the Euclidean distance
between them as

(8.2)

Again, we note that, to within a scaling factor, Euclidean distance is equivalent to the root mean squared error between
two vectors.

The second step of the feature classifier applideasion ruleto select the best class for the input instance. The
decision rule that we will use is theearest class representative rulehis simply means that the classifagcideghe
class whose whose representative feature vector is closest (in Euclidean distance) to the feature vector of the instance
being classified. That is, ffis the feature vector for an instance to be classified, then the decision rule decides class
if d(f,£.) is less thani(f, f./) for all other classésc’. Other decision rules, which may weight the distances from the
various class representatives, are also possible, but they will not be considered here

Let us now discuss how to choose the class representative feature \fectorsfo. Finding these vectors is the
main aspect in feature classifier design. We have previously suggested that we can find a representative feature vector
for a class by taking the mean across some set of instances that belong to that class. We describe this calculation
formally as follows. Suppose that we have a seiNoflimensional feature vectors frol instances of a given class

¢ (this the design set of instances for this class). fl.et (fl 1, fl 2y ey fl ~) denote the'™ such feature vector. We
calculate the mean feature vecthr= (fC Tyeeny fC ~ ), for this class as

M -~

Z f1 + 4+ ). (8.3)

i=1
81f it should happen thaf is equally closest to two or more class representatives, then an arbitrary choice is made among them.
“Note that our DTMF signal classifier from Lab 7 used a simpler “feature classifier” that was based on neither distance nor correlation. However,
with a little extra work it could have been formulated as either of these types of classifier, most likely without a degradation of performance.
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Alternatively, we can say that th' element of the mean feature vecth,is
_ 1 M 1 - ~ -
fej= M;fi,j = M(fl,j+f2,j+"'+fM,j)- (8.4)

8.2.5 Measuring the performance of a classifier

The performance of a classifier is based on the how many errors it makes. One good way to characterize the perfor-
mance of a classifier is with eonfusion matrix K, which simply measures how often members of one class were
confused with members of another class. Specifically, when the classifier recoyndasses, then the confusion
matrix K = [K; ;] is anN x N matrix, whose elemer’; ; in thei™ row and;" column is the fraction of those times

that clasg occurs but the classifier produces classhat is,

# of clasg instances classified as
# of clasg instances

K;; = (8.5)

For example, the following is confusion matrix for a hypothetical four-class classifier:

9 .03 .01 .02
.03 95 .01 .03
K = .05 .01 96 .1 (8.6)

.02 .01 .02 .85

The diagonal element,, ,,, show what fraction of instances from the th class were correctly classified. The .9
in the upper left corner, for instance, indicated that 90% of instances from the first class were classified as belonging
to the first class. Thus, higher diagonal elements are desirable.

The off-diagonal elemenk, ,, indicates what fraction of instances from the" class were misclassified as
belonging to class:.. In the example above, for instance, the .02 in the upper right corner indicates that 2% of
instances in the fifth class were incorrectly classified as belonging to the first class. Thus, we hope that off-diagonal
elements are as small as possible. The confusion matrix for a perfect classifier will be an identity matrix (i.e., ones on
the diagonals, zeros elsewhere).

Data usage when designing classifiers

When designing classifiers and testing their performance, it is important to note that classifiers generally perform
better on the training data used in their design than on new data of the same general type. Thus, to objectively assess
the performance of a classifier, one must test it on a different data set, usually catdetthan the one on which

it was designed. To see why, consider the extreme case in which the training data contains just one feature vector
for each class, which becomes the mean feature vector for its class. In this case, the resulting classifier will perfectly
classify every feature vector in the training set. However, it may not do very well at all when classifying other data. In
more realistic cases where the training data has quite a few instances of each class, the performance of the classifier
on the training data will usually be somewhat (but possibly not significantly) better than on test data. Nevertheless, it
is widely accepted that testing a classifier on independent data is good practice. Thus, when a certain amount of data
is available for design, it is usually divided into two sets — one for training, the other for testing.

To keep things simple, in this lab we will not separate our set of instances into separate design sets and testing
sets. Thus, it is important to know that we may not be accurately characterizing our system'’s performance in the “real
world.” You will be given an opportunity to test our vowel classifier and see how well it actually performs on your
voice. Specifically, all of the vowel instances provided in this lab were taken from a single speaker. How does this
affect the performance of the system @herspeakers? Can you come up with a better set of representative feature
vectors (possibly by collecting vowel samples from a variety of speakers)?
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Figure 8.7: The magnitude spectrum (in decibels) of four vowel signals. The plots on the left correspond to two
instances of an “ee” vowel, as in the wdrde. The plots on the right correspond to two instances of an “ah” vowel,
as in the wordather. The solid line is a smoothed version of the spectrum, which shows the general trends of the

spectrum.

8.2.6 \Vowel Classification

So far, we have discussed a general-purpose framework for performing classification. In this section, we will specifi-
cally discuss how to apply these techniques to the classification of vowels in speech signals.

Vowels in speech are nearly periodic segments of the speech signal. From our studies of the Fourier Series, we
know that these segments of the signal are thus approximately equal to the sum of sinusoids with harmonically related
frequencies. As with the DTMF signals in Lab 7, the time-domain provides relatively little information about the
signal. So, as with the DTMF signals, this suggests that we need to examine vowels in the frequency domain. Figure
8.7 shows examples of the magnitude spectrurdéiibel$) of two different vowels. The plots on the left correspond
to an “ee” vowel (as in the worttee), while the plots on the right correspond to an “ah” vowel (as in the \iatteer).

Also shown is a smoothed version of each spectrum, which shows its general trend.

There are a number of interesting things to note about these plots. First, we can see the peaks that correspond
to the harmonics that make up the periodic signal. Notice that the peaks are spaced more closely in some plots than
others, corresponding to a lower fundamental frequency and thus a longer fundamental period. As illustrated by this
figure, though, the fundamental frequency of the signal is independent of the vowel being produced. Notice that the
overall shape of the frequency spectrum is different between the two vowels, but remains relatively constant between

8To convert a numbet, into decibels, we use the formut;g = 20 logy o (z).
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the two instances of each vowel, as can be seen from the smooth versions. This shape detertmmastioé the

sound, and, correspondingly, the “sound” of the vowel. Notice that there are peaks in the smoothed spectrum at various
places. These peaks are calfetmants it is generally known that the position of these formant is the primary feature

that distinguishes one vowel from another, i.e. that makes one vowel sound different from another.

Unfortunately, there is no solid definition of a “formant,” and they are remarkably difficult to identify automatically.

In fact, there is some disagreement as to what constitutes a formant in some cases. In this lab, we’ll work with two
sets of features that hopefully capture the information contained in the formant positions. In Lab 9, we’'ll investigate
the use of another, somewhat more sophisticated feature for vowel recognition. This feature actually models speech
production, and thus should more readily capture the relevant aspects of the vowel signal.

The first feature set that we use in this lab will be thiemant featuresThe formant features attempt to locate the
formants themselves using a simple algorithm. This algorithm first uses the DFT to compute the spectrum of a short
segment of a vowel. Then, the spectrum is smoothed using a weighted averaging filter. Finally, the algorithm returns
frequencies of the largest peaks on the smoothed signal that occur above and below 1500 Hz. Thus, there are two
formant features, so the resulting feature vector is two-dimensional.

The second feature set, tfiker bank featuresare quite similar to the features used in the DTMF decoder. The
filter bank features compute the energy (in decibels) of the speech signal after it has been passed through a bank of six
bandpass filters. We will use bandpass filters with center frequencies of 600 Hz, 1200 Hz, 1800 Hz, 2400 Hz, 3000
Hz, and 3600 Hz. Thus, the resulting feature vectors are six-dimensional.

Note that there are a large number of vowels that we could possibly consider. However, for simplicity we will
restrict attention to just five vowels: “ee” (astiee), “ah” (as infather), “ae” (as infate), “oh” (as inboaf), and “00”

(as inmoor). Each of these five vowels will be its own class.

8.3 SomeMATLAB commands for this lab

e Converting a value into decibels: Expressing a numerical value @ecibelscompresses the range of values
using a logarithmic transformation. Thus allows us to see features that might otherwise not be visible. The
decibel transformation is particularly useful when looking at the magnitude spectrum of audio signals, since
hearing is based on a logarithmic amplitude scale. Given a valwe convert it to decibels using the command

>> x_dB = 20*log10(x);

This command can be also used to simultaneously convert a vector of values to decibels.

e Calculating features for a vowel signal: As indicated, the features we would like to consider in order to
classify a vowel signal are based on the signal’'s spectrum. We provide functions to calculate the two feature
sets described in this laboratory. Each function takes an audio waveforamd (optionally) the sampling
frequency in samples per secoffisl,. (If no sampling frequency is specified, a sampling frequency of 8192
samples per second is assumed.) Both functions return a row vectbat contains the features calculated
from the waveform.

To compute the “formant features,” usalc_formants.m
>> y = calc_formants(x,fs);
Similarly, to compute the “filter bank featuresglc_fbank.m

>> y = calc_fbank(x,fs);

9Pronounced “tambor.”
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e Working with features vectors in MATLAB: In this lab, we will adopt the convention thafeature vectoiis
a row vector, and that a set of feature vectors, such as a set of class representatives or a set of testing data, is
stored in a matrix such that there is one feature vector per row and one feature per column. This allows us to
easily compute mean feature vectors from such a matrix.

When computing Euclidean distances, note that the computation is almost the same as that which we used for
computing RMS error. The only difference is that we replacentleanoperation by aummation

e Advanced plotting: You may recall from Lab 1 that we can useaM.AB’s plot command to change the color
and style of plotted lines. A line-style string consists of as many as three parts. One part specifies a color (for
instance, ‘k’ for black or ‘r’ for red). Another part specifies the type of markers at each data point (for instance,
‘*’ uses asterisks whileo’ specifies circles). The third part specifies the type of line used to connect the points
(‘“: " specifies a dotted line, while * specifies a solid line). Note that these three parts can occur in any order,
and all are optional. If no color is specified, one is chosen automatically. If no marker is specified, a marker will
be not be plotted. If a marker is specified but a line type is not, then lines will not be drawn between data points.
Thus, the command:

>> plot(x1,y1,'rx',x2,y2,'k:");

will plot x1 versusy1 using red verb-x-'s with no connecting line, and at@owith y2 with a dotted connecting
line but no marker. Seleelp plot  for more details.

Additionally, we can change the width of lines and the size of markers using additional parameter-pairs. For
instance, to increase the line width to 2 and the marker size to 18, use the command

>> plot(x1,yl,'rx--",'Linewidth’,2,'Markersize',18);

e Executing the feature classifier: The functionfeature_classifer is an incomplete function that you
will use to automatically classify a feature vector (or a set of feature vectors) based on the distances to a set of
representative feature vectors. The function takes two inputs. The first Mpsia matrix of the representative
feature vectors, with one feature vector per row. Note that the vector on the first row corresponds to the first
class, the second row to the second class, and so on. The second input pafemagigr, , can either be a
single feature vector to be classifed (stored a@wavecto) or a matrix of feature vectors to be classified, with
one feature vector per row. To cédlature_classifier , use the command:

>> labels = feature_classifer(M,fmatrix);

The function outputs aolumn vectoof class labelslabels , with one label for each row dfmatrix . The

labels are numbers that indicate which representative feature vector the corresponding instance is closest to.
Thus, if the first element dBbels is a 3, it means that the feature vector in the first rowWnoétrix  is

closest to the representative feature vector in the third raw of

e Calculating confusion matrices:
We provide you with a functiongonfusion_matrix , that computes a confusion matrix for you. Note
thatconfusion_matrix calls yourfeature_classifier function, so it will not work until you have
completed that function. To compute a confusion matrix, we need the matrix of representative feature vectors
used by that classifier and a set of testing data for each class. Thus, if our matrix of representative feature vectors
is Mandclassl , class2 , andclass3 are matrices that contain feature vectors from our testing set with
instances of each of three classes (with one feature vector per row), we compa@te theonfusion matrix
using the command:

The University of Michigan, All rights reserved 135



Laboratory 8. Classification and Vowel Recognition

>> K = confusion_matrix(M,classl,class2,class3);

Note that the functiortonfusion_matrix works for any number of classes. The size of the confusion
matrix is determined by the number of input parameters.

8.4 Demonstrations in the Lab Section

Introduction to Classification

Evaluating performance of a classifier

Vowel spectra

Vowel features

8.5 Laboratory Assignment

1. (Examining one vowel instance.) Download the fdb8 data.mat . This file contains a variable called
vowell , which is a one half-second recording of a vowel sound with a sampling frequency of 8192 samples
per second.

(a) Usesoundsc to listen to this vowel.
e [2] To which of the five vowel classes does this vowel belong?

(b) Take the DFT ofvowell . In two subplots of the same figure, plot the magnitude of the DFT and the
magnitude of the DFT in decibels. Only plot tfiest half of the DFT coefficients in each plot. Also,
make sure that you label the x-axis with the frequency in Herdzthe DFT coefficient number. (Hint:
The maximum frequency showing on your plot should be 4096 Hz, which is one half of the sampling
frequency.)
e [4] Include this figure in your report.
e [3] Compare the two plots. Are there aspects of the spectrum that are easier to see in one of the plots
than in the other?
e [2] From this figure, estimate the fundamental frequency of the vowel sound.
e [2] Estimate the frequencies (in Hz) of the three most prominent formants.
(c) Download the filegalc_formants.m andcalc_fbank.m . You will use them to calculate features
for this vowel.
e [2] Calculate and include the formant feature vector for this vowel.
e [2] Compare the calculated features to your estimate of the formant locations.
e [2] Calculate and include the filter bank feature vector for this vowel.
e [2] What are the center frequencies of the filters that have the greatest output amplitude? Compare
this to your estimated formant locations.

2. (Mean feature vectors and hand classificatidab8_data.mat  also has several other variables, including
matrices containing features for 50 instances of each vowel. The varablésrm , ee_form , ae_form ,
oh_form , andoo_form contain formant feature vectors for each vowel. Each matrix has 50 rows (one for
each instance) and two columns (one for each feature value). Similarly, the vaghbfesnk , ee_fbank
ae_fbank ,oh_fbank ,andoo_fbank contain the filter bank feature vectors with one row per instance.
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(a) (Mean feature vectors) Calculate the mean feature vectors for each vowel class and for both feature classes.

e [4] Include the five mean formant feature vectors in your report. Make sure you label them.
e [4] Include the five mean filter bank feature vectors in your report. Again, make sure you label them.

(b) (Generate a scatter plot) We would like to see how separable the classes are from the formant feature
vectors. To do this, you'll create a scatter plot that plots the first formant location versus the second
formant location. Plot each of the feature vectors, using a different color and marker symbol for each
vowel. Make sure you include a legend. Also, plot the mean vector for each class on your scatter plot.
(Hint: To make your mean vectors stand out, you should increase the line width and marker size for just
those points.)

e [10] Include the scatter plot in your report.

e [4] Interpret this scatter plot. Are all of the classes distinct and easily separated? Do you expect
expect any vowels to be frequently confused? Do you expect any vowels to frequently be classified
correctly?

Food for thought: What would happen if we only used one of these two features for classification? Which
would give us better classification results? Do you think that a third formant feature might improve class
separation?

(c) (Hand classification) Now, you'll “classify” the signadwell by hand. To do this, you'll need to compute
the distance between the instance and the five mean feature vectors.

¢ [5] Compute the distances between the formant feature vector that you generateddtt and the
five mean formant feature vectors.

e [5] Compute the distances between the filter bank feature vector that you generateddétt and
the five mean filter bank feature vectors.

e [3] Using the nearest-representative decision rule, use the above results to dagsfy . Do the
results for both feature sets agree? If not, which feature set produces the correct answer?

3. (Complete and use the feature classifier code.) In this problem, you'll complete and then use the function, called
feature_classifier.m , that does this classification for us automatically. As described in the background
section, the function takes as input a matrix of representative feature vectors and a matrix of instances to classify.
We output a label for each of the instances in the input.

(a) Complete the function. (Hint: You should use tfeo loops. One loops over the rows of the matrix of
test instances. Then, for each instance, loop over the rowkaofd compute the distances. To make the
classification for each instance, find thesitionof the smallest distance and store itabels .)

e [12] Include your code in your report.

(b) (Testfeature_classifier on the formant features.) Place your mean formant feature vectors into
a matrix, M_form with one feature vector per row. For consistency, put “00” in the first row, “oh”
in the second row, “ah” in the third row, “ae” in the fourth row, and “ee” in the fifth row. Call your
feature_classifier function using this matrix ande_form . (Hint: To make sure your function
works correctly, you should compare its output to the completed and compiled fufesditoime _classifier_demo.d
If you did not successfully complefeature_classifier , You can use this demo function through-
out the remainder of the lab.)

e [2] What fraction these instances are properly classified?
e [3] Calculate the fraction of the instances that are misclassified as each of the incorrect classes. That
is, determine the fraction that are misclassified as “ah,” the fraction misclassified as “ae,” and so on.

e [1] From this data, what vowel is “ee” most often misclassified as?
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(c) Repeat the above with the filter bank features, this time using the negtritbank and generating the
matrix M_fbank . Use the same order for your classes. (Again, you should compare your function’s
output to the output ofeature_classifier_demao.dll ).

e [2] What fraction these instances are properly classified?
e [3] Calculate the fraction of the instances that are misclassified as each of the incorrect classes.
e [1] From this data, what vowel is “ee” most often misclassified as?

4. (Compute and interpret confusion matrices.) Download thec@ilgusion_matrix.m . In this problem,
you will compute and interpret confusion matrices for the two feature classes.

(a) Useconfusion_matrix to compute the confusion matrix for the formant features. Mséorm as
your set of class representatives. Use the vowel following vowel order for your remaining input parameters:
“00,” “oh,” “ah,” “ae,” and “ee.” (This should be the same as the order as the class&sform).
e [3] Include this confusion matrix in your report. Label each row and column with the corresponding
class.
e [2] In Problem 3b, you computed a portion of the confusion matrix. Identify that portion and verify
that your results were correct.
e [2] From this confusion matrix, determine how many instances of “ee” vowels were misclassified as
“00” vowels.
e [1] Which vowel is most commonly misclassified using this feature set?
(b) Useconfusion_matrix to compute the confusion matrix for the filter bank features. Mstbank as
your set of class representatives. Use the vowel following vowel order for your remaining input parameters:
“00,” “oh,” “ah,” “ae,” and “ee.” (This should be the same as the order as the class&sform ).

e [3] Include this confusion matrix in your report. Label each row and column with the corresponding
class.

e [2] In problem 3c, you computed a portion of the confusion matrix. Identify that portion and verify
that your results were correct.

e [2] From this confusion matrix, determine how many instances of “ae” vowels were misclassified as
“ah” vowels.

e [1] Which vowel is most commonly misclassified using this feature set?

(c) Finally, compare the two confusion matrices.

e [2] Which feature set has the best performance overall?

e [2] Based on the performance of these classifiers, comment on the spectral similarities between the
various vowels. That s, are any of the vowel classes particularly like any of the other vowel classes?

5. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.

Food for thought:

e As was mentioned in the background section, all of the vowel instances used here were taken from a single
speaker. As such, this classifier will probably perform better on that speaker’s vowels than on the rest of the
population. The compiled functiof@mant_classifier.dll andfbank_classifier.dll let you
test the classifier designed here on your own voice. When you execute either of these functions (which require
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no input parametersMATLAB will immediately record one quarter-second from the microphone, compute the
features, and classify the vowel. Use this function to test the classifier on your own voice for various vowels.
Record how well it does on each vowel. Is performance better or worse than what is indicated by the confusion
matrices you calculated?

e The above function also returns the set of features that it computed from the recorded vowel. If you collect these
features into series of matrices of testing data, you carcoséusion_matrix.m to formally compute the
performance of this classifier on your voice.

e How well does the classifier work atherpeople’s voices? Are there certain people for whom it works very
well? Very poorly? Does it work if we vary the pitch?

e The compiled functions listed above take an optional input parameter, which is a matrix of representative feature
vectors. Since the current classifier is designed using only one speaker’s vowels, maybe you can improve the
performance by coming up with a better set of representative feature vectors. To do this, consider gathering a
set of vowels from a number of different speakers and combining them into a set of mean feature vectors. Can
you improve the performance of the system?
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Laboratory 9

Filter Design, Modeling, and thez-Plane

9.1 Introduction

So far, we've been considering filters as systems that we design and then apply to signals to achieve a desired affect.
However, filtering is also something that occurs everywhere, without the intervention of a human filter designer. At
sunset, the light of the sun is filtered by the atmosphere, often yielding a spectacular array of colors. A concert
hall filters the sound of an orchestra before it reaches your ear, coloring the sound and adding pleasing effects like
reverberation. Even our own head, shoulders, and ears form a pair of filters that allows us to localize sounds in space.

Quite often, we may wish to recreate these filtering effects so that we can study them or apply them in different
situations. One way to do this is toodelthese “natural” filters using simple discrete-time filters. That is, if we can
measure the response of a particular system, we would often like to design a filter that has the same (or a similar)
response.

One of the goals for this laboratory is to introduce the use of discrete-time filters as models of real-world filters.
In particular, we will examine how to apply a modeling approach to understanding vowel signals. This in turn will
suggest a way that we might improve the performance of the vowel classifier we developed in Lab 8 using an automatic
modeling method.

Another goal of this lab is to present a method of filter design caitdd-zero placement desigkiVorking with
this method of filter design is extremely useful for building an intuition of howztipdane “works” with respect to the
frequency domain that you are already familiar with. The design interface that we use for this task should help you to
develop a graphical understanding of how poles and zeros affect the frequency response of a system. We will use this
design methodology both to design a traditional “goal-oriented” lowpass filter, and to do some filter modeling.

9.1.1 “The Question”

e How can wedesignfilters for certain purposes?

e How can we model vowel production using discrete-time filters?
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9.2 Background

9.2.1 Filters and thez-transform

Previously, we have presented the general time-domain input-output relationship for a cauajiviterby the

convolution sum:
y[n] = z[n] * h[n] = Z hlk]zln — k] = Zx[k]h[n -k, (9.1)
k k

wherezx[n] is the input signaly[r] is the output signal, ankl[»] is the filter impulse response. Using th¢ransform
techniques described in Chapter D8P First we can also describe the input/output relationship inztdemain as

Y(2) = H@)X(2) 9.2)

whereX (z) is thez-transform ofz[n], which is the complex-valued function, defined on the complex glage

X(z) = Zm[n]zfn , (9.3)

n

whereY (z) is thez-transform ofy[n], defined in a similar fashion, and whel¥ =) is thesystem functioof the filter,
which is a complex-valued function defined on the complex plane by one of the following equivalent definitions:

1. The system function is thetransform of the filter impulse responkg], i.e

H(z) = Z h[n]z™". (9.4)
2. ForX(z) andY (z) as defined above, the system function is given by
_Y()
H(z) X0) (9.5)

The system function has a very important relationship to the frequency response of a $ygtemThe system
function evaluated at’“ is equal to the frequency response evaluated at frequizntiat is,

H(©) = H(5) . (9.6)
We can derive this result from equation 9.4. If wedet e/%, then we know that (z) = H(e’“) = 3 h[n]e=7%".

This is simply the definition of a system’s frequency given its impulse respdnse

9.2.2 FIR Filters and the z-transform

For a causal FIR filter, one can easily determine the system function using either of the equivalent definitions given
above. However, let us highlight the use of the second definition, which will be useful in the next subsection where
the first definition is difficult to apply. In particular, for a causal FIR filter with coefficigits . . ., bas}, the general
time-domain input-output relationship for a causal FIR filter is given by the difference equation

y[n] = boz[n] + bix[n — 1] + boz[n — 2] + - - - + bpyrz[n — M| . (9.7)

INote that in this lab, we will only be concerned with causal filters.
2Thecomplex planés simply the set of all complex numbers. The real part of the complex number is indicated by the x-axis, while the imaginary
part is indicated by the y-axis.
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Taking thez-transform of both sides of this difference equation yields
Y(2) = boX(2)+b0X(2)z7  +b0oX(2)27 2 -+ by X(2)2™M
X(2)(bo+ bzt Fboz 2+ b3z 3+ F by M), (9.8)

where we have used the fact that thgansform ofz[n — n, | is X (z)z~"°. Dividing both sides of the above by(z)
gives the system function:
Y(z)
H =

=bo+biz L4 byz 24 b3z 4+ bpz M. (9.9)

Notice thatH (z) is a polynomial of orded/. We can factor the above complex-valued polynomiél as
H(z) =K1 —riz D1 —rezH(1 —r3z™ ) - (1 —rp27h) (9.10)

whereK is a real number called thgain, and{r, . .., s } are theM rootsor zerosof the polynomial, i.e. the values
r such thati (r) = 0. We typically assume that the filter coefficiehisare real. In this case, the zeros may be real or
complex, and if one is complex, then its complex conjugate is also a zero. That is, complex roots come in conjugate
pairs.

The very important point to observe now from equation (9.10) is that the system fudfionof a causal FIR
filter is completely determined by its gain and its zeros. Therefore, we can thiK of;, . .., )} @s one more way
to describe a filteh We will see that when it comes to designing an FIR filter to have a certain desired frequency
response, the description of the filter in terms of its gain and its zeros is by far the most useful. In other words, the best
way to design a filter to have a desired frequency response (e.g., a low pass filter) is to appropriately choose its gain
and zeros. One may then find the system function by multiplying out the terms of equation (9.10), and then picking
off the filter coefficients from the system function. For example, the number multiptyign the system function is
the filter coefficients. The specific procedure will be described shortly.

The fact that we may design the frequency response of a causal FIR filter by choosing Rsstrssfrom the
following principle:

If a filter has a zere located on the unit circle, i.ér| = 1, thenH(Zr) = 0, i.e. the frequency response
has anull at frequencyZr. Similarly, if a filter has a zere located close to the unit circle, i.¢:| ~ 1,
then?(Zr) = 0, i.e. the frequency response hagipat frequency/r. In either case} () ~ 0, when
w=Lr.

The above fact follows from the property thatif= /r and|r| = 1, thene’® = r, and so
H(O) = H(?®)=H(r)=0. (9.11)

A similar statement showH (&) ~ 0 when|r| ~ 1 and/or® ~ Zr.

From this fact, we see that we see that we can make a filter block a particular frequency, i.e. create a null ora dipin
the frequency response, simply by placing a zero on or near the unit circle at an angle equal to the desiredfrequency
On the other hand, the frequency response at frequencies corresponding to angles that are not close to these zeros will
have large magnitude. The filter will “pass” these frequencies. The specific procedure to design such a filter is the
following.

3The Fundamental Theorem of Algebra guaranteeskhat) factors in this way.

4Previous ways of describing a filter have included the filter coefficients, the impulse response sequence, the frequency response function, and
the system function.

5The gain does not affect the shape of the frequency response.

6Since non-real zeros must occur in conjugate pairs, we must also place a conjugate zero on the unit circle, i.e. a zero whose angle is the negative
of the first.
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1. Choose frequencigs, ..., w;, at which the frequency response should contain a null or a dip.

2. Choose zeros; = p;e?i, i = 1,...,L, with p; = 1 or p; ~ 1, depending upon whether a null or a dip is
desired at frequency. For eachy; # 0 choose also a zerg that is the complex conjugate of. Let M be the
total number of zeros chosen.

3. Form the system functioH (z) = K(1 —r;27 %) x -+ x (1 —rp 27 1), whereK is a gain that we also choose.

4. Cross multiply the factors o (z) found in the previous step so as to expréb&) as a polynomial whose
terms are powers of .

5. Identify the FIR filter coefficient$by, . .., by}, which are simply the coefficients of the polynomial found in
the previous step, as shown in equation (9.9).

9.2.3 IR filters and rational system functions

We now consider IIR filters. The general time-domain input-output relationship for a causal IR filter is given by the
difference equation

y[n] =box[n] —+biz[n —1]+ bex[n — 2]+ -+ byrz[n — M]
+ary[n — 1]+ azyln — 2] +-- - + any[n — N] . (9.12)

Here, we have the usual FIR filter coefficierg, but we also have another set of coefficiantswhich multiply past
values of the filter’s outputwe will call thebd;,’s the feedforward coefficientsnd thea;,’s the feedback coefficients
If the a;’s are zero, then this filter reduces to a causal FIR filter.

As an example, consider the simple IIR filter with difference equation:

1
yln] = aln] + Syln — 1] (9.13)
What is the impulse response of this filter? If we asstthaty[n] = 0 for n < 0, one can straightforwardly show

that the impulse response is
1 n
hin] = (§> , n>0, (9.19)

which is never zero for any positive (Note that the impulse response is generally not so simple to compute; this is
an unusual case where the impulse response can be obtained by inspection.) Thus, by introducing feedback terms into
our difference equation, we have produced a filter with an infinite impulse response, i.e., an IR filter.

In general, computing the system function by taking tkteansform of the resulting infinite impulse may not be
trivial because of the required infinite sum, and also because it may be difficult to find the impulse response. However,
we can use the fact thdf (z) = Y (z)/X (z) to determine the system function. To do this, we first collectyjné
terms on the left side of the equation and takezheansform of the result.

yln] —aryn —1] — - —anyln — N| = boz[n] + biz[n — 1]+ -+ + byx[n — M)
(9.15)
Y(2)—a1Y(2)z 7 = —anY (2)z27N = boX(2)+ 01 X(2)z7 + -+ by X(2)z™M
(9.16)
Y(2)1—a1z7t = —anz™) = X(2)(bo+biz7t +-- +byzM) (9.17)
~1 -M
HE) =y - poa s (0.18)

“In some texts (and in MrLAB), the feedback coefficients are defined as the negatives af;tlweefficients given here. Because of this, you
should always be sure to check which convention is used.
8This assumption is one of the “initial rest conditions” discussed in chapteDSBf First
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Equation (9.18) shows the general form of the system function of an IR filters. Since it is the ratio of two polynomials,
it is called arational functior?.
Just as we could factor the polynomial in equation (9.9), we can do the same with equation (9.18) to yield

1—riz7H)A =rz7 )1 —r327Y) - (1 —rp27h)

(1—prz )1 —paz2)1—psz 1) - (1—pnz 1)’ (9.19)

H(z) = K

The roots of the polynomial in the numeratéry, ..., ra }, are again called theerosof the system function. The

roots of the polynomial in the denominatépy, . . ., pi } are called thgolesof the system functionk is again a gain

factor that determines the overall amplitude of the system’s output. As before, the zeros are complex values where
H(z) goes to zero. The poles, on the other hand, are complex values where the denominator goes to zero and thus the
system function goes to infinity. Again, we typically assume that the filter coefficiebtsanda;, are real, so both

the poles and zeros of the system function must be either purely real or must appear in complex conjugate pairs.

Just as we could completely characterize an FIR filter by its gain and its zeros, we can completely characterize
an lIR filter by its gain, its zeros, and its poles. As in the FIR case, this is typically the most useful characterization
when designing IIR filters. As before, if the system function has zeros near the unit circle, then the filter magnitude
frequency response will be small at frequencies near the angles of these zeros. On the other hand, if there are poles
near the unit circle, then the magnitude frequency response will be be large at frequencies near the angles of these
poles. With FIR filters we could directly design filters to have nulls or dips at desired frequencies. Now, with IR
filters, we can design peaks in the frequency response, as well as nulls. The specific procedure is the following.

1. Choose frequencigs, ..., wr, at which the frequency response should contain a null, a dip, or a peak.

2. Choose zerog = p;e’“ at those frequencies at which a null or a dip should occur, wite 1 or p; ~ 1, as
desired. For each such # 0, choose also a zeng that is the complex conjugate of. Let M be the total
number of zeros chosen.

3. Choose poleg; = p;e’“ at those frequencies at which a peak should occur, wyita 1 or p; ~ 1 as desired.
For each suchy; # 0 choose also a pole; that is the complex conjugate pf. Let V be the total number of
poles chosen.

4. Form the system functioH (z) = nggllj:))ii(a:;“ﬁj:ig whereK is a gain that we also choose.

5. Cross multiply the factors df (z) found in the previous step and exprégéz) as the ratio of two polynomials
whose terms are powers of !

6. ldentify the lIR filter coefficient§ao, . . ., an, bo, - . ., basr }, which are simply the coefficients of the polynomials
found in the previous step, as shown in equation (9.18).

Poles and zeros at the origin and at infinity

Here, we have defined our system functions in terms of negative powersldiis is because our general forms for
FIR and IIR filters are defined in terms tifne delaysand multiplication of the:-transform of some signat (z) by
2z~ 1is equivalent to a time delay of one sample. However, there are may be “hidden” poles and zeros when we express
a system function in this matter.
Consider first the system function for our FIR filter given by (9.9). If we try to evaluate this system function at
z = 0, we willimmediately find that we are dividing by zero. Thus, there is actually a pole at the origin of this system

9This is a generalization of the terminology that the ratio of two integers is callatiomal number
10Technically, because of a division by zefd(z) is undefined at the location of a pole. However, the magnitude of the system function becomes
very large in the neighborhood of a pole.
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Figure 9.1: A pole-zero plot of an IR filter.
function. To reveal such “hidden” poles and zeros, we express the system function in terms of positive pawers of
To do so, we multiply byzz, which yields

M M-1 M-2 M-3 4 ..
H(z) = boz™ + b1z + bz - + b3z +- bM. (9.20)

By the Fundamental Theorem of Algebra, we know that the numerator polynomiaf rasts, and thus the system
hasM zeros. However, the denominater!, hasM roots as well, all at = 0. This means that our causal FIR
system function has/ poles at the origin.

In some cases, like the previous example, we find extra poles at the origin. In other cases, we find extra zeros at
the origin. For example, the filtey[n] = y[n — 1] + z[n], hasH (z) = —= = %, from which we see there is
one zero at the origin. In still other cases we find zeros at infihitFor example, the filtey[n] = z[n — 1], has
H(z) = z=' = 1, from which we see that there is a zero at infinity. In still other cases, we find combinations of
the previous cases. We will call poles and zeros located at the origin or at itrfinélypoles and zeroecause they
do not affect the system’s magnitude frequency respgénse this laboratory, we will primarily be concerned with
nontrivial poles and zero@hose not at the origin or at infinity).

Note that there will always be the same number of poles and zeros in a linear time-invariant system, including both
trivial and nontrivial poles and zeros. The total number equaldfha IV, whichever is larger. Such facts are useful
for checking to make sure that you have accounted for all poles and zeros in a system.

Note also that if one chooses filter coefficients such that the numerator and denominator contain an identical factor,
i.e. if r; = p; for somes andj, then these factors “cancel” each other, i.e. the filter is equivalent to a filter whose
system function has neither factor.

Pole-zero plots

It is often very useful to graphically display the locations of a system’s poles and zeros. The standard method for this
is thepole-zero plot Figure 9.1 shows an example of a pole-zero plot. This is a two-dimensional plot efilame
that shows the unit circle, the real and imaginary axes, and the position of the system’s poles and zeros. Zeros are

1IA zero at infinity means thatH (z)| — 0 as|z| — oo. It can be shown that a causal filter can never have a pole at infinity.
12Trivial poles and zerodo affect the phase (and thus the delay or time shift) of a system.
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typically marked with an ‘0’, while poles are indicated with an ‘X’. Sometimes, a location has multiple poles and
zeros. In this case, a number is marked next to that location to indicate how many poles or zeros exist there. Figure
9.1, for instance, shows four zeros (two conjugate pairs), two “trivial” poles at the origin, and one other conjugate pair
of poles. Recall that zeros and poles near the unit circle can be expected to have a strong influence on the magnitude
frequency response of the filter.

9.2.4 Graphical interpretation of the system function

If we take the magnitude dff (z), we can think of H (z)| as defining a (strictly positiveyurfaceover thez-plane for

which theheightof the surface is given as a function of the complex numbe¥igure 9.2 shows an example of just

such a surface. This system function has two zeros (which form a complex conjugate pair) and two poles at the origin.
Notice that the unit circle is outlined on the surfdé&(z)|. The height of the surface at= e/* (i.e., on the unit

circle) defines the magnitude of the frequency respdmsgy)|, which is shown to the right of the surface.

On Figure 9.2, we can see two points where the surfafie)| goes to zero; these are the zeros of the system
function. Notice how the surface is “pulled down” in the vicinity of these zeros, as though it has been “tacked to
the ground” at the location of the zeros. Near the system’s zeros, the magnitude frequency response has a low point
because of the influence of the nearby zero. Also notice how the surface is “pushed up” at points far from the zeros;
this is another common characteristic of system function zeros. (Since the two poles in this figure are at the origin, they
have no effect on the system’s magnitude frequency response.) Thus, the magnitude frequency response has higher
gain at points far away from the zeros.

Figure 9.3 shows the surfatH (z)| as defined by a different system function. This system function has two poles
(which form a complex conjugate pair) and two zeros at the origin. Notice how the poles “push up” the surface near
them, like poles under a tent. The surface then typically “drapes” down away from the poles, getting lower at points
further from them. The magnitude frequency response here has a point of high gain in the vicinity of the poles. (Again,
the zeros in this system function are located at the origin, and thus do not affect the magnitude frequency response.)

Figure 9.4 shows the surface for a system function which has poles and zeros interacting on the surface. This
system function has four poles and four zeros. Notice the tendency of the poles and zeros to cancel the effects of one
another. If a pole and a zero coincide exactly, they will completely cancel. If, however, a pole and a zero are very
near one another but do not have exactly the same position;phene surface must decrease in height from infinity
to zero quite rapidly. This behavior allows the design of filters with rapid transitions between high gain and low gain.

9.2.5 Poles and stability

System poles cause the system function to go to infinity at certain valuebexfause we are dividing by zero. On

the one hand, this can have the desirable effect of raising the magnitude frequency response at certain frequencies. On
the the other hand, this can have some undesirable side effects. One somewhat significant problem is introduced if we
have a pole outside the unit circle. Consider the following filter, for instance:

y[n] = z[n] + 2y[n — 1] (9.21)

This filter has a single pole at= 2. What is this system’s impulse response? If the inpufig = §[n] andy[n] =0

forn < 0, then atn = 0, y[n] = 1. Then, everyy[n] after that is equal to twice the value gfn — 1]. The value

of this impulse responsgrowsas time goes on! This systemusistablé®. Unstable filters cause severe problems,

and so we wish to avoid them at all costs. As a general rule of thumb, you can keep your filters from being unstable
by keeping their poles strictly inside the unit circle. Note that the system’s zeros do not need to be inside the unit to
maintain stability.

13Technically, it ishounded input, bounded outp(®IBO) unstable because the input has a limited magnitude but the output does not.

The University of Michigan, All rights reserved 147



Laboratory 9. Filter Design, Modeling, and thePlane

®  ©

Imaginary Part
o
N

- AT
s
LR N

6)

-1 0 1
Real Part

{
i
3 .: W‘ \
R 3

o “M\

N

S
o&o‘u

w
—~
O
~

1 -1 Imag(z) 0 1 2 3

Real(z) Discrete radian freauencv.

Figure 9.2: (A) Thez-plane surface defined by the system functiéi{z) = (1 — e/™/%z=1)(1 — e=7™/421). (B)
The corresponding pole-zero plot. (C) The corresponding magnitude frequency response.

= 1
(A) g B ~
Pl
go 9
&
4 £ -1 %
_3 R -1 0 1
= ,;,/,,’“0‘0‘0“‘\ R Real Part
L2 Al
1 21 (©)
1 3
I
-1 0 =1
1 imag() % 1 2 3
Real(z) Discrete radian freauencv. @
H . : _ 1
Figure 9.3: (A) Thez-plane surface defined by the system functibx) = 08 /2 T (10 8e—T7/%:-1)" (B) The

corresponding pole-zero plot. (C) The corresponding magnitude frequency response.

o1 '
(A) A g |(B) *o ©
>
4 g o
4 flh I
=3 ;l'-".'.o'““ W o Rea?Part '
g, < R
) 21 (C)
1 3
-1 =1
-1 imag(z) 00 1 2 3

Real(z) Discrete radian freauencv. @

Figure 9.4: (A) Thez-plane surface for a complicated system function with four poles and four zeros. (B) The
corresponding pole-zero plot. (C) The corresponding magnitude frequency response.

148 The University of Michigan, All rights reserved



9.2.6 Filter design using manual pole-zero placement

9.2.6 Filter design using manual pole-zero placement

In this laboratory, we will explore a method of filter design in which we place poles and zerosopliree in order to

match some target frequency response. You will be usingiaLB graphical user interface to do this. The interface
allows you to place, delete, and move poles and zeros aroundgtase. The frequency response will be displayed

in another figure and will change dynamically as you move poles and zeros. To keep the filter's coefficients real, you
will design by placing a pair of poles and zeros on thglane simultaneously.

The approach for this method depends somewhat on the type of filter that we wish to design. If we want an FIR
filter (i.e., a filter that has no poles), we need to use zeros to “pin down” the frequency response where it is low, and
allow the frequency response to be pushed upwards in regions where there are no zeros. Note that if we put a zero
right on the unit circle, we introduce null in the frequency response at that point. Conversely, the closer to the origin
that we place a zero, the less effect it will have on the frequency response (since it will begin to affect all points on
the unit circle roughly equally). You might use the example of the running average filter and bandpass filters (given in
Chapter 7 oDSP Firs) as a prototype of how to use zeros to design FIR filters using zero placement.

If we wish to design an IIR filter (with both poles and zeros), it usually makes sense to start with the poles since
they typically affect the frequency response to a greater extent. If the frequency response that we are trying to match
has peaks on it, this suggests that we should place a pole somewhere near that peak (inside the unit circle). Then,
use zeros to try to pull down the frequency response where it is too high. As with zeros, poles near the origin have
relatively little effect on the system’s filter response.

Regardless of which type of filter we are designing, there are a couple of methodological points that should be
mentioned. First, moving a pole or zero affects the frequency response of the entire system. This means that we
cannot simply optimize the position of each pole-pair and zero-pair individually and expect to have a system which is
optimized overall. Instead, after adjusting the position of any pole-pair or zero-pair, we generally need to move many
of the remaining pairs to compensate for the changes. This means that filter design using manual pole-zero placement
is fundamentally an iterative design process.

Additionally, it is important that you consider the filter’s gain. Often we cannot adjust the overall magnitude of
the frequency response using just poles and zeros. Thus, to match the frequency response properly, you may need to
adjust the filter's gain up or down. The pole-zero design interface that you will use in this Lab includes an edit box
where you can change the gain parameter. Alternately, by dragging the frequency response curve, you can change the
gain graphically. A related idea is that gfpectral slope By having a pair of poles or zeros inside the unit circle and
near the real axis, we can adjust the overall “tilt” of the frequency response. As we move the pair to the right and left
on thez-plane, we can adjust the slope of the system’s frequency response up and down.

Note that there are automatic filter design methods which do not require manual placement of poles and zeros. In
Section 9.2.8 we discuss one such method.

9.2.7 Design of Standard Filter Types

Many of the filters that we wish to design and use belong to one of four standard types: lowpass, highpass, bandpass,
or bandstop. These filters are characterized passbanda band of frequencies which are relatively unaltered by
the filter) and sstopbanda band of frequencies which are significaratyenuatedor decreased in amplitude, by the
filter). The locations of the passband and stopband are what characterize the different filter types. For instance, a
lowpass filter has a passband which contains low frequencies and a stopband which contains high frequencies, while
a bandpass filter has a single passband that is surrounded by two stopband regions. Between the passband and the
stopband is d@ransition bandin which the filter's frequency response changes from high to low. The location of the
transition band in frequency determines the filtedsgoff frequency|n this lab, we will specify the cutoff frequency
by using the two frequencies that bound the transition band.

When designing these types of filter, there are a number of different design goals that we may attempt to achieve.
For instance, we may wish to have a very flat frequency response patsbandf the filter. Unfortunately, it can
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Figure 9.5: An illustration of the various bands of a lowpass filter.

be difficult to achieve a flat frequency response over some frequency region. Instead, the frequency response usually
varies somewhat over that region; this variation is catipgle. Thus, one of design criteria may be to minimize
passband ripple In this lab, we define the passband ripple as the (positive) decibel value of the ratio between the
maximum and minimum filter gains in the passband.

Another common goal is to try to minimize the gain in the stopband of the filter relative to the gain in the passband.
That is, we wish to maximize th&opband attenuatiarin this lab, we define the stopband attenuation as the decibel
ratio between the maximum filter gain in the passband and the maximum filter gain in the stopband.

Figure 9.5 shows the passband, transition band, and stopband for a lowpass filter. The figure also illustrates the
the passband ripple and stopband attenuation. In Problem 2 of this assignment, you will design a lowpass filter to
maximize stopband attenuation.

9.2.8 Modeling Vowel Production

In Lab 8, we discussed some of the properties of vowel production in speech, but we did not examine the mechanisms
behind vowel production. In order to gain a better understanding of vowel production and how we can model it using
discrete-time filters, we need to introduce some theory.

Speech production is primarily governed by theynx (or voice box) and theocal tract Figure 9.6 shows a
diagram of the larynx and vocal tract. When we speak a vowel, the lungs push a stream of air through the larynx and
thevocal folds(commonly referred to as thecal chord$. Given the appropriate muscular tension, this stream of air
causes the vocal folds to vibrate This in turn creates a nearly periodic fluctuation in air pressure passing through
the larynx. The fundamental frequency of vocal fold vibration is typically around 100 Hz for males and 200 Hz for
females.

This fluctuating air stream then passes through the vocal tract, which is the airway leading from the larynx and
through the mouth to the lips. The positions of the tongue, lips, and jaw serve to shape the vocal tract, with different
positions creating different vowel sounds. The different sounds are produced as the vocal tract shapes the spectrum
of the pressure signal coming from the larynx. Depending upon the vocal tract configuration, different frequencies of
the spectrum are emphasized; from Lab 8, we know these frequendasrasts When whispering a vowel, the
lungs push air through the larynx, but the vocal folds do not vibrate. In this case, the air pressure fluctuation is quite

141N fact, during normal production the vocal folds open and close completely on each cycle of the vibration.
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9.2.8 Modeling Vowel Production

Figure 9.6: A diagram showing the larynx and vocal tract.

Glottal X[n] Vocal Tract

Source Filter

— y[n]

Figure 9.7: A block diagram of the source-filter model of speech production.

noise-like and generally is not periodic. Nevertheless, the tongue, lips and jaw shape the vocal tract just as before to
make the various vowel sounds.

Note that the above description is only accurate for vowels and so-caliedd consonantike “m” and “n.”

Most consonant sounds are produced using the tongue, lips, and teeth rather than the vocal cords. We will not consider
consonants in this lab.

It is traditional to model speech production usingarce-filter modelFigure 9.7 shows a block diagram of the
source-filter model. The first block is tlgdottal source which takes as input a fundamental frequency and produces
a periodic signal (thglottal source signglwith the given fundamental frequency. The signal produced is typically
modeled as a periodic pulse train. To a first approximation, we can assume that spectrum of this pulse train is composed
of equal amplitude harmonics. The glottal source signal is meant to be analogous to the signal formed by the air
pressure fluctuations produced by the vibrating vocal cords. Note that to model whispering, the glottal source signal
can be modeled using random noise rather than a pulse train.

The second block of the source-filter model is the vocal tract filter. This is a discrete-time filter that mimics the
spectrum-shaping properties of the vocal tract. Since we are assuming a source signal with equal-amplitude harmonics,
the vocal tract filter provides the spectral envelope for our output signal. That is, when we filter the source signal with
fundamental frequena$, radians per sample, thd" harmonic of the output signal will have an amplitude equal to
the filter's magnitude frequency response evaluatédsgt This is illustrated in Figure 9.8 which shows a particular
example. The magnitude spectrum of the glottal source signal is shown on top, the magnitude frequency response of
the vocal tract filter is shown in the center, and the magnitude spectrum of the output signal, which is the signal that
models the specific vowel signal. One may clearly see that, as desired, the envelope of the spectrum of the vowel
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Figure 9.8: A plot of the magnitude spectrum of a glottal source signal, the frequency response of a vocal tract filter,
and the magnitude spectrum of the output signal.

signal model matches the spectrum of the vocal tract filter.

In Problem 3 of this assignment, we will make such source-filter models for particular vowel signals, by measuring
the spectrum of the vowel signal and designing an IIR vocal tract filter whose frequency response approximates this
spectrum.

Typically, our vocal tract filter can have relatively few filter coefficients (i.e., approximately 10-20 coefficients).
Further, the acoustics of the vocal tract suggest that this filter should be IIR. Often, the vocal tract is modeled using
anall-pole filter which has no nontrivial zeros. This is because an acoustic passageway like the vocal tract primarily
affects a sound througtesonances A resonance is a part of a system that tends to vibrate at a cessinant
frequency thus amplifying that frequency in signals passed through them. The feedback form of an IIR filter is a
direct implementation of resonance; this is how IIR filters are able to produce high gain at certain frequencies. Using
this simple model of speech production, it is possible to synthesize artificial vowels.

All-pole analysis and vowel classification

In the last lab, we explored some features for vowel classification that were based on two measures of spectral energy
in a vowel signal. The development of the source-filter model, however, suggests an acoustically motivated feature
for vowel classification. If we assume that the vocal tract can be modeled with a low-order discrete-time filter, then
the vocal tract filter captures all of the relevant information about which vowel has been produced. Variations such as
fundamental frequency and type of vowel production (i.e., voiced or whispered) are restricted to the glottal source and
can be neglected. Using samples of the frequency response of the vocal tract filter as features for vowel classification
has been shown to produce good classification results.

Fortunately, there are nice mathematical tools for deriving all-pole filter models automatically from a time-domain
waveform. These tools, fit the spectrum of a time-domain signal with poles in a least-squares sense. Note that these
tools work directly with the time-domain waveform rather than its spectrum; typically, they return the resilting
feedback coefficients for a filter with those poles, rather than the locations of the poles themselves. We will explore
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these tools for all-pole analysis in the laboratory assignment, and we will compare classification performance using
features based on these models to the performance we achieved with our other feature sets from Lab 8.

9.3 SomeMATLAB commands for this lab

e Calculating the frequency response of IIR Filters: Previously we have usdteqz  to compute the frequency
response of FIR filters. We can use the same command to compute the frequency response of an IIR filter. If
our filter is defined by feedforward coefficiertts stored in a vectoB and feedback coefficients, stored in a
vectorA, we compute the frequency response at 256 points using the command:

>> [Hw] = freqz(B,A,256);

As with FIR filters, MATLAB’s convention for theé, coefficients iB(1) = by, B(2) = by, ..., B(M+1) = by,.
MATLAB’s convention for thex, coefficients isA(1) = 1, A(2) = —aq, ..., A(N+1) = —ay. Bothb, and

a are given as defined in equation 9.118.contains the frequency response amdontains the correspond-

ing discrete-time frequencies. Alternatively, we can compute the frequency response only at a desired set of
frequencies. For example, the command

>> [Hw] = freqz(B,A,[pi/4, pil2, 3*pi/4]);
returns the frequency response of the filter at the frequengigsr/2, and3w /4.

e Pole-Zero Place 3-DIn this laboratory, we will primarily be exploring filter design using manual pole-zero
placement. To help us do this, we will be using aMaB graphical user interface (GUI) calldble-Zero
Place 3-D Pole-Zero Place 3-Dallows you to place, move, and delete poles and zeros on-filane, and
provides immediate feedback by displaying the filter's frequency response difi(thésurface. Additionally,
it calculates some useful statistics for assessing the quality of a particular filter design.

To run this program you need to download two different filgste_zero place3d.m
andpole_zero_place3d.fig . To beginPole-Zero Place 3-Dsimply execut® the command

>> pole_zero_place3d;

Once the program starts, the GUI window shown in Figure 9.9 will appear. The axis in the upper left of the
window shows a portion of the-plane with the unit circle. In the lower left is an axis that displays the frequency
response of the system. In the lower right is a 3-D axis which displays a 3-D graph|éf thg surfacé®.

The interface allows you to do a wide variety of things.

1. To add a poles or zeros to thlane, click theAdd Zeroor Add Poledutton and then click on theplane
plot in the upper left of the GUI. The state of tRéace paircheckbox determines whether a single (real)
pole or zero is added, or whether a conjugate pair is added.
Note that the program also adds the hidden poles and zeros that accompany nontrivial poles and zeros.
Specifically, for each zero that is added a pole is added at the origin, or if there is already at least one
zero at the origin, instead of adding a pole at the origin, one zero at the origin is removed, i.e. cancelled.
Moreover, for each pole that is added, a zero is added at the origin, or if there are already poles at the
origin, one pole is removed, i.e. cancelled. The system does not allow one to place zeros at infinity, and it
can be shown that zeros at infinity will not be induced by any other choices of poles or zeros.

15This program was designed to run using Windows systems runnig_Ms 6 or higher; it will not work with previous versions of NtLAB .
It should work with Unix operating systems runningalWLAB 6, but this has not been tested.
16This surface plot requires significant computation, and thus it can be toggled on and off usifigmif8Dcheckbox in the upper right.
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Figure 9.9: The GUI window foPole-Zero Place 3-D

2. To move a real pole or zero (or a conjugate pair of complex poles or zeros), you must first select the
pole/zero by clicking on one member of the pair. Then, you can drag it arounddiaee, use the arrow
keys to move it, or move it to a particular location by inputting the magnitude and angle (in radians) in the
MagnitudeandAngleedit boxes.

3. To delete a pole or zero (or pair), select it and hitDiedete Poles/Zerobutton. Again, the system will
maintain an equal number of poles and zeros by also removing poles or zeros from the origin as necessary.
This may also have the effect of no longer cancelling other poles and zeros, and thus the total number of
poles and zeros that appear at the origin will change.

4. To change the filter’s gain, you can either useRtier Gain edit box or you can click-and-drag the blue
frequency response curve in the lower left.

5. To toggle between linear amplitude and decibel displays in the lower two plots, select the desired radio
button above thé&ilter Gain edit box.

6. To rotate the 3-DH (z)| plot, simply click-and-drag the axes in the lower right of the GUI. To enable or
disable the 3-D plot, toggle théew 3-Dcheckbox in the upper right of the GUI

7. To begin with an initial filter configuration defined by the feedforward coeffici)tand the feedback
coefficients A, start the program with the command

>> pole_zero_place3d(B,A);
This is useful if you wish to start continue working on a design that you had previously saved. You may
set either of these parameters to empity)(if you do not wish to specify the filter coefficients.

8. To print the GUI window, you can either use tBepy to Clipboardbutton to copy an image of the figure
into the clipboard’, or you can print the figure using tiint GUI button.

9. To save your current design, use Ehport Filter Coefdutton. The feedforward and feedback coefficients
will be stored in the variableB_pz andA_pz, respectively.

1"Windows operating systems only

154 The University of Michigan, All rights reserved



9.3 Some M\TLAB commands for this lab

10. To hear your filter’'s response to periodic signal with equal-amplitude harmonics, prd3syh8ound
button. This is particularly useful when using the GUI to design vocal tract filters for vowel synthesis.

e Pole-Zero Place 3-D- Filter Matching Mode: In “filter matching mode,” you specify samples of a desired
transfer function at harmonically related frequencies and try to match that transfer function. The GUI plots a
red curve or stem plot along with the frequency response function; this is the response we wish to match. Two
edit boxes labeletinear Matching ErrorandDecibel Matching Errolindicate how closely your filter matches
the desired frequency response. The matching error values are computed as the RMS error between the desired
frequency response and your filter design in both linear amplitude and in decibels.

To start the GUI in this mode, use the following command:
>> pole_zero_place3d(B,Afilter_gains,fund_frq);

Thefilter_gains are the values of the desired filter frequency response at harmonically related frequencies,
andfund_frq is the fundamental frequency (in radians per sample) of the harmonic series of frequencies at
which thefilter_gains are defined.

e Pole-Zero Place 3-B- Lowpass Design Modein “lowpass design mode,” you specify the maximum frequency
of the passband and the minimum frequency of the stopband (both in radians per sample). To start the GUI in
this mode, use the following command:

>> pole_zero_place3d(B,A,[pass_max,stop_min]);

In this mode, the GUI computes the passband ripple and the stopband attenuation of your lowpass filter design.
You can use these measures to evaluate your filter design. The figure in the lower right also displays the passband
and stopband of the filter, with appropriate minima and maxima.

e Converting between filter coefficients and zeros-polesGiven a set of filter coefficients, we often need to
determine the set of poles and zeros defined by those coefficients. Similarly, we often need to take a set of poles
and zeros and compute the corresponding filter coefficients. There are AwoaB commands that help us do
this. First, if we have our filter coefficients stored in the vecB®endA, we compute the poles and zeros using
the commands

>> zeros = roots(B);
>> poles = roots(A);

This is because the system zeros are simply the roots of the numerator polynomial whose coefficients are the
numbers irB, while the system zeros are simply the roots of the denominator polynomial whose coefficients are
the numbers iA. We can see this in equation 9.18. To convert back, use the commands

>> B
>> A

poly(zeros);
poly(poles);

Note that we loose the filter's gain coefficiesf, with both of these conversions.

e Generating pole-zero plots:Frequently, we'd like to use MrLAB to make a pole-zero plot for a filter. If our
filter is defined by feedforward coefficieBsand feedback coefficients(both row vectors), we can generate a
pole-zero plot using the command:

>> zplane(B,A);
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Alternately, if we have a list of poleg, and a list of zerosz, (both column vectors) we can use the following
command:

>> zplane(z,p);

An example of a pole-zero plot resulting from this command is shown in Figure 9.1.

e Automatic all-pole modeling: Using the MaTLAB commandaryule , we can compute an all-pole filter model
for a discrete-time signal. That &yule automatically finds an all-pole filter whose magnitude frequency
response that in some sense matches the magnitude frequency response of the signal. If signal is given by
signal , the command

>> A = aryule(signal,N);
returns the filter feedback coefficients as a vectoA. The parametelN indicates how many poles we wish
to use in our filter model. Once we hadewe can compute the filter’s frequency response at 256 points using

freqgz as

>> [H,w] = freqz(1,A,256);

9.4 Demonstrations in the Lab Section

Thez-transform, system functions, and IIR filters

The system function “surface,H (z)|

UsingPole-Zero Place 3-Dor filter design

Vocal tract modeling

9.5 Laboratory Assignment

1. (Fitan FIR filter’'s frequency response.) Download the fileke_zero_place3d.m ,
pole_zero_place3d.fig , andlab9_data.mat . In this problem, you will get familiar with th@ole-
Zero Place 3-Dprogram for filter design using pole-zero placement.

Inlab9 _data |, the variabled=IR_fr contains samples of the frequency response for a simple FIR filter with
six zeros. ExecutBole-Zero Place 3-using the command

>> pole_zero_place3d([],[],FIR_fr,2*pi/8192);

Use the GUI to find an FIR filter with six nontrivial zeros that matches the frequency response of the original
filter. You should be able to get the linear matching error to be less than 0.1. (Hint: The original filter had all six
of its zeros inside the unit circle, so yours should as well.)

e [6] Include the GUI window with your matching filter in your report. In this and the following problems,
make sure that it is possible to read the filter evaluation scores on your printout. (Note: The easiest way to
include the GUI window is to use theopy to Clipboardbutton on a Windows machine. After hitting the
button, wait for the GUI to flash white and then paste the result into your report.)
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e [2] What are the filter coefficients, anda,, for your filter?
e [2] Where are the zeros on theplane? Give your answers in rectangular form.

2. (Design a lowpass filter.) In this problem, we will use the “lowpass design modeblefZero Place 3-D
to design some lowpass filters, as described in Section 9.2.7. For the various parts of this problem, use the
command

>> pole_zero_place3d([],[],2*pi*[1500 2000]/8192);

This sets the filter transition band to 1500 Hz to 2000 Hz if we assume a sampling rate of 8192 samples per
second.

(a) (Design an FIR lowpass filter to maximize stopband attenuation.) First, let's see what we can do with just
zeros (that is, with FIR filters). Using only six nontrivial zeros (i.e., three zero pairs), design a lowpass
filter with a stopband attenuation of at least 30 dB. (Remember, we want our stopband attenuation to be as
large as possible). For now, take note of your filter’'s passband ripple, but don’t worry about minimizing it.

e [8] Include the GUI window with your matching filter in your report.
e [2] What are the filter coefficients, anda,, for your filter?
e [2] Where are the zeros on theplane? Give your answers in rectangular form.

Food for thought: Using just zeros, try to find a way to minimize the passband ripple. What does this do to
your stopband attenuation? Try this with more zeros, but don't use any poles.

(b) (Design an IIR lowpass filter to maximize stopband attenuation.) There are two primary benefits to the
use of lIR filters. First, it is very easy to get very high gain at certain frequencies. This lets us design a
lowpass filter with very high stopband attenuation. Using a single pair of nontrivial poles, design a lowpass
filter that has a stopband attenuation greater than 60 dB. Use the same transition band as in the previous
problem. Again, you should take note of the passband ripple, but don’t worry about minimizing it.

e [4] Include the GUI window with your matching filter in your report.
e [2] What are the filter coefficients, anday, for your filter?
e [2] Where are the poles on theplane? Give your answers in rectangular form.
(c) (Design an lIR lowpass filter for both high stobpand attenuation and low ripple.) The second benefit of
IIR filters is the ability to achieve fast transitions between high gain and low gain. Among other things,

this allows us to transition between the passband and stopband more quickly, which in turn allows us to
achieve relatively high stopband attenuation with low passband ripple.

Once again using the same transition band, design a lowpass filter with a passband ripple of less than 2
dB and a stopband attenuation of at least 20dB. You may use as many poles and zeros as you wish, but it
is possible to meet these criteria with only two poles and four zeros. (Hint: use decibel mode to help you
increase the stopband attenuation, and linear mode to help you decrease the passband ripple.)

e [12] Include the GUI window with your matching filter in your report.

e [2] What are the filter coefficients, anda,, for your filter?

e [2] Where are the poles and zeros on thelane? Give your answers in rectangular form.
Food for thought: For a more interesting challenge, design a lowpass filter with a passband ripple of less

than 1 dB and a stopband attenuation of 60 dB. This can be done with six poles and six zeros, but you
might want to use more than this.
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Laboratory 9. Filter Design, Modeling, and thePlane

3. (Matching a vowel signal’s spectrum using pole-zero placemdab® data.mat contains the variable
vowel2 , which is a short vowel signal sampled at 8192 Hz. In this problem we will find a filter model of the
vocal tract used to produce this vowel.

(a) First, let's examine the signal itself.

e [2] Usesoundsc to listen tovowel2 . What vowel does this signal represent?

e [4] As a measure of the spectrum, plot the magnitude DFT coefficients for this signal in decibels
versus frequency in Hertz. Use only the first half of the DFT coefficients, where the maximum value
on the x-axis is one half of the sampling rate.

¢ [2] From this plot, estimate the fundamental frequency of the vowel signal in Hertz.

(b) (Design a vocal tract filter with both poles and zeros.)

lab9 data.mat  contains the variablesowel2_amps , which contains the amplitudes of the harmon-
ics that make upowel2 . We'll use the amplitudes to find a vocal tract filter for this vowel. Seate-Zero
Place 3-Dusing the command

>> pole_zero_place3d([],[],vowel2_amps,2*pi*frq/8192);

wherefrq is the fundamental frequency (in Hz) that you estimated. (Hint: The red stems should go
all the way across the frequency response plot. Also, there should be one stem for each element of
vowel2_amps . If not, you have probably estimated your fundamental frequency incorrectly.)

Set the GUI to “decibel plot” and find a filter with six nontrivial poles and six nontrivial zeros that makes
the decibel matching error as small as possible. You should be able to get the decibel error below 4.2. (It
is possible to achieve a decibel error of 3.65.)

e [8] Include the GUI window with your matching filter in your report.

e [2] What are the filter coefficients, anda,, for your filter?

e [2] Where are the poles and zeros on thplane? Give your answers in rectangular form.

(c) (Design a vocal tract filter with only poles and zeros.) Now, repeat the above for a filter with 10 poles
nontrivial and no nontrivial zeros (except for those at the origin). You should be able to achieve a decibel
matching error below 2.6. (It is possible to achieve a decibel error of 2.1.)

e [8] Include the GUI window with your matching filter in your report.
e [2] What are the filter coefficients, anday, for your filter?
e [2] Where are the poles on theplane? Give your answers in rectangular form.
If you are working on a computer with audio capability, you should us@tag Soundutton to listen to a

synthesis of the vowel signal. Note that the all-pole model produces less error with fewer total coefficients.
This suggests that all-pole filters are more appropriate for vocal tract modeling.

4. (All-pole modeling and classification) In this problem, we’ll look at an automatically generated all-pole model
of vowel2 , and we’ll see how we can use this model to help us improve our vowel classifier performance from
Lab 8.

(&) (Automatically generate an all-pole filter model.) Wsgule to compute an all-pole model feowel2
with 10 poles.

e [2] What are the resulting feedback coefficients?
e [2] Make a pole-zero plot of the resulting filter.
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9.5 Laboratory Assignment

e [4] Usefreqz to plot the frequency response of this filter and the frequency response of the filter
you found in Problem 3c in two subplots of the same figure. Display the two frequency responses
in decibels. (Note: The two frequency responses in decibels may be offset by some constant, which
corresponds to a scaling of the original spectrum.)

(b) (Construct and evaluate the vowel classifier.) Here, we’ll consider 16 samples of the frequency response
of an all-pole filter to be a potential feature vector for vowel classificatlah9_data.mat  contains
five matrices which contain all-pole feature vectors for the same vowel instances we examined in Lab 8.
They arenoo_ap,oh_ap,ah_ap,ae_ap, andee_ap.

e [5] As you did in Lab 8, compute the mean all-pole feature vectors for each of the five vowel classes.
Make sure you label which mean vector belongs with which class.

e [5] Combine the above vectors into a matrix of mean feature vectors. Then, use the function (from

Lab 8)

confusion_matrix.m to calculate the confusion matrix for the all-pole features. As you did in
Lab 8, use the vowel order “00,” “oh,” “ah,” “ae,” and “ee”. (If you did not complete your function
confusion_matrix in Lab 8, use the compiled functi@monfusion_matrix_demao.dll for

this problem.)
e [4] Compare this confusion matrix with the two confusion matrices that you computed in Lab 8. Is
the performance of the classifier better with this feature class? Note any similarities between the three

confusion matrices.

5. On the front page of your report, please provide an estimate of the average amount of time spent outside of lab
by each member of the group.
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