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Reading: 5.1-5.6

Issues in Studying Filters

e Filter Description

(a) Types of filters
(i) FIR
(ii) IR
(b) Ways of describing filters
(i) Filter coeflicients of a difference equation
(i)
(iii) Block diagram
(iv) Transfer function (frequency response)
(v) System function
(c) Ways of describing the input signal

Impulse response

(i) time-domain
(ii) frequency-domain
(iii) 2-domain
(d) Ways of describing the input/output relationship

(i) difference equation
(ii) convolution
(iii) transfer function (frequency response)

(iv) system function
e Filter Design

(a) Types of filters
(i) FIR
(ii) IR

(b) Better design techniques: poles and zeros in the z-domain

1 LTI Filters
1.1 General Form of LTI Filters

(a) Filter Description: {by}
(b) Input-output relationship by the difference equation:

dil= Y burln—H,
k=—M,

where M; and M, are integers
0 S M17 M2 S 0.

The order of the filter: M7 + Ms.



Classification:
(a) FIR or IIR

(i) FIR: M, My < 0.
(ii) IIR: My or My = oc.

(b) Causal or noncausal

(i) Causal: M; = 0.
(ii) Noncausal: M; > 0.

1.2 Example
An FIR filter is given by the following difference equation:
yln] = x[n — 2] + z[n — 1] + 2x[n].

(a) Comparing with the general form

yinl = > baln K,

k=—M,

we have My =0, My = 2,
bo=2,b0 =1,bo = 1.

The order of the filter is My + My = 2.
(b) Note that it is causal.

(¢) For a specific input signal x[n]

2[n]
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(d) Things to note

(i) (View 1) This is a weighted running sum of the present and past input values.




(ii) The support of the output is longer than the input by the order.
(iii) The output is smoother. It is a kind of lowpass filter.
(iv) There are transient regions.

(v) The output is delayed.

(e) (View 2) y[n] is a weighted sum of signals.

yln] = z[n — 2] + z[n — 1] + 2x[n].
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(f) (View 3) y[n] is the convolution of the input and the impulse response of the filter.

2 Linearity and Time-Invariance
Filters described by

sl = S bealn— K

are linear and time-invariant.



2.1 Linearity
Definition A system is linear if for any input signals x;[n] and z3[n] and any scalars a and 3
azi[n] + Braln] — ayi[n] + Byz[n],

where z1[n] — y1[n] and za[n] — ya[n].
(Additive and scaling properties; or superposition principle)

7] LC az1[n] + fa[n] System
22l = T T{az[n] + Brsfn]}
7
a1 [n] System yi[n] LC ayi[n] + Byz([n]
) 7 e >
M,
Fact Filters described by y[n] = Z brx[n — k| are linear.
Proof: o
M,
azxq[n] + Bxa[n] — Z by (a1 [n — k] + Bxo[n — k)
k=—M,
Moy Mo
= Z braxi[n — k] + Z bpBxa[n — K]
k=—M, k=—M
M, M
=« Z braxiln— k] + 8 Z braan — k]
k=—M, k=—M,
= ay1[n] + Byz(n].

Examples of nonlinear systems

(c) yln] = z[n] + 3.

2.2 Time-invariance

Definition A system is time-invariant if for any input signal z[n] and any ng
x[n — ng)] — yln — ngl,

where x[n] — y[n].



x[n] z[n — no

— 1 Shift Sys;em L T{z[n —no)}
i

z[n] ] y[n]

— Syb;em Shift ——— y[n —ngl

Mo
Fact Filters described by y[n| = Z brx[n — k| are time-invariant.
k=—M,
Proof: Let z[n] and ng be given. Let z[n] = x[n — ng] be the input. Then the corresponding output is

M2 A'12
Z brzln — k] = Z brx[n — k — ny)
k=—M, k=—M;

Mo
= Z brx[(n —ng) — k]
k=— M,

= y[n — no.

Hence, z[n — ng] — y[n — ng.

Example of a time-varying system
yln] = nafn).

x[n] ylnl
yln —1]
N
T{z[n—1]}
x[n — 1]




2.3 View 3—Convolution with the impulse response

View 3 An LTI filter performs convolution of the input with the impulse response of the filter.
This viewpoint

(a) (Input) decomposes z[n] into the sum of simple signals called impulses
(b) (Filter) identifies the response of the filter to an impulse

(¢) (Output) uses linearity and time-invariance to produce the output.

2.3.1 The unit impulse and the impulse response

e The unit impulse (sequence) or (Kronecker) delta function §[n]
=1 o 7o
N
0 n

e The impulse response h[n| (of an LTI system) is the output y[n] when input z[n] = d[n].

My
The filters described by y[n] = Z brx[n — k] has impulse response h[n| given by

k=—M,
M,
hin] = Z bra[n — k]
e w[n]=5[n]
Mo
= Y bpbln—k
k=—M,
_ bn7 _Ml S n S M2a
1 0, else.

Example An FIR filter is given by the following difference equation:
yln] = xz[n — 2] + z[n — 1] + 2x[n].

Find the impulse response h[n] of the filter.



2.3.2 Decomposition of the input into impulses
For any signal x[n]
x[n] = Z xz[k]d[n — k] = -+ + z[-1]d[n + 1] + 2[0]d[n] + x[1]é[n — 1] + - -
k=—o0

This decomposition shows that 2[n] can be viewed as the weighting of impulse functions.
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2.3.3 Description of the output with the impulse response

Example 1 An LTI filter has the following impulse response.



Find the response of the filter to the following input.

zn] = 26[n — 2]

By linearity and time-invariance

y[n] = 2h[n — 2]

([
An LTT filter with the impulse response h[n] has the response y[n] to input z[n]
aln] = ylnl= Y a[khln— k]
k=—oc0
Or -
d[n] — h[n] = zlleylhl= ) z[khn k]
k=—o00
Fact
ylnl= ) wlklhln — k]
k=—o00
= > hlklz[n - k]
k=—oc0
M,
b’m —M S S Ma
= Z brax[n — k] for hln]= { 0 elsel " 2
k=—M, ’ )



