Homework Set 4 Solutions DRAFT EECS 401 Feb. 7, 2000

1. Atotal of 46 percent of the eligible votersin a certain city classify themselves as |ndependents, whereas
30 percent classify themselves as Liberals, and 24 percent as Conservatives. Inarecent local eection, 35
percent of the Independents, 62 percent of the Liberals, and 58 percent of the Conservatives actually
voted. An eligible voter is chosen at random.

(8 Find the probability that this voter actually voted.
By the law of total probability
Pr(V) =Pr(V|l) Pr(l) + Pr(V|L) Pr(L) + Pr(V|C) Pr(C)
= .35 46 +.62° .30+.58" .24 = .486
(b) Given that thisvoter voted in the election, what is the probability that he or sheis an Independent?

Pr(V[) Pr(l) _ .35 " .46
Pr(v) T 486

Using Bayesrule: Pr(l|Vv) = = .331.

2. 257h, p.78

Let X denotetheinput and Y the output.
Recall that in the previous homework set we solved part (a) and found

1
P(Y=0) = 5 (1-e1+e)
(b) Now using Bayes rule we find

P(Y=1]X=0) P(X=0) _ €1 1/2 ql2 e

P(Y=1) ~LRY=0) T oy214ere) 1-epter
P(X=1|Y=1) =1- P(X=0y=1) =1- — & = 1@

l-exter l-exter
Which input is more probable? This question is somewhat vague. We were given that the inputs are
equiprobable. So this question must really be asking which input is more probable given Y = 1. Inthis
case, X =0 ismore probableif ¢ >1-e and X =1 ismore probableif otherwise.

P(X=0|Y=1) =

3. 262, p.79 justfor "A and B¢

Weare given that A and B areindependent. Hence, P(ACB) = P(A) P(B). It'salso true that
P(A|B) = P(A) and P(BJA) = P(B), butit'susually easier to work with the relation
P(ACB) = P(A) P(B).

Toshow A and BC areindependent it sufficesto show P(ACBCS) = P(A) P(B©).
By the law of total probability, P(ACBCS) + P(ACB) = P(A). Therefore,
P(ACBY = P(A) - P(ACB) = P(A) - P(A) P(B) by independence of A and B
= P(A) (1- P(B)) = P(A) P(BY whichiswhat we needed to show.

4. 2.66, (a) and (c), p. 79

A, B and C are events.
(8 P(exactly one of these three events occurs)
= P((ACBCCY E (ACBCCY) E (ACBCC))
= P(ACBCCCC) + P(ACCBCCC) + P(ACCBCCC) sincethesethree events are digoint

1



= P(A) P(B€) P(C¢ + P(AC) P(B) P(Cc) + P(AC) P(Bc) P(C)
because A, B and C areindependent, and so is any combination of their complements
(c) P(one or more of these occurs) = 1-P(nhoneoccurs) = 1- P(ASCBCCCO)

= 1- P(A%) P(BS) P(C¢)
. 2.70, p. 79

Weneedtofind avalueof e suchthat Ag isindependent of Bg, A1 isindependent of By, Ag is
independent of B1 and Az isindependent of Bg. From the derivationsin Example 2.23, we know

P(Ao C Bo) = (1-p) (1-€) P(Ag) = 1-p

P(AocC B1) =(1-p)e P(A1)=p

P(A1 C Bo) = pe P(Bo) = P(A0CBo) + P(A1CBo) = 1-p- e+ 2pe
P(A1C B1) =p(1-€) P(B1) =p+e-2pe

Tomake Ag isindependent of Bg, weequate P(AgCBg) = P(Ag) P(Bg), which yields

1
(1-p)(1-§) = (1-p) (1-p-e+2pe) P e= 5
One may check that this makes the other three pairs of eventsindpendent aswell.
Such a channel is useless for communications precisely because the outputs are independent of the inputs.

. 2.71 (hint; there are two approaches)

Itiseasiest to find the the probability of one, two or three errors and then subtract these probabilities from
one. .

The probability of no errorsis (1-p)100.

The probability of one error is 100 p(1-p)9® because the probability of any particular way of getting one
error is p(1-p)9° and there are 100 different ways of getting 1 error.

The probability of two errorsis (130) p2(1-p)98 because the probability of any particular way of getting

two errorsis p2(1-p)98 and there are (1(2)0) wayss of getting two errors.

Probability of 3 or moreerrors =1- (1-p)100- 100 p(1-p)®° - (1(2)0) p2(1-p)%8
= 1-.99985 = .00015

. 2.76 (a) and (b), p. 80

(@ P(k errorsin n operations) = (E) pk (1-p)n-k

(b) P(ky type lerrorsin n operations) = (El) (pa)kl (1-pa)n-k1

where pa = probability of atype 1 error = prob of error © prob. type 1 error given error



8. 291 (a), p. 82

P(the two people get the same number of heads in 3 tosses)
3
= é_ P(each getsi headsin 3 tosses)
i=0

Qo

= P(person one getsi heads in 3 tosses) P(person two getsi headsin 3 tosses)
i=0

3

_ 8 (131 _20_ 5

= ao (i)é(i)g = 64" 16

9. 3.7, p. 175

Y isadiscrete random variable with cdf Fy(y) shown below:

1_|
7/8 e
3/4 7]
1/2 7]

10. 3.9, p. 175; inaddition give the formulafor the cdf that you find.

area of circle of radiusy _ py? _ ,
area of circle of radius1 ~ p12 =~ ¥

If y3 0, Fy(y) = P(YEy) =

If y<0, Fy(y) = P(YEY) =0

10 , y < sO
In summary, Fy(y) = _[yz, y:o0 asillustrated here
t1, y>1

Y isacontinuousrandom variasble.

11. 3.12, p. 175

A uniform random variable is a continuous random variable with cdf

i 0,u<-1 1%
u+l
FU(U) - 7, -1fuUE£l -

i
'I\ |

1, uwl -1 1
and we use the fact that
Pr(aEU£b) = Pr(a<U<b) = Pr(atU<b) = Pr(a<U£b) = Fy(b)-Fy(a)
_ ba

=5 if -LEa£b£1, then



Pr(U>0) = POLUED) = 3

Pr(JUI<1/3) = P(-UBEUE L) = 3

Pr(lU[*3/4) = Pr(3I4£ U £ 1)+ P(-1EUE-314) =

Pr(UE5) = Pr(-1£U£1) = 1

-1
Pr(1/3<U<1/2) = 12
12. 313, p. 175
}U3+ (23)(x+1)2, -1 EX£0 y
Fx(x) =10, x<-1 /—1/3
t1, x>0

L
Noticethat P(-1£ X £0) =1 and P(X=-1) = 1/3
P(A) = P(X>1/3) = 0

P(B) = PXP1)=P(X=1)= 3

P(C) = P(X-g<1) = PLg<X <3 = Fx(g)- Fx(3) - PX=g) + PX=5)

1 2.1 16
(=+5(D)2. - =9
1 (3+3(3) 0+0 57

P(D) = P(X<0) = P(X£0) - P(X=0) = P(XEQ) = Fx(0) = 1

13. 3.20, p. 176

cx(1-x) ,0EXE1
fx(x) = 0,(els)e ’

(8 We choose ¢ so that fx(x) integratesto one; i.e.

1 1 5
- — s W — X ]1 — 8 - )
1 -?fX(X) dx C-?X(l X4) dx c[x 511 = 5C P ¢ 3

(b) Fx(x) =0, x <-1; Fx(x) =1, x >1, and

x

Fx(X) = og(lx4dx= 3+ g(5x-x5) for 1EXEL
-1
1 1,1 1 1 1 79
© P(XI<y) =Pt <X <3 = Fx@-Fx(P-Pox= = 12 = 617



14. 3.22, p. 177

(& WEell find the pdf by first finding the cdf.

area of region of dart board causingZ £ z
area of dart board

Fz(z) = Pr(Z£2) =

IfO£ z£ Db, thisis If b£z£ 2D, thisis
b -
z b N
z b A

whileif £0, Fz(z) =0 andif z3 2b, Fz(2) = 1.
Taking the derivative of the cdf givesthe density:

0, z£0
q Tzb2 | ogzen
2(2) = @z Fz(2) = 1oy - b2 | bezE2d
0, z22b
¥ 2b
(0]

A 2 z b2
(b) Pr(z>1.5b) = l.é)bfz(z) dz = . (B-b—z)dz =3

5b

15. Which of the functions shown below are valid cumulative distribution functions. For each that is
valid, what type of random variable does it represent?

1l 1
B S /PTM
B X X
2 I

-1 1

2
1 1
e W>
- A :
z -2 2

-2

(@ All but the one on the lower right are valid.

(b) The upper left isa discrete random variable.
The upper right is a continuous random variable.
The lower left isa mixed random variable.



