Homework Set 9 DRAFT EECS 401 Due: April 3, 2000,

1. Joe buys his gasoline at the local cut-rate gas station. The station sells two grades of gas, A and
B, but the station owner won't tell which you get. Joe is concerned because his car mileage varies
uniformly between 20 and 32 miles per gallon with brand A and between 16 and 26 miles per
gallon with brand B. Suppose Joe knows the probabilities of the gas station having brands A and
B are .3 and .7, respectively. Let X be a random variable representing Joe's gas mileage. (This
is same descriptions as Prob. 5 of previous homework.)

Find the expected value of X WITHOUT integrating x times the density of X.
We use a version of the law of total expectation, namely,

E[X] = E[X|A] P(A) + E[X|B] P(B)
From the problem statement, we deduce Pr(A)=0.3, Pr(B)=0.7; and

1
f(xIA) = %2, 20x<32 ¢ gy - S‘@, 16<x<26.
else , else
32
Hence, E[X|A] J L dx = 26 and E[X|B] —I[ 10 = 21, and

E[X] = 26x .3 +21x.7 = 22,5

2. A gambler brings X dollars to a casino where X is a random variable with density

fx(x) = DSOOOO’ 0<x=< 400
00 , otherwise

After a night of gambling the gambler leaves the casino with Y dollars, where Y is uniformly
distributed between 0 and X . (This is same descriptions as Prob. 6 of previous homework.

(a) Find the expected value of Y WITHOUT integrating x times the density of Y.

00

We use a version of the law of total expectation, namely, E[Y] E[Y|X=x] fx(x) dx

%, Osy<x
From the problem statement, we deducex(§|x) =

D, else
_ 1y2 X _
Therefore, E[Y|X=x] = jyfy|x(y|x) dy = Jy dy = | =
408 1 400 _ 400
. Y] = [ 2 80,000 % = 160, 0003| 3~ 1333

(a) Given the gambler leaves the casino with $200 dollars, find the expected number of dollars that
he brought.

(2]

We need to find  E[X|Y=200] = X fx|y(x|200) dx

To find fxjy(x|]y) we use the following version of Bayes rulg)y{x|200) = fY|x$iC()gcl)>8)fx(X)




400 1. _ 200 _ 1

° X
where  §(200) = J'f)((X) fY|x(200|X) dx =2£0W000§ dx = m = 200

(note that ¥x(y|x) :ﬁ) only if Ogy=<x)

1 X
so  fqv(x200) =* 2209902 T if 200< x <400
400
400
1 1 x2[400
And  EX|Y=200] = [ X o0 dX = 550 a 490 = 400 - 100= 300
b %200 @ = 2002|200

. 4.39, p. 260
fxy.z(xy,z) = k(x+y+z), G&x<1, Osy<1, 0Osz<1

(a) We choose k so thak ¥,z(x,y,z) integrates to one.

111 111
1 —g ({ cg1‘><,\(,z(x,y,z) dz dy dx —J g Jk(x+y+z) dz dy dx

11 1
=1 Kk (xty+3) dy dx = K (xrgta) dx = k(G+3+3) = 5k O k=4

1
(0) Ky(y) = [fxyz(y.2) dz =2 (x+y+y), 0sxs1, Osys1

2
fxy.z(xyz) _ s*HV*2) _  (x+y+2z)

fxy(xy) = 2 1 1
J(Xxty+) (x+y+3)

fz1x,v(z[x,y) =

. 4.41, p. 261(don't use the chain rule; you are, in effect, rederiving it for 3 random variables.

We need to showxfy z(x,y,z) = & (x) fy|x(YIX) fzjx,v(z|x,y) . Let us start with the right hand
side and substitute the formulas for each of the conditional densities there. We have

() YY) Tziv(zicy) = &0 00 DYZEE) < iy

Alternate derivation: We use the fact thgty{u,v) = t(u) fyju(v|u)
With U =(X)Y), u=(xy), V=2 and v =z, the above fact implies
fx,y,z(xy,2) = Uv(uv) = L) fvjulviu) = &y xy) fzlx,y(zIxy)
= &(X) fyix(YI¥) fzjx,v(zIX.y)
where the last step follows by the above stated fact, with U=X, u=x,V=Y,v=y

. Let W=X+3Y-Z, where X, Y and Z be uncorrelated Gaussian random variables with
means =1, my=2 and m=3, and variancewf( =1, 05 =2, o% =3,

Find P(W=1). Hint: W is a linear combination of Gaussian random variables.

W is Gaussian, since it is the linear combination of Gaussian random variables. Therefore, to find



the density of W we need only find E[W] am@v.
E[W] = E[X+3Y-Z] = E[X]+3 E[Y]-E[Z] =1+32-3 = 4

Since X, Y and Z are uncorrelated, so are X, 3Y and -Z, so the variance of W=X+3Y-Z
is the sum of the variances of X, 3Y and -Z:

2

o, = var(X) + var(3Y) + var(-Z) =04 + 905 +05 = 1+9%2+3 = 22
Now,
(o) [o0) _ 2
P(W21) = [fw(w)dw = | S exp{-w} dw
;72110\2,\/ 20y
2 -
= 1 exp{-%} duow, letting u W-EIW]
1—EL] nd, Ow
Ow
= (Y EW) = (1) = Qr64) = 1- Q640 1- 2600 .74
Ow 7_2
. 4.51, p. 262

fx y(xy) =2e(*y), 0<sy<x, and Z=X+Y. Notethat X and Y are notindependent. As
shown in class and in Example 4.31, p. 221,

fz(z)

00

[ fxy (x,z-x) dx, note: 3y (x,z-x) = 2e(x*z2X) | 0< z-x< x

zZ
2ez, z/2<x<z ={2e’zdx =2é2% = ze?, z=0
zI2

. 4.61, p. 263

Since X and Y are independent? ¥nd Y are independent (functions of independent random
variables are independent), so

E[X2Y] = E[X? E[Y]
Since X is Gaussian with E[X]=0 araf =1, EP@=0% + (E[X])2 =1+0=1
Since Y is uniform on [-1,3], E[Y] = 1.

E[X2Y] = E[X?] E[Y] = 1x1 = 1
. 4.67, p. 263

cov(X,Y)
OxOovy ,
E[XY] - E[X] E[Y] = E[X(aX+b] - E[X] E[aX+Db]

Y =aX+b andp =

cov(X,Y)

2

a EP + b E[X] - a (E[X] - bE[X] = a (ED® - (E[X])?) = acg



ao’
= var(ax+b) = %C‘)Z( 0 p = cov(X,Y) _ X~
Ox0y Ox aoy

2
Oy

9. Let X,Y be continuous random variables with joint density

x+y, O=x<1,0=y<1
Ixy(Y) =4 olse

(a) Find the best linear estimate for Y given X=x.

The best linear estimate for Y given X=X, is

A (6)
y=ax+b :pxyol(X-E[me[Y]
X

[e¢] 1 2
X 1
fy(y) = [fxy(xy) dx =(g(x+y)dx =(7|(1)+y) =5+y, 0<y<1
- ' Y21 1
fx() = [hxvixy)dy = [(cy) dy = (55+x) =5+x 0<x<1
1
1 1.1 7
E[X] = E[Y] = gy(§+y)dy =11 =0
2 2 _1,1_5
E[X?] = E[YZ] —Jy G+Y) dy =545 = 1

11

EXY] = [ [y (xay) dx dy _33 y2d 1,1zl

y = 6 +6 = 3
EIXY]-EXIE[Y] _13-49/144_ 1
VEXA-EX) VEVAE[ND2  D/1249/144” 11

N

_ 1 7 7
So, ¥y = -11(x-19) *13
(b) Find the best overall estimate for Y given X =x.

The best overall estimate for Y given X=x is § = E[Y|X=x] = [y fyx(y|x) dx

fxy(Xy) _ x+ty _ 2(xty)

Using Bayes rule:  vix(y|x) = () - 124X = 1+2x O0<x<1, 0<y<1

6o o "y 20x4y) . .
Therefore,y = [y fyx(ylx) dx = ({ Y 4oy Y -1+2X({y dy +1+2X(gy dy

_ 22Xy, 2 )ﬁll

T 1+22 " 1+2x 3 o

-2 x,1 0.7

= 1v2x 2*3)

The two estimation rule are plottéd
(One is linear, one is not.)
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