Study Problem Solutions EECS 401 April 19, 2000
1. The autocorrelation function of a widesense stationary random process X(.) is
Rx(@) = a e’
(a) Find its power spectral density.

The power spectral density is

Sx(f) = Fourier transform of K1) = I Rx (1) €121 gr
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[ae"et2 M = [ aex - br+j2nt/20)?} expf -arer2iab} dr
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= V1ib a enzf /b, since the integral of a Gaussian density is one

(b) Find the mean of this random process.
EX(t) = 0, because if not zero, the power spectral density would contain a delta function.

(c) Find the (average) power of this random process.
power = EX2(t) = Rx(0) =

Alternatively,  power =[ Sx(f) df = ITTr/b UKL

a [~ ef2262 4t . where o2 =%
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a since the integral is one

(d) How much power does this random process have in the frequency band [2,3]? (Hint: Q-function
tables are useful.)

3
power in band [2.3] = 3Sx(7) df = 2 2{ ef2/202¢4f,  where 02=2Ln2
\/ 2n02

=2aq)-2aQ)
o o
= 2a Q(2w2/b) - 2a Q(32/b)
We can't proceed farther because the values of a and b are not given.
2. A widesense stationary random process X(.) has power spectral density
Sx(f) = 62 becauseav = 2nf
1+f4

Find the average power of the random process.
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[ sxar = Jo1f+f4 df = 2J1f+f4 df

= 12ﬁ3rm) (from tables of definite integralsy 13.3

The power is P

. Let X(t) and Y(t) be independent widesense stationary random processes with power spectral
densities gf) and S(f), respectively. Find the power spectral density of the random processes
U(t) and V(t) defined by

(@) U(t) =a+ b X(t)
The autocorrelation function of U(t) is
Ru(ts) = E[UMU(S)] = El(a + bX(1))(a+bX(s))] =28abE[X(s)]+abE[X()] + B E[X()X(S)]
= &+ 2abny + P Rx(t-s)
Notice that this is just a function of t-s. This fact coupled with the fact that the mean function is a

constant means that U(t) is widesense stationary.
The power spectral density of U(t) is

00 [o¢]

Su(f) = Fourier transform of &T) = _[RU(T) egl2ft gr = J’ (a2+2ab ny+k?2 Ry (1)) 12T dr

= (a2+2abmy) (f) + b2 S¢(f) since Fourier transform of a constant ¢ &f)c
(b) V(1) = X(®) + Y(1)
As above or from Problem 8 of Homework 12, v(B = & Rx(1) + 2mxmy + Ry (1).
So Sv(f) =F{Rx(1) + 2mxmy + Ry(0)} = Sk() + 2mxmy &(f) + Sv(f)

. White noise with power spectral density is applied to an ideal low pass filter with frequency
response
ol , |filsw

HO=C0 1n>w
(a) Find and sketch the autocorrelation function of the output of the filter.

We first find the power spectral density of the output random process. Then we take its inverse
transform to find the autocorrelation function.
Let X(t) and Y(t) denote the input and output random processes, respectively. Then, as shown in

class §(f) = Sx(f) |H(N[2, where &(f)=n for allf. Substiuting for H(f) gives

an , |flsw
S =
YO =8 sw

The autocorrelation function is then
. W _
Ry(®) = F{sy(®} = I Sv(f g2mit gf = gEn d2mT g = %ﬂ%ézml_vv\\//

= _L(eiZ"WT-e'jz"\NT) = nw , since sirez%(eie-e'je)
j2mt T J
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(b) Let Z,=Y(n/2W) be the sample of the ouput taken at times n/2W. Find the autocorrelation
function of the discrete-time random process,;}{&nd comment on what you find.

[PWn, k=0
&

Rz(n,n+k) = E Zy Znsk = E Y(N2W) Y((n+K)/2W) = R(k/2W) = -

In addition, we know that BZ= E[Y(n/2W)] = E[X(t)] [h(t) dt = O since white noise has E[X(t)]
= 0. Therefore, we see that thg/sZ are uncorrelated with each other.

. A wide-sense stationary Gaussian random process X(t) with mean 0 and autocorrelation function

Rx(1) = 3el® is the input to a filter (linear time-invariant system) with impulse response ht) te
>0 and h(t)=0 for t<O.

(a) Find the probability that the output of the filter is less than 3 attime 5.

Let Y(t) denote the output random process. Then Y(t) is Gaussian, because the output of a filter
with a Gaussian input is Gaussian. Its mean function is

E[Y()] = mx }oh(t) dt = 0 because x1= 0
It's power at time t is E[Y@) = Ry(0) = ISy(f) df and () = Sx(f) [HH|?

Sx(f) = fourier transform of 38 = [3 el 121 4

) 0

JS e—T-jZT[f'l'd_[ + J‘BeT-jZT[deT _ gtj2rft | gl-i2mft 0
-%

Aot lo * 3 152mf |

3 3 _ 6

= 142 T 192 T 1+4ref2
° , ° oL tj2rft |
H(f) = fourier transform of h(t) jo ht) 2 gt :J ettt gy = ?l-jZT[f 5 = 1+j12th .
1 1
2 = . . =
HOW = (Lejorfy(jor) = 1eamer2
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Substituting gives: gf) = and so

(1+4T[2f2)2

° -6 co1
0'3(0 = E[Y(t)z] = RY(O) = _5[, SY(f) df = _o-[ mdf = 12J mdf
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do_—, withw=2rf
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_63m_9 o
=ha -2 from tables of definite integrals



Finally,

3 ©
Pr(Y(5)<3) = [fy)y)dy = 1-[fysy)dy = 1 exd - y } dy
g | Jgme k,
= 1- I—exp{y}dy—l Q—)
3/0Y(5) Y(5)

=1-Q(V?/2) 01-Q(1.4) = 1-.08 0.92

(b) Find an expression for the power of the output of the filter in the frequency band [1,2] . You may
leave your answer as an integral.
-1 2 2 2 5

Power in frequency band [1,2] =!Sy(f) df+I[Sy(f) df = ZI[Sy(f) df = 21[ (L+ar2f2)? df

. 7.8, p. 451, Z(t) = X(t) Y(t) where {X(t)} and {Y(t)} are independent and WSS.
@) ny(t) = E[Z(t)] = E[X@®)Y(@®)] = E[X(D)] E[Y(t)] since X(t) &Y(t) are independent
= myx my, since {X()} and {Y(t)} are WSS
Rz(t,s) = E[Z(DZ(s)] = E[X®OY() X(s)Y(s)]
E[X({M)X(s)] E[Y(Y)Y(s)], since {X(1)} and {Y(t)} are independent

Rx(t-s) Ry(t-s)
Since nx(t) is a constant and AR,s) depends only on t-s, we conclude that {Z(t)} is WSS.

(b) As found aboveRz(1) = Rx(t) Ry(1)

Sz() = H{Rz(} = H{Rx( Ry(D} = S(M*Sv(h)

T/2
. 7.19, p. 452, except to simplify the problem a bit, let Yé)jX(t) dt'

gl

@ Y0 ZTI_IFX(t') dt = X()* h() where h() Eo 0st<T

else
Therefore $(f) = Sx(f) |H(f)|2 where

H F j21Tt 1 1 2T\ T (1'e_j2 T)
— — J Y —
(f = F{h@®} = J T dt = T -j2rf (€ )0 T j2rT

(2712 12nfTI2 _
) jorfT/2 _ sinTdT Gi2fT/2

- j21fT e =TT
Therefore, Sy(f) = Sk(f) [HH|®Y = Sx() smnfT 2
(b)  EYZD] = Ry(0) = ;sy(f) df = ij(f) (SNTIT)2 of



