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Abstract—A 1 Tb/s 3 W inter-chip transceiver transmits clock
and data by inductive coupling at a clock rate of 1 GHz and data
rate of 1 Gb/s per channel. 1024 data transceivers are arranged
with a pitch of 30 m in a layout area of 1 mm2. The total layout
area including 16 clock transceivers is 2 mm2 in 0.18 m CMOS
and the chip thickness is reduced to 10 m. Bi-phase modulation
(BPM) is employed for the data link to improve noise immunity, re-
ducing power in the transceiver. Four-phase time division multiple
access (TDMA) reduces crosstalk and the bit-error rate (BER) is
lower than 10

13.

Index Terms—Inductor, SiP, three-dimensional, wireless inter-
connect.

I. INTRODUCTION

THE performance gap between computation in a chip
and communication between chips is increasing, making

inter-chip communication a bottleneck in development of
high-performance LSI systems. One approach to realize
high-speed interfaces is to shorten the chip-to-chip distance.
System in Package (SiP) reduces the chip-to-chip distance
significantly by thinning chips and stacking chips on each other
in a package, which provides strong motivation to develop
high-speed, low-power, and high-density interface between
three-dimensionally stacked chips.

Several 3-D interface technologies have been investigated
[1]–[4]. Mechanical wired approaches, such as a microbump or
through-Si via (TSV) are employed in [1], [2]. [3], [4] utilizes
electrical wireless approaches based on capacitive coupling or
inductive coupling. We have developed an inductive-coupling
interface [4]–[7] where chips are stacked and inductively
coupled by on-chip metal inductors. A transmitter changes
current in the metal inductor and a receiver samples induced
voltage through inductive coupling and then recovers data.
The inductive-coupling interface has many advantages over
the wired interface. 1) Cost is lower since the interface (metal
inductor) can be implemented in a standard LSI process while
the wired interface requires an additional mechanical process
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for fabrication. 2) Scaling is easier since the inductive-coupling
interface can remove a scaling limitation due to the mechanical
process in the wired approach. The inductive coupling interface
is scaled down by shortening a vertical distance that can be
reduced down to several micron meters in face-to-face stacked
chips. 3) Reliability is higher. The inductive-coupling interface
is non-contact scheme and chips are detachable. By using the
interface as a test head, individual chips before assembly can be
tested without damaging any chips. Power for the chips under
the test can also be transferred through the inductive coupling.
Even if power transfer efficiency is low, the chips can operate
since the tester can transmit large power. 4) Area-consuming
and highly-capacitive ESD protection devices can be removed
due to the non-contact scheme. 5) The inductive-coupling inter-
face can communicate through circuits. Transceiver circuits can
be placed under the metal inductor to save layout area. Indeed,
the transceiver circuits are placed under the metal inductor in
this work. In addition, the inductive-coupling interface over-
comes some limitations of the capacitive-coupling interface
since it enables over three-stacked inter-chip communications
as reported in [6] while the capacitive-coupling interface is
employed to only two chips stacked face-to-face [3], [8]–[10].
Since chips can be stacked face-up, power and ground can be
provided by bonding wires in a low-power application such
as mobile phones or digital cameras. If one of the chips con-
sumes higher power, it can be placed at the bottom and stacked
face-down to an area-bump package. For high-performance
and scaled systems, TSV may be necessary to provide power
through all stacked chips. However, advanced fine-pitch TSV
and at-speed testing are not required just for DC connections
so that the cost and KGD problems do not occur.

At ISSCC 2005, a 195 Gb/s 1.2 W inductive-coupling trans-
ceiver has been reported [6] where 195ch transceivers are ar-
ranged with a pitch of 50 m. The inductive-coupling trans-
ceiver communicates at 195 Gb/s with power efficiency of 6
mW/Gb/s (6 pJ/b) and area efficiency of 2.5 mm Tb/s. In this
work, the state-of-the-art inductive-coupling transceiver is pre-
sented for over-terabit/s data communication with higher power
and area efficiency. Clock is also provided by the inductive cou-
pling for the first time.

II. INDUCTIVE-COUPLING TRANSCEIVER

Fig. 1 presents the block diagram of the inductive-coupling
transceiver. The transceiver comprises 16 slices of a 64ch block,
yielding 1024ch data transceivers in total. Each of 64ch blocks
consists of 64 data transceivers and one clock transceiver. Clock
for the transmitter is transmitted through the inductive
coupling and clock for the receiver is recovered by the
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Fig. 1. Block diagram of inductive-coupling transceiver.

Fig. 2. Characteristics of transmit current I and received voltage V in data link in (a) time and (b) frequency domain.

clock transceiver. The clock frequency is 1 GHz. The phase in-
terpolator (PI) generates 4 time slots in one clock cycle by cre-
ating four-phase clocks from both and for time
division multiple access (TDMA). Data transceivers are divided
into the time slots to reduce crosstalk. Each data transceiver
communicates at 1 Gb/s/channel. 1 Tb/s data bandwidth is ob-
tained by 1024 parallel data links.

A. Inductive Coupling for Data Link

Fig. 2(a) illustrates time-domain waveforms of transmit cur-
rent and received voltage in the data link with an ideal in-
ductive coupling. is approximately given by Gaussian-pulse
current

(1)

where is peak current, is time offset and is pulse
width. The ideal inductive coupling functions as an ideal
differentiator. Thus, induces Gaussian monocycle for

( where is mutual inductance of the inductive
coupling). The data receiver samples the latter half of the

signal. A sampling-time margin is determined by the
pulsewidth . is set to 125 ps since each transceiver operates
in 250 ps-time slot at 1 Gb/s with four-phase TDMA.

Fig. 2(b) depicts frequency characteristics of and that
becomes

(2)
has a peak frequency (fundamental) and a

bandwidth up to . In a case of ps, the bandwidth
is 7.2 GHz. An actual inductive coupling limits the bandwidth
due to parasitics. Layout parameters for the inductive coupling
should be designed to maximize while maintaining the band-
width.

Fig. 3(a) shows an equivalent circuit for the actual induc-
tive coupling where transmitter and receiver inductors are
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Fig. 3. Model of inductive coupling. (a) Equivalent circuit. (b) Frequency characteristics (circuit parameters for data link are shown).

TABLE I
LAYOUT AND CIRCUIT PARAMETERS OF INDUCTIVE COUPLING

modeled as parallel resonators. The equivalent circuit gives a
transimpedance of the inductive coupling

(3)

Due to parasitics, the transmitter and receiver inductors behave
as second-order low-pass filters and they limit the bandwidth up
to a self-resonance frequency ,

.
The inductive coupling for the data link is designed for a

channel pitch of 30 m and communication distance of 15 m
in 0.18 m six-metal CMOS. Four metal layers are used for the
inductor and two metal layers are used for transceiver circuits
placed under the inductor. Optimized layout and circuit param-
eters of each transmitter and receiver inductors are summarized
in Table I. Diameter of the both inductor is 29.5 m to utilize
the given channel pitch of 30 m. A resistance of the transmitter
inductor should be low enough to be driven by a high transmit
current ( 5 mA). Therefore, the wire should be wider and the
number of turns should be less for the transmitter inductor. On
the other hand, for the receiver inductor, the number of turns

should be increased and the wire should be narrower to in-
crease a self inductance as well as the mutual inductance until its
self-resonance frequency reaches the signal bandwidth of
7.2 GHz. Fig. 3(b) shows frequency characteristics of the induc-
tive coupling for the data link. The inductive coupling exhibits
sufficiently wide bandwidth (over 7.2 GHz) and functions as a
differentiator.

B. Inductive Coupling for Clock Link

The layout and circuit parameters of the inductive coupling
for the clock link are also summarized in Table I. Unlike the
data link, the clock link transmits a 1 GHz narrowband signal.
Therefore, it is designed to have a self-resonance frequency at
1 GHz with a higher Q factor ( 4) so that the transimpedance
can be maximized and ambient noise can be effectively cut off.

C. Bi-Phase Modulation Data Transceiver

Fig. 4 shows the schematic diagram of the data transceiver
and simulated waveforms. Bi-phase modulation (BPM) sig-
naling is employed for the data link. At the positive edge
of , a pulse generator in the data transmitter produces
negative pulse voltages whose pulsewidth is determined by the
delay of the inverter chain. NOR and NORB perform pulse
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Fig. 4. BPM data transceiver and simulated waveforms.

Fig. 5. (a) Simulated waveforms and (b) calculated BER in NRZ and BPM signaling.

shaping. A succeeding H-bridge circuit generates positive or
negative pulse current, , according to . In every clock
cycle, the positive pulse is generated when is high,
and the negative pulse is generated when is low. A
sense-amplifier flip-flop in the data receiver samples positive or
negative pulse voltage, , corresponding to the polarity of ,
and then it recovers .

In the previous work [6], a non-return-to-zero (NRZ) sig-
naling was employed. Fig. 5(a) shows the signals in the
NRZ and BPM signaling. In the NRZ signaling, signal is
not generated when the same data continues. On the other hand,
in the BPM signaling the signal is always generated in every
clock cycle. Therefore, noise immunity of the receiver is im-
proved and receiver’s sensitivity in the BPM signaling can be
maximized while that in the NRZ signaling has to be set low
enough to ignore crosstalk. The high sensitivity in the BPM sig-
naling enables lower bit-error rate (BER) with smaller transmis-

sion power. BER in the NRZ and BPM signaling is respectively
calculated by

(4)

(5)

where is the pulsewidth of defined in (1), is rms jitter
in , CSR is crosstalk-to-signal ratio and NSR is noise-to-
signal ratio. NSR is reduced by increasing transmit pulse energy
and then BER is lowered. On the other hand, even if the transmit
pulse energy is increased, CSR remains constant because not
only signal but also crosstalk is increased. The receiver’s sen-
sitivity in the NRZ signaling has to be set low enough to ig-
nore the increased crosstalk. Therefore, larger transmit pulse
energy is required in the NRZ signaling to obtain as
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Fig. 6. Wireless clock transceiver and simulated waveforms.

Fig. 7. Four-phase TDMA.

low as . Fig. 5(b) presents calculated and
as a function of the transmit pulse energy. The pulse

energy in the BPM signaling is reduced by a factor of 3 for BER
of . For lower BER, the energy reduction becomes more
significant. Although switching activity is doubled in the BPM
signaling, power dissipation of the data transceiver is finally re-
duced in the BPM signaling.

D. Wireless Clock Transceiver

Fig. 6 presents the wireless clock transceiver. An H-bridge
circuit in the transmitter is driven by with buffers
INV, INVB whose fanout is set high enough ( 10) to reduce
harmonics in and generate triangular current .

Pre-amplifiers in the receiver amplify received voltage .
Succeeding feedback inverter chains recover full-swing .

The clock transceiver is an asynchronous circuit like [8]–[13]
that consume much power due to static power dissipation. How-
ever, by the synchronous clock, high-sensitive yet low-power
circuits can be utilized for the data transceiver. Since power
dissipation in the data link is dominant in that of the 64ch
block, total power dissipation is reduced by employing the
synchronous data transceiver.

At the self-resonant frequency, transimpedance of the induc-
tive coupling is quite sensitive to errors in LC component values.
By tuning LC, the transimpedance can be maximized and the
transmit current can be minimized. However, since power dissi-
pation of the clock link is not dominant in this implementation,
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Fig. 8. Block diagram of inductive-coupling transceiver with test circuits.

Fig. 9. Chip microphotographs.

the clock transmitter simply provides extra transmit current to
overcome the errors.

E. Four-Phase TDMA

Four-phase TDMA is utilized for crosstalk reduction. Fig. 7
describes the scheme and simulated waveforms. The phase in-
terpolator generates four-phase clocks that are assigned like a
checkerboard pattern in the data transceiver array. Simulated
waveforms are shown on the left. When the channel pitch is
taken down to 30 m, the crosstalk increases to the same level
of the signal. Two-phase TDMA reduces crosstalk to half of the
signal, however, it is not low enough for communications with
BER lower than . Four-phase TDMA reduces crosstalk to
10 mV-peak voltage and enables BER lower than .

III. TEST CHIP DESIGN AND EXPERIMENTAL SETUP

Fig. 8 depicts the block diagram of circuits for test. A delay
controller, a TDMA controller, a pitch controller, and built-in-

self-test (BIST) circuits are implemented in the 64ch block.
Phase timing of , is adjusted by the delay controller by
UI/128 steps (7.8 ps). The TDMA controller changes number of
phases and phase assignment so that the transceiver with four-
phase, two-phase or without TDMA can be tested for compar-
ison. The pitch controller selects activated channels to change
channel pitch and number of aggregated channels. The BIST cir-
cuits are implemented for BER measurement. Pseudo-random
binary sequence (PRBS) generators produce word pat-
tern for transmitted data. Number of errors in received data is
counted in the receiver. Scan chain initializes PRBS generators
and outputs measured errors count for BER measurement.

Fig. 9 shows microphotographs of the test chips fabricated in
0.18 m CMOS. The transmitter chip is placed on top of the re-
ceiver chip, with both chips in face up. Both chips are polished
to 10 m thickness. Communication distance including an ad-
hesive layer is 15 m. The clock transceiver transmits 1 GHz
clock by the metal inductor with a diameter of 200 m. The
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Fig. 10. Infrared photo of stacked test chips.

Fig. 11. Experimental setup.

clock transceiver is set up for every 64 data transceivers. The
data transceiver communicates at 1 Gb/s/channel by the metal
inductor with a diameter of 29.5 m. 1024 data transceivers are
arranged with a pitch of 30 m. The transmitter and receiver cir-
cuits are placed under the metal inductors to save layout area.
Because of the compact layout, inter-channel skew in the 64ch
block can be suppressed to 11 ps in the clock distribution net-
work. Experiments indicate influence from the transceiver cir-
cuits to the inductive channel is negligibly small. Fig. 10 shows
infrared photos of the stacked chips. The two chips are aligned
by a conventional infrared alignment with alignment patterns in
top-metal layer. The measured alignment error is less than 3 m.
The misalignment is negligible.

Fig. 11 describes an experimental setup for the stacked test
chips. The stacked chips are mounted on a wafer, placed on a
probe station without electromagnetic shield, and tested in a lab-
oratory room with no control of temperature, dust and air. A
probe card provides connections between the stacked chips and
external sources. Power and ground are provided by DC probes.
Scan-in data is generated by an external data-timing generator to

Fig. 12. Measured received clock and jitter.

initialize and control the chips. The data-timing generator pro-
vides differential 1 GHz clock to the transmitter chip.
The wireless clock transceiver transmits the clock to the receiver
chip and it recovers . In on-chip BIST circuit, PRBS gen-
erators produce word pattern for and errors in

are counted. An oscilloscope monitors waveforms of
and . A logic analyzer measures number of er-

rors and calculates BER.

IV. MEASUREMENT RESULTS

A. Wireless Clock Transmission

Fig. 12 presents measurement results of wireless clock trans-
mission. The 1 GHz clock is successfully transmitted by the
wireless clock transceiver. Rms jitter is 9.5 ps in , some
of which is caused by 6 ps-rms jitter in by the external
data timing generator. Jitter produced in the clock transceiver
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Fig. 13. Snapshot of data waveforms (1 Gb/s, 2 �1 PRBS data).

can be assumed as 7.4 ps ps . The clock trans-
mitter consumes 4 mW and the clock receiver consumes 6 mW
from 1.8 V supply.

B. Single Channel Data Communication

The 1 Gb/s/channel data communication is demonstrated in
Fig. 13. The 1 GHz clock is transmitted by the wireless clock
transceiver and PRBS generator provides transmitted
data. Snapshot of data waveforms is presented on the right. It
shows that the both data and clock transceivers operate cor-
rectly. Delay time between and is 10 ns, in-
cluding delay caused by cable and buffers in the experimental
setup. By taking them out, it is confirmed that latency between

and is 1 clock. Measured BER is lower than
which is as reliable as that of wired interfaces. The data

transmitter consumes 2 mW and the data receiver consumes
0.4 mW from 1.8 V supply. Measured timing bathtub curve is
shown in Fig. 14. On-chip delay controller sweeps phase timing
of by 7.8 ps. BER lower than is examined by the

PRBS data of 1 Gb/s. Timing margin of 150 ps is ob-
tained. The margin is sufficiently wide so that the timing can
be easily adjusted. The edges of the bathtub curve match calcu-
lated results in a case where the sampling clock has 7.4 ps-rms
jitter. It indicates that the assumption on the sampling jitter
is reasonable. In addition, there is no difference in measured
timing bathtub curve of a transceiver in a condition where cir-
cuits are not placed under the metal inductor. Interference be-
tween the transceiver circuits and the metal inductors is negli-
gible. However, it is necessary to consider noise coupling be-
tween the transmitter and a blocking field.

C. Array Communication

BER dependence on channel pitch and the number of phases
in TDMA was measured. The measured results are plotted in
Fig. 15. By increasing the number of phases in TDMA, crosstalk
is reduced and the channel pitch can be shortened for the same
BER. 1024 transceivers arranged with a pitch of 30 m operate

Fig. 14. Measured timing bathtub curve.

at BER lower than with the four-phase TDMA. As a re-
sult, aggregate data bandwidth of 1 Tb/s is achieved with 1 mm
area for the data transceivers. Fig. 16 presents measured timing
bathtub curve of the center channel in the array where all the sur-
rounding channels are operating. Although the timing margin is
reduced to 130 ps due to the crosstalk, it is still wide enough to
adjust the sampling timing against inter-channel skew and PVT
variations.

D. Performance Summary and Comparison

Chip performance is summarized in Table II. 1 Tb/s data
bandwidth is obtained by 1024 data transceivers arranged with a
pitch of 30 m. The 1 GHz clock is also provided by the induc-
tive coupling. The transceiver chip consumes 3 W from 1.8 V
supply where 1024ch data transceiver consumes 2.4 W, 16ch
clock transceivers and 16 phase interpolators consume 0.6 W.
The layout area for the data link is 1 mm and that for the
clock link is 1 mm in 0.18 m CMOS. Power dissipation is
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Fig. 15. Measured BER dependence on channel pitch.

Fig. 16. Measured timing bathtub curve of center channel in channel array.

3 mW/Gb/s that is half of the previous work [6] and area is
1 mm Tb/s that is 40% of the previous work [6].

The chip performance is compared with transceiver chips re-
ported at ISSCC [1], [14]–[27] in Fig. 17. Since 3D-interfaces
[1], [4], [6]–[9], [26] communicate close proximity, they have
advantages in improving the bandwidth with higher power and
area efficiency. The state-of-the-art inductive-coupling trans-
ceiver achieves the second highest bandwidth with the second
lowest power and the smallest layout area.

V. CONCLUSION

A 1 Tb/s 3 W inductive-coupling transceiver has been devel-
oped. 1 GHz clock is also transmitted by the proposed wireless
clock transceiver. BPM signaling improves noise immunity, re-
ducing power dissipation to 3 mW/Gb/s ( 3 pJ/b). Four-phase
TDMA reduces crosstalk, decreasing channel pitch to 30 m
and layout area to 1 mm . As a result, among transceiver chips

reported at ISSCC, the inductive-coupling transceiver achieved
the second highest bandwidth with the second lowest power and
the smallest layout area.
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