EECS 455 Solution to Problem Set 4

1. A binary communications system operates over an AWGN channel with spectral density
No/2. The transmitted signals are given by

@)

()

So(t) = Apr/2(t) — Apr2(t =T /2)
s(t)=0

Give an expression (in terms of A, T, No, and Q(x)) for the minimum average error
probability when the two signals are transmitted with equal probabilities (i.e. T = 10).

Solution: We are interested in the minimum error probability. The signals are given
but we need to optimize over the filter and threshold. The result is obtained from Step
2 of the notes and is

where

~ |E(t-1)
a= No

In this case Eg = A2T, E; =0, s0 E = A2T /2. Also r = (sp,s1)/E = 0. So

| A2T
Pe= Q( Z—NO)

Assume that the optimum filter h(t) is used for the signals above but the signal sp(t) is
actually given by

So(t) = CApr 2(t) — CAPr2(t = T/2)
instead of the one given above while s;(t) is the same. Give an expression (in terms
of ¢, A, T, Ng and @ ) for the average error probability if o = 4. Note: The signal
duration is 2T for this system.

Solution: In this case the filter is given (possibly suboptimum) and the threshold is
given (possibly subotimum). The filter is the matched filter from part a which is

h(t) = so(T —t) —s1(T —t) = —Apr2(t) + Apr 12(t = T/2)
The error probability is

o= 27 2=l
where
2 No [* 2
o> = 2 [ |nt)Pdt
No /T 2

= %/ A-dt
AN
N 2



Now we need to calculate $(T) and $3(T).

So(t)

/_m h(t —1)so(t)dt
/_Z[ApT/Z(t) — Apr/2(t—T/2)]so(t)dt

T/2
/o [Apr 2(t) cApT /2(t)dit
;

+ [ AR T 2] cAR T (0]t

CAZT

&(t)=0

The threshold that is used (from part a) is

2. For each signal set below, find the average error probability for binary communication via an
AWGN channel (spectral density No/2). Assume for each signal that the receiver consists of
an ideal matched filter, a sampler which samples at an optimal time, and a threshold device

with the optimum threshold.
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A 0<t<T/3
So(t) = —-A 2T/3<t<T

0 elsewhere

A 2T/3<t<T
si(t) = -A T/3<t<2T/3

0 elsewhere



()

Solution:

The average error probability with the optimum filter and threshold (with

equally likely signals) is just

So we only need to evaluate r and E in order to determine the error probability. In this
case r = —0.5 and E = 2A?T /3. Thus

Solution:

Pe = Q( No )
2
- Qo)

So(t) = Alcoswot|pr(t)
si(t) = Alsinwot|pr(t)

The correlation between signal 0 and 1 is
f = 1 ssO@/RT/2)
/ Tosb)d = | / " 72 cos(cant) | sin(cagt) ]
0 0

— A / " cos(at) | sin(cogt) dt]
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= AX )/ ? cos(2mtfgt) sin(2rfot) dt
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The error probability is then
- E(l—r
A — o EE)



S 0 .682E

e = ( No )
B AT (1-1/m)
= QW —on )
0.341A%T
= Q[T
So(t) = A(14cosuwpt)pr(t)
si(t) = A(l+sinwot)pr(t)

Solution: The correlation between signal 0 and 1 is The energy is

E1=Ep = /OT%(t)dt

_ /0 " p2(1+ cos(ant) et
— /OT A?(1 + 2cos(upt) 4 cos?(wyt ) )dt

.
= A2[T+/ 2 cos(wpt ) + cos?(wot) ) dt]
! 1(1+cos(2wot))dt]
o 2
= AZ[T+§]
3AZT
2

= [/ (t)dt]/(E

/OTSo(t)sl(t)dt = /OA21-|—cos(mot)][1+sin(mot)\dt

= AT+

= A? /OT [1+ cos(wpt ) 4 sin(wpt ) + cos(wpt) sin(wot )dt]

T

= AZ[T+/ cos(wot ) + sin(wot ) + cos(wot ) sin(wpt ) dt|
0

= AT

AT

3A2T /2

r = 2/3



In parts (b) and (c), assume woT = 21N for some integer n.

. Consider a binary communication system that transmits one of two signal so(t) and s (t)
over an additive white Gaussian noise channel (spectral density No/2) where

so(t) = Aopr2(t)

and
si(t) =Awpro(t—=T/2);
that is g is a pulse of amplitude Ag from 0 to T /2 and s is a pulse of amplitude A; from

T/2to T. The receiver shown below consist of a filter h(t) which is sampled at time T and
a threshold device.

(@) If h(t) = —pr/2(t) + pry2(t — T/2) find the threshold that will minimize the average
of the error probability Pe = 0.5P 0+ 0.5P¢ 1. Find the error average error probability.
Solution: The output due to signal 0 is §(T) = AgT /2. The output due to signal 1 is
& (T) = —A1T /2. The optimum threshold is

&M +%(T)
Yopt = 5

(Ao— AT
4

The corresponding error probability is

Pe = Q(aA)

(h,ST)
[[h[{[sr]
(Ao—A1)T/2

ﬁ\/AgT/2+A2T/2
(Ao—A)v2 A)V2
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T(A3+A%) (Ao— A1)V

No .\ [mg 12

(Ao—A1)?T
No

aA =

So

5 (Ao —A1)°T

P = Q o)

(b) Find the matched filter for the same system and find the corresponding threshold that
minimizes Pem. Also find Pe.
Solution:

hopt = So(T —t) —s1(T —t) = —A1pr2(t) + Aopr/2(t —t/2)

T
Yopt = Z<A% - A%)

Pe = Q(G)

2 2
= o oA,

(c) If the s is transmitted with probability o = 1/4 and s; is transmitted with probability
Ty = 3/4 and the filter of part (a) is used find the threshold that minimizes the average
error probability. What is the average error probability with this threshold?

Solution:

NG () +8(T)
o= gmoam 2
(NoT/2)In(3) = AT /2+A1T/2
AoT /2 — AT /2 2

Pe= %Q (Aa—%) +§Q (Acx+§>

(Ao—A1)?T
No

B_ N

A (Ao—A1)2T




5 _ 1o [(Aa—A)PT A ]

- 4Q( = (Ao— A12T 3))
3o, /(A= Al
2° (Ao— A12T

(d) Repeat part (c) if the matched filter is used. Solution:

_|_

Vox = (ABT/2-AT/2)+ 2in(3)
Qa—PB)+ Q((HB
A0+A2 2No
A2+ AT)
3 (AG+ADT 2No
+4(?(\/ Mo +\/A<%+A%>T>'”(3)>

4. A binary communication system transmits one of two equally likely signals sp(t) and s;(t)
of duration T given by

Lo
4
1
4

si(t) = A(—1)" cos(ct) pr (t)
The noise in the system is white Gaussian noise with power spectral density No/2. The
receiver shown below is used to demodulate the signal. However, as shown, the phase of
the received signal is not know completely accurately. In fact there is a discrepancy of 6
radians between the received signal (in the absence of noise) and the local reference signal.
Determine the error probability at the output of the demodulator as a function of 6. (Assume
wcT = 21 for some integer n).

t=T

) h(t) = pr(t) ;R > 0= sotrans

< 0= sgtrans
Z(T) '

cos(wct + 0)
Solution: The output of the receiver due to signal alone is

T .
Z(T) = /OA(—l)'cos(wt)cos(wt-i—G)dt

_ /O " A(=1)/[1/2c08(8) + 1/2cos(2ct + B)]ct
= AT(—1)"1/2cos(6)
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The output due to noise n is a Gaussian random variable with mean 0 and variance
o> = E[n?
T
= E[/ n(t) cos(wt + 0) dt/ S) cos(ws+ 6)ds|

A
.
:/0 0 cos?(cat + 0)dt

n(s)] cos(wt + 6) cos(ws+ 6)dtds|

76(t — ) cos(wt + 0) cos(ws+ 0)dtds|
TN

2
T No

7[1/2-1— 1/2cos(2ut + 20)]dt
NoT

4
The probability of error given signal 0 transmitted is

Peo = P{ATcos(8)/2+n < 0}
= P{n < —ATcos(8)/2}
_ Q(ATcos( )/2)

o
_ Q(ATcos(G)/Z)

NoT /4
2 2
_Q ATcNoos (9))

2
Y 2Ec§z(e))

The error probability given signal 1 transmitted is identical to the error probability given
signal 0 transmitted.

. A transmitter uses one of four equally likely signals to convey two bits of information. The
signals are sp(t),s1(t),s2(t), and s3(t). The following table indicates the mapping between
information bits and signals.

Information bits | Signals
00 so(t)
01 s1(t)
11 (1)
10 ss(t)




The signals are received in the presence of white Gaussian noise with power spectral density
No/2. The receiver consist of a filter, a sampler and a threshold device. The sampled output
is denoted by Z(T). The threshold device uses the following table to make a decision.

transmitted
transmitted
transmitted
transmitted

Z(T)>2 decide so(t
0<Z(T)<2 decide si(t
—2<Z(T) <0 decide s(t
Z(T)< =2  decide sp(t

— | e [ [ —r

It is known that the output of the filter due to the signals alone at the sampling time is

S(T) = +3
&4(T) = +1
(M) = -1
S(T) = -3

It is also know that the variance of the output due to noise alone is 02 = 4.

(a) Determine the probability of error given signal si(t) is transmitted for i = 0,1,2,3. (Ex-
press your answers in terms of the Q function).

Solution: Consider the case of signal 0 transmitted first. Let ] be the output of the filter due
to noise alone (Gaussian with mean 0 and o = 2. Then the probability of error given signal
0 transmitted is

Peo = P{error|sptrans.}
= P{Z(T) < 2|y trans.}
= P{83+n<2}
= P{n<-1}

For signal 1 transmitted

P.1 = P{error|s; trans.}
P{Z(T) < 0orZ(T) > 2|s; trans.}
P{1+n<0}+P{l+n>2}
P{n <-1}+P{n>1}
-1 1
= ®(5)+Q(3)

= 20(3).



For signal 2 transmitted

Peo = P{error|s; trans.}
= P{Z(T)<—-20rZ(T) > 0|s; trans.}
= P{-1+n<-2}+P{-14+n>0}
= P{n<-1}+P{n>1}

- 20().

Pez = P{error|sztrans.}
= P{Z(T) > —2|ss trans.}
= P{-3+n>-2}
P{n > 1}
1

= Q(E)'

(b) Determine the probability that the receiver makes an error in the first bit given the first bit
is 0. (The first bit being 0 means either signal so(t) was transmitted or s; (t) was transmitted).

Solution: Let by be the first bit. Let 60 be the decision on the first bit. Let P. be the
probabiltiy of error for the first bit. Then

P. = P{bo=1/bo=0}
= P{Bo =1Nngptrans.|bg =0} + P{Bo =1Ng trans.|bg = 0}
P{bo = 1|sp trans.N by = 0}P{sp trans.|bp = 0}
+ P{bg = 1|s; trans. N by = 0}P{s; trans.|by = 0}
= P{Z < 0|5 trans.}P{sp trans.|bp = 0} + P{Z < 0|s; trans.}P{s; trans.|bp = 0}

1 1
= P{3+n <0}§+P{1+r1 <0}§

1 1
= P{n< —3}§+P{r] < —1}E

1 3, 1.1
= 3QG)+35Q3)
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