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EECS 570 Class Info 
• Instructor:	Prof.	Ronald	Dreslinski(rdreslin@umich.edu)	
• Research	interests:	

❒  IntersecFon	of	computer	architecture/VLSI	
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EECS 570 Class Info 
• GSIs:	

❒  Jonah	Rosenblum(jonaher@umich.edu)	
❒  Joy	Dong	(joydong@umich.edu)	

• Class	info:	
❒  URL:	hPps://www.eecs.umich.edu/courses/eecs570/	
❒  Canvas	for	reading	quizzes	and	reporFng	grades	
❒  Piazza	for	technical	discussions	and	project	coordinaFon	

• Enrollment:	
❒  Enrollment	will	not	go	over	85	under	any	circumstances	
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Meeting Times 
• Lecture:	

❒  MW	3:00-4:20pm	

• Discussion	
❒  F	3:30-4:20pm	
❒  Used	for	talking	about	programming	assignments	and	projects	
❒  Also	for	discussing	class	topics	in	small	groups	

• Office	Hours:	
❒  Prof.	Dreslinski:	Mondays	2pm-2:50pm,	Wednesday	5-6pm,	

2637	BBB	
❒  GSI:	TBD	(will	be	posted	on	course	webpage)	

• Q&A:	
❒  Use	Piazza	for	all	technical	quesFons	
❒  Office	hours	for	course	policy	feedback	
❒  Use	email	very	sparingly	
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Who Should Take 570? 
• Graduate	Students	(and	seniors	interested	in	research)	

❒  Computer	architects	to	be	
❒  Computer	system	designers	
❒  Those	interested	in	computer	systems	

• Required	Background	
❒  Computer	Architecture	(e.g.,	EECS	470)	
❒  C/C++	Programming	

• If	you	do	not	have	the	required	background	(especially	a	good	
base	in	computer	architecture),	do	NOT	take	this	course.	
❒  Topics	covered	such	as	coherence	and	consistency	are	complex	

even	for	computer	architects	
❒  This	course	requires	prior	knowledge	of	topics	like	out-of-order	

execuFon,	speculaFon,	rollback,	caching,	prefetching…	
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Grading (tentative) 
• 2	Programming	Assignments:	5%	(PA1)	and	10%	(PA2)	
• Reading	Quizzes	for	(almost)	every	lecture:	10%	
• Midterm	Exam:	25%	
• Final	Exam:	25%	
• Final	Research	Project:	25%	
• This	course	is	a	lot	of	work.	Do	NOT	underesKmate	it.	
• The	course	grade	is	heavily	weighted	towards	the	end	of	the	
semester	
❒  Please	don’t	ask	what	your	final	grade	will	be	aler	the	

midterm;	we	honestly	have	no	way	of	knowing	
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Grading (Contd.) 
• Group	studies	are	encouraged	
• Group	discussions	are	encouraged	
• However,…	

❒  All	programming	assignments	must	be	results	of	individual	
work	

❒  All	reading	quizzes	must	be	done	individually,	quesFons/
answers	should	not	be	posted	publicly	

• There	is	no	tolerance	for	academic	dishonesty.	Please	refer	
to	the	University	Policy	on	cheaFng	and	plagiarism.	
Discussion	and	group	studies	are	encouraged,	but	all	
submiPed	material	must	be	the	student's	individual	work	(or	
in	case	of	the	project,	individual	group	work).	
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Some Advice on Reading 
• If	you	carefully	read	every	paper	from	start	to	finish,	it	will	
take	a	very	long	Fme	

• Learn	to	skim	past	details	that	are	not	criFcal	to	the	paper’s	
overall	message	
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Reading Quizzes 
• You	must	take	an	online	quiz	for	every	paper	
• Quizzes	must	be	completed	by	class	start	via	Canvas	
• There	will	be	2	mulFple	choice	quesFons	

❒  The	quesFons	are	chosen	randomly	from	a	list	
❒  You	only	have	5	minutes	

❍  Not	enough	Fme	to	find	the	answer	if	you	haven’t	read	the	paper	
❒  You	only	get	one	aPempt	

• Some	of	the	quesFons	may	be	reused	on	the	midterm/final	
• 4	lowest	quiz	grades	(of	about	40)	will	be	dropped	over	the	
course	of	the	semester	(e.g.,	can	skip	some	if	you	fall	ill)	
❒  Retakes/retries/reschedules	will	not	be	given	for	any	reason	

❍  The	quiz	drops	are	intended	to	cover	such	cases	



Lecture 1 
Slide 10  EECS 570 

Reading Quizzes 
• Quizzes	do	not	make	the	difference	between	you	passing	
and	failing	
❒  They	are	only	worth	10%	of	your	grade	
❒  Don’t	worry	too	much	if	you	get	some	quiz	quesFons	wrong	

• The	quiz	quesFons	have	been	used	in	2	(possibly	more)	past	
semesters	
❒  They	did	not	cause	people	to	fail	in	those	semesters	

• The	quiz	quesKons	and	quiz	policy	are	not	going	to	change	
• Please	do	not	post	on	Piazza	complaining	about	quizzes	or	
asking	for	more	to	be	dropped	
❒  QuesFons	asking	for	changes	in	quiz	policy	will	be	summarily	

removed	
❒  If	you	have	construcFve	feedback	on	the	quizzes,	please	discuss	

with	me	in	OH	
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Discussing Course Policy 
• Please	do	not	use	Piazza	to	ask	for	changes	in	course	policy	

❒  It	just	doesn’t	work	well	

• Posts	asking	for	course	policy	changes	will	be	summarily	
removed	
❒  I	am	happy	to	listen	to	construcFve	feedback	during	my	OH	

• Regular	logisFcal	quesFons	are	fine	to	ask	via	Piazza	
❒  OK:	“The	Canvas	quizzes	for	Monday’s	lecture	are	not	available.	

Can	the	prof	or	GSI	please	enable	them?”	
❒  Not	OK:	“Can	we	have	6	quizzes	be	dropped	instead	of	4?”	

• This	course’s	structure	has	largely	been	the	same	for	about	a	
decade	
❒  Many	iteraFons	of	students	have	made	it	through	this	course	
❒  Large	changes	are	not	necessary	
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Piazza Guidelines 
• Make	sure	your	quesFon	is	clear	and	as	precise	as	you	can	
make	it	
❒  The	easier	it	is	for	us	to	understand	your	quesFon,	the	bePer	

we	will	be	able	to	help	you	

• Before	posFng,	please	search	exisFng	posts	to	see	whether	
your	quesFon	has	already	been	answered	

• Do	not	make	mulFple	small	posts	when	a	single	larger	one	
would	suffice	

• You	are	responsible	for	reading	and	being	aware	of	quesFons	
and	posts	on	Piazza	

• Piazza	sign-up	link	will	be	posted	in	a	Canvas	announcement	
later	today	
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Final Project 
• Original	research	on	a	topic	related	to	the	course	

❒  Goal:	conduct	and	present	original	research	in	computer	
architecture	

❒  25%	of	overall	grade	
❒  Done	in	groups	of	4-5	(excepFons	may	be	made	for	PhD	

students)	
❒  Please	don’t	join	a	final	project	group	and	then	drop	the	

course;	it	makes	things	difficult	for	the	other	group	members	

• Available	infrastructure	
❒  gem5	mulFprocessor	simulator	
❒  GPGPUsim	
❒  Pin	
❒  Xeon	Phi	accelerators	

• Timeline	(and	further	info)	will	be	posted	on	course	website	



Lecture 1 
Slide 14  EECS 570 

Late Assignment Policy 
• No	late	submissions	for	PA1,	PA2,	or	final	project	
• If	you	have	extenuaFng	circumstances	(e.g.,	admiPed	to	
hospital),	email	us	and	we’ll	work	something	out	
❒  Having	too	much	coursework	to	complete	to	be	able	to	meet	

the	deadline	is	not	an	extenuaFng	circumstance	

• You	will	have	ample	Fme	to	work	on	the	assignments,	so	
please	start	early!	
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Regrade Policy 
• Applies	only	to	PA1,	PA2,	and	midterm	
• Regrade	requests	must	be	submiPed	in	wriFng	within	one	
week	from	the	day	the	assignment/midterm	is	handed	back	

• Regrade	requests	must	specify	clearly	what	the	grading	issue	is	
❒  There	should	be	a	clear	technical	grading	mistake	for	a	regrade	

to	be	jusFfied	
❒  Do	not	use	regrades	to	just	try	and	squeeze	out	more	points	

• On	a	regrade,	the	enKre	assignment	will	be	regraded,	and	the	
grade	may	go	up	or	down	
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Announcements 
No	discussion	this	Friday.	
• Online	quizzes	(Canvas)	on	1st	readings	due	Wednesday,	
3:00pm	

• Please	sign	up	for	Piazza	(sign	up	link	will	be	posted	in	
announcement	on	Canvas)	
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Readings 
For	Wednesday	1/17	(quizzes	due	by	3:00pm)	

❒  David	Wood	and	Mark	Hill.	“Cost-EffecFve	Parallel	
CompuFng,”	IEEE	Computer,	1995.			

❒  Mark	Hill	et	al.	“21st	Century	Computer	Architecture.”		
CCC	White	Paper,	2012.	

For	Monday	1/22:	

	
	
	
	
	

Christina Delimitrou and 
Christos Kozyrakis. 
Amdahl's law for tail 
latency. Commun. ACM 61, 
July 2018 

H Kim, R Vuduc, S 
Baghsorkhi, J Choi, Wen-
mei Hwu, Performance 
Analysis and Tuning for 
General Purpose Graphics 
Processing Units (GPGPU), 
Ch. 1 
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Why Parallelism Now? 
• These	arguments	are	no	longer	theoreFcal	
• All	major	processor	vendors	are	producing	mulFcore	chips	

❒  Most	machines	today	are	already	parallel	machines	
❒  All	programmers	will	be	parallel	programmers???	

• New	solware	model	
❒  Want	a	new	feature?	Hide	the	“cost”	by	speeding	up	the	code	

first	
❒  All	programmers	will	be	performance	programmers???	

• Some	may	eventually	be	hidden	in	libraries,	compilers,	and	
high	level	languages	
❒  But	a	lot	of	work	is	needed	to	get	there	

• Big	open	quesFons:	
❒  How	should	the	chips,	languages,	OS	be	designed	to	make	it	

easier	for	us	to	develop	parallel	programs?	
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Accelerator-Level Parallelism [Reddi and Hill 2019] 
• Accelerators	are	specialized	processing	elements	for	
different	types	of	tasks	
❒  Machine	learning,	crypto,	graphics	(GPUs),	etc	

“Big” 
CPUs 

“Little” 
CPUs 

ML 
Accelerator 

GP
U 

• Apple	A12	System-
on-Chip	(SoC)	
❒  More	than	40	

accelerators	
[Wang	and	Shao	
2019]	
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Heterogeneous Parallelism Across the 
Stack 

• Parallelism	has	percolated	up	to	high-level	languages	and	
compilers	
❒  Java,	C/C++11,	C#,	etc.	all	have	threads	

• OS	modified	to	best	uFlise	parallel	hardware	
• New	solware	toolchains	for	hardware	accelerators	

❒  e.g.	TensorFlow,	PyTorch,	TVM	

• New	landscape!	

35 

High-Level 
Language (HLL) 

Compile
r 
Architecture 

(ISA) 

Microarchitecture 

OS 

RTL (e.g. Verilog) 
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Course Outline 
• Unit	I	–	Parallel	Programming	Models	

❒  Message	passing,	shared	memory	(pthreads	and	GPU)	

• Unit	II	–	SynchronizaFon	
❒  SynchronizaFon,	Locks,	Lock-free	structures	
❒  TransacFonal	Memory	

• Unit	III	–	Coherency	and	Consistency	
❒  Snooping	bus-based	systems	
❒  Directory-based	distributed	shared	memory	
❒  Memory	Consistency	Models	

• Unit	IV	–	InterconnecFon	Networks	
❒  On-chip	and	off-chip	networks	

• Unit	V	–	ApplicaFons	
❒  ML,	health,	and	data-center	applicaFons	
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