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ABSTRACT

With technology scaling, manufacture-time and in-field permanent
faults are becoming a fundamental problem. Multi-core architec-
tures with spares can tolerate them by detecting and isolating faulty
cores, but the required fault detection coverage becomes effectively
100% as the number of permanent faults increases. Dual-modular
redundancy(DMR) can provide 100% coverage without assuming
device-level fault models, but its overhead is excessive.

In this paper, we explore a simple and low-overhead mechanism
we call Sampling-DMR: run in DMR mode for a small percent-
age (1% of the time for example) of each periodic execution win-
dow (5 million cycles for example). Although Sampling-DMR can
leave some errors undetected, we argue the permanent fault cover-
age is 100% because it can detect all faults eventually. Sampling-
DMR thus introduces a system paradigm of restricting all perma-
nent faults’ effects to small finite windows of error occurrence.

We prove an ultimate upper bound exists on total missed errors
and develop a probabilistic model to analyze the distribution of the
number of undetected errors and detection latency. The model is
validated using full gate-level fault injection experiments for an ac-
tual processor running full application software. Sampling-DMR
outperforms conventional techniques in terms of fault coverage,
sustains similar detection latency guarantees, and limits energy and
performance overheads to less than 2%.

Categories and Subject Descriptors: C.4 [Computer Systems Or-
ganization] Performance of Systems — Fault Tolerance; C.0 [Com-
puter Systems Organization] General — System architectures

General Terms: Design, Reliability, Performance

Keywords: Fault tolerance, Permanent Fault, Dual-modular redun-
dancy, Sampling, Reliability

1. INTRODUCTION

Device physics, manufacturing, and process scaling engineering
are providing significant challenges in producing reliable transis-
tors for future technologies. Many academic experts, industry con-
sortia, and research panels have warned that future generations of
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silicon technology are likely to be much less reliable with devices
likely failing in the field due to permanent faults in silicon [8, 2, 17,
36, 21, 1, 9]. These include manufacturing faults that escape test-
ing [25] and faults that appear during the chip’s lifetime [42, 15]. A
fault is an anomalous physical condition caused by a manufacturing
problem, fatigue, etc.

The ITRS Roadmap 2009 edition [2] predicts: “the ultimate
nanoscale device will have high degree of variation and high per-
centage of non-functional devices right from the start.” and “Ul-
timately, circuits that can dynamically reconfigure themselves to
avoid failing (or to improve functionality)...will be needed.” To
address this problem, a paradigm of logic redundancy with spare
cores (or finer-granularity units) on a chip is being embraced. Fig-
ures 1(a) and 1(b) contrast this paradigm with the conventional ap-
proach where a single fault in a chip renders it defective. In the
future, since permanent faults will be numerous, a defective chip
is one with an undetected fault with detected permanent faults “re-
paired” by swapping in spare units. Architecture research in this
paradigm can be classified along three directions: detection [21,
10, 23, 35, 26, 5], repair [4, 14, 43, 18, 36, 17, 44], and recov-
ery [31, 39].

Efficient and accurate permanent fault detection is required and

is the focus of this paper. We address this looming fault detection
crisis, identify inefficiencies in the state-of-art detection, and ad-
vance the field by significantly improving detection accuracy with
little performance overheads (< 5%).
What is currently lacking? A fundamental drawback of almost
all prior detection approaches is they trade off fault coverage (what
percentage of faults can be detected) for overhead (area, energy,
performance, detection latency etc.). While scan-test or built-in self
test (BIST) do provide 100% coverage, they are restricted to stuck-
at-faults and thus not a general solution. Using other low-overhead
techniques, coverage in the 99% range is common for stuck-at-
faults [10, 26, 21] and in the range of 95% for timing faults [30].
Unfortunately, product quality in terms of defective chips increases
exponentially with the number of faults. In Section 2, we develop a
simple and general model for detemining effective defect rates. As
a hypothetical example, consider a 100-core chip, with 10 perma-
nent faults on average budgeted per chip. We show that, we require
99.999% coverage for practical defect rates and 99% coverage re-
sults in 10% defective chips. For finer-granularity architectures like
GPUs with many spares, defect-rate problems due to low coverage
are exacerbated. As shown in Figure 1(d), these techniques cannot
break the coverage wall i.e. regardless of how long the detection
mechanisms runs some faults remain uncovered and undetectable.
Thus, we argue that < 100% fault-coverage is unsuitable for fault-
dominated future technology nodes.

Complete dual-modular redundancy (DMR) detects architectural
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Figure 1: Comparison of chip classification and fault detection techniques

errors using a redundant module and provides 100% fault cover-
age'. An error is the effect on the architectural state of a processor
due to activation of a fault. However, DMR can sometimes suffer
from design complexity [13, 28, 35], and more importantly area
and energy overheads that exceed 100%.

Sampling-DMR: In this paper, we propose a simple idea we call
Sampling-DMR. Instead of running in DMR mode all the time,
with sampling, DMR mode is active only a fraction of the time.
Our mechanism is driven by two related observations.

1. When a permanent fault generates errors frequently, sam-

pling can detect the fault immediately.

. When a fault generates errors infrequently, the number of
missed (undetected) errors before Sampling-DMR detects them
is low.

Sampling-DMR provides four key benefits:

1. 100% Fault-detection: Although the error detection is proba-
bilistic, Sampling-DMR can eventually detect all permanent
faults, and hence the coverage is 100%.

. Small energy overhead: By reducing the DMR period to a
small fraction, the energy overheads are drastically reduced.

. Small area overhead: Conventional DMR techniques effec-
tively have at least 100% area overhead, because half the re-
sources are for checking. With sampling, these resources are
used for checking only a small fraction of the time.

4. Low design complexity: Sampling relaxes performance re-
quirements of the implementation. Prior DMR implementa-
tions suffer from design complexity resulting from the signif-
icant processor pipeline modifications and design optimiza-
tions to minimize DMR slowdowns ([13] provides a good
overview). With sampling on the other hand, massive slow-
downs in DMR mode can be tolerated. For 1%-DMR (sam-
pling 1% of the time), even massive slowdowns of 4X in the
DMR period result in only 3% overall slowdown. Hence,
even a slow but simple FIFO-based implementation is suffi-
cient as we show in Section 4.

'"DMR’s fault coverage is 100%, under the assumption that the
probability of the same fault occurring on the two modules at the
same time is negligible.

Is this really better than conventional fault detection? Figures
1(c) and 1(d) compare fault detection schemes to Sampling-DMR.
Recall that Sampling-DMR works by detecting errors. Fault detec-
tion approaches (with typically <100% coverage) allow undetected
and unbounded errors. When an uncovered fault occurs, the errors
it causes will keep occurring in the hardware, thus making them
unbounded and the error occurrence window is infinite. Sampling-
DMR, on the other hand, provides 100% fault coverage. While it
has some probability of missing errors, which are thus undetected
errors, the number of these undetected errors is bounded, and they
are restricted to a finite window of occurrence (which is typically
milliseconds). Below, we elaborate on other subtle details on fault
detection approaches.

For systems using periodic scan-test with test vectors [10], 100%
coverage is feasible, but only for single stuck-at-faults. Even so,
undetected errors occur between a fault’s excitation to detection
and the occurrence window can be tens of seconds, as described
in detail in Section 5.4. In addition, there are many types of per-
manent faults that are not covered by this model (such as bridg-
ing, transition, path-delay, and cross-talk faults). The occurrence of
such faults is increasing as technology scales, and achieving 100%
fault coverage is much harder for these models. For example, in the
path-delay fault model, each gate can have additional delay inde-
pendently. The problem is the number of paths is exponential in the
size of circuit (in our experiment, a 16-bit multiplier has 160 bil-
lion paths). Achieving high coverage is difficult because one test
vector can test only few paths at once. Hence, we can test only
some critical paths, but the increase of process variations and small
delay defects due to technology scaling significantly increases the
number of critical path candidates.

Furthermore, the fixed-test-vector approach based on a specific
fault model suffers from unmodeled faults. In addition to 100%
fault coverage, it must be proven that the model covers 100% of
the actual possible faults. While historically challenging and dif-
ficult, the use of non-matured new materials and device structures
exacerbates the problem because collecting sufficient data on man-
ufacture defects and wear-out faults takes a long time.

Sampling-DMR on the other hand makes no assumptions about
a device-level fault model. Its only assumption is faults are per-
manent. It operates by detecting architectural errors thus achieving
100% fault coverage, and restricts any errors to a finite window.

Regardless of the detection mechanism, undetected errors and a
non-zero error occurrence window is a reality all future systems
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must address. Sampling-DMR improves upon the state-of-art by
providing 100% coverage and provides formal analysis for the num-
ber of undetected errors and detection latency window.

Contributions: This paper makes the following four contributions.

1. Motivation and Concept: First, we show 100% coverage for
permanent fault detection will become necessary in future
technologies. We then introduce the idea of sampling-based
error-detection and show it can provide 100% coverage and
is a practical low-overhead solution. (Section 2)

2. Mathematical model of Sampling-DMR: We develop mathe-
matical models, which are validated, to understand the prob-
abilistic behavior of Sampling-DMR. For a given product
quality requirement, the models provide estimations on the
number of missed errors and detection latency. (Section 3)

3. Implementation: We show an example FIFO-based DMR
implementation which leaves the processor’s pipeline prac-
tically unmodified. It highlights sampling’s benefits: low de-
sign complexity and tolerance to DMR slowdowns. (Section
4)

4. Evaluation and effectiveness: We performed full gate-level
fault injection experiments for the OpenRISC processor and
the OpenSPARC FPU. Our results show that 1%-DMR and
5%-DMR with simple checkpointing result in correct execu-
tion for 96% and 99% of faults. Based on the empirical er-
ror sequence data applied to our model, we show 1%-DMR
has comparable performance to conventional periodic scan-
test in terms of detection latency while providing 100% fault
coverage. (Section 5)

2. OVERVIEW OF SAMPLING-DMR

In this section, we first present a simple model to motivate 100%
permanent fault coverage. We then present an overview of the
Sampling-DMR concept and discuss its system-wide implications.

2.1 Why is 100% fault coverage necessary?

The paradigm of logic-redundancy and repair removes the need
for increasing margins in processes, devices, or circuits to accom-
modate scaling challenges. It allows some number of permanent
faults but requires architectural support for reliability and accurate
fault detection. As shown in Figure 1(b), in future multicore pro-
cessors, a defective chip is one with an undetected permanent fault.
Intuitively, since permanent faults will produce errors through a
chip’s lifetime, detecting all of them (i.e. 100% fault coverage)
is desirable. We now formulate the fault coverage requirements
using a simple mathematical analysis. We assume random fault
distribution. Consider a multi-core chip, designed to allow certain
number of permanent faults (num_of_faults), for which the de-
signer provisions that many spares. If we use a conventional fault
detection technique with per-core fault-coverage of coverage, the

number of defective chips in terms of defective rate (or probability)
is given by:
chip_defect_rate = (1 — coverage
As an example, consider a chip designed with 10 spares to allow
10 in-field failures. Even 99% fault coverage results in a defect-
rate of 0.0956. This means, out of a million chips, 95,618 will
have faults that cannot be detected and although the spares are
available, the detection mechanism fails. To achieve 100 defec-
tive parts-per-million (10™* defect-rate), which is a typical indus-
try goal, the necessary fault coverage is 99.999%. As the number
of faults increases, required coverage increases further. Thus, prac-
tically 100% fault coverage is required for future technologies.

2.2 Sampling-DMR

Redundant execution in different components with result com-
parison is one approach for error detection, referred to as dual-
modular redundancy (DMR). It can provide 100% fault coverage,
but the overhead is excessive. Our approach stems from the follow-
ing question:

num_of_faults

“Since, permanent fault occurrence is a rare event, do we need
to run the redundant execution all the time?”

Sampled redundant execution also can provide 100% fault cov-
erage because it can eventually detect all faults, since permanent
faults continue generating errors. This idea can be implemented in
several ways. For example, MapReduce and GPU/CUDA-like pro-
gramming models allow a software-only implementation by only
replicating sampled threads and comparing results. In this paper,
we provide a general approach — hardware-based redundant execu-
tion for multicore processors.

Figure 2(a) shows how Sampling-DMR works. Within an epoch
of a group of instructions, a small fraction (N%) at the end executes
in DMR mode - we refer to this as N%-DMR (N = 100 is equiva-
lent to conventional DMR). The architectural state of the checked
core is first transferred to the checker core at the beginning of every
DMR period, and then DMR execution starts. We take checkpoints
at the beginning of every non-DMR period. When a fault occurs, it
will start producing errors. When an error occurs during a DMR pe-
riod, it is detected and the system rolls back to the previous check-
point. We assume a previously proposed efficient checkpointing
mechanism like Revive [31] or SafetyNet [39] is used. Since the
checkpointing requires buffering of I/O transactions, the length of
checkpoint is practically limited to around 5 million cycles.

To determine which core is faulty, detailed diagnosis such as full-
DMR execution with another core from the last checkpoint is initi-
ated, and the process is migrated elsewhere.

Sampling-DMR’s effectiveness must be considered for two sce-
narios.

1. If the first error occurrence epoch has an error during DMR-
period, the checkpoint recovers the system to a clean state.

2. If errors occur during a non-DMR period of an epoch but do
not occur during the DMR-period of the epoch, we have “un-
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detected errors” as shown in Figure 2(b). Since the check-
point is corrupted, we cannot perfectly recover.

At first glance, it seems this probability of case (1) is small and the
approach sounds impractical for real systems. An investigation of
the mathematical probabilities, coupled with actual error sequences
of real processors and applications, show that even 1%-DMR is
practically sufficient. When error-rates are high, faults are detected
immediately. When error-rates are low, the number of undetected
errors is also very small and we observe a bound on this number
and the latency to eventually detect it. Our key contributions are the
Sampling-DMR principle, its theoretical model, and experimental
results showing its practical effectiveness.

And what about...

1. Seg-faults and timeouts? Certain faults can cause the application
to cause a segmentation fault or result in endless loops. For early
detection, extensions can be done to the operating system.

2. But errors occur in phases, how can this work? Intuitively, we
expect errors due to a fault to occur in clusters and not regularly
spaced in time. Any such burst behavior and burst length has to be
exactly correlated to the sampling frequency and epoch length to
hinder detection. This is unlikely and our detailed empirical results
validate this.

3. What about transient faults like soft-errors? Soft errors are an
orthogonal problem to manufacturing defects or wear-out faults.
Circuit-level techniques like the BISER latch [27] provide a good
low-overhead solution. So, like other related work [10, 23], we
restrict our scope to permanent faults.

4. How can sampling with application code match test vector cov-
erage? Periodic testing with test vectors may detect faults more
efficiently than Sampling-DMR, since vectors are designed to con-
sume minimum testing time. However, 100% coverage for all fault-
models is unlikely and hard as described earlier. Intuitively, the
Sampling principle works because of the following. If faults are
not excited, they don’t produce errors, and hence do not matter.
When faults get excited, they will eventually be detected. Testing,
on other hand, must provide 100% coverage at test-generation time.

2.3 Can applications accept undetected errors?

While Sampling-DMR provides 100% fault coverage which is
good from a defect-rate perspective, it has some probability of miss-
ing errors. An additional guarantee is that these missed or unde-
tected errors are restricted to occur in a finite window. We discuss
the system-wide implications of this phenomena.

First, undetected error phases are rare events. The number of
times such undetected error phases occur is small. For a system
with 10 spares for example, these undetected error windows occur
10 times in the chip’s lifetime, since the manufacturer will likely
budget number of spares accounting for expected failures.

Second, eventual detection latency is typically short. Further-
more, our quantitative results show that, with 1%-DMR, these un-
detected errors will appear only for a short time before being de-

tected: <1 second for 97% of faults and <78 seconds for 99.999%
of faults as shown in Figure 10(b).

Third, the zero undetected errors requirement may be unneces-
sary. Quantitative evidence exists for undetected errors in several
systems. Schroeder have shown that uncorrectable errors occur in
DRAMs in deployed systems [33]. Bairavasundaram et al. have
shown 2.45% of disks have latent errors [6]. Google has demon-
strated that 1.3% of memories have unrecoverable bit errors [34].
Reacting to this fact, higher-level lightweight application-level as-
sertions are common. In environments like game consoles and
desktops, emerging RMS applications can mask errors using re-
dundancy in algorithms [22]. In mobile devices, users are likely
to accept few seconds of downtime (due to errors) in exchange for
more battery life. Some have claimed the scenarios where errors
are acceptable are increasing and proposed systems with explicitly
relaxed reliability [45, 11] or budgeting for a controlled amount of
errors [12]. Sridharan et al. present a comprehensive taxonomy and
a framework for software recovery that allows hardware errors [40].

So overall, we believe undetected errors can be and must be han-
dled with a full-system view in a paradigm of fault-dominated tech-
nologies. Sampling-DMR can achieve zero defective chips and pro-
vide bounded detection latency guarantees while state-of-art detec-
tion techniques hit a coverage wall and allow unbounded errors.

3. THEORETICAL ANALYSIS

In this Section, we present a mathematical analysis on the be-
havior and effectiveness of Sampling-DMR. After defining terms
in Section 3.1, in Section 3.2 we analyze the upper bound on un-
detected errors as depicted in Figure 3(a). In Sections 3.3 and 3.4,
we develop a model, whose output is a distribution of how many
chips are perfectly detected i.e. for all faults on these chip, there
are no undetected errors. And in the remaining how many unde-
tected errors exist and the latency to detect. Figure 3(b) shows an
overview. The inputs to the model are error sequence parameters
which consider empirical error occurrence patterns to account for
user and application behavior.

3.1 Definition of terms

The model uses four inputs: i) required product quality defined
as a defect-rate (Dg), ii) non-DMR period length (7°), iii)) DMR
period length (¢), and iv) error sequence parameters.

Since Sampling-DMR’s behavior is probabilistic, we define a
defect rate Dg as the probability that a metric (e.g. latency, the
number of undetected errors) is worse than the required value. We
explain this for undetected errors (UEs). From the stand point of
worst-case estimation, for a given D g, we obtain n. such that the
probability that the number of UEs exceeds n. is Dr. Here, n. is
the maximum value (i.e. worst-case) for the defect rate of Dg. For
chip-level projection, the number of chips that will face a worse sit-
uation than this “worst-case” (i.e. the number of UEs >n.) is less
than Dg X total number of chips. Hence, the defect rate D r corre-
sponds to the conventional product quality in terms of specification
guarantee.



We classify epochs under the three categories described below
and shown in Figure 2(c):

Eq: No error occurred,

E1: At least one error occurred but not detected,

Es: Error occurred and detected.

3.2 Upper bound on undetected errors

First, we present an upper bound analysis on the number of un-
detected errors, regardless of error occurrence patterns. Figure 3(a)
shows the model for analysis. Each epoch has a fixed number of
samples (L) and some samples are error-samples. For each epoch,
the sampling scheme picks up one sample and checks if it is an
error-sample or not. If it is not an error-sample, sampling contin-
ues and does this for the next epoch. This scheme detects an error-
sample at some point eventually. Here, the question is how many
error-samples can be missed when considering a given defect rate
Dpg. The upper bound is: —L log, Dr. The proof is as follows.

For Sampling-DMR, one sample is the continuous execution pe-
riod ¢ cycles in duration, and the number of samples L is % The
assumption here is error occurrence is independent of when DMR-
period starts.

Statement: For any distribution of error-samples across any num-

ber of epochs, if the total number of error-samples (U) is —L log, Dr,

the probability that sampling cannot detect error-samples (i.e. mis-
detection) across the epochs(S) is always less than Dg.

PROOF. Let n be the number of epochs, and let ex be the num-
ber of error-samples for epoch k (kK = 1..n), and let s; be the
probability of mis-detection for epoch k. This can we written as
(1 — detection probability). Therefore, s, = 1 — e /L, and e, =
L(1 — si). The mis-detection probability across epochs is then,

n
S = 518283...8n = | |k:1 Sk.
n

U= ex=> Ll—sg)=Ln—> (sx))
k=1 k=1 k=1
Since arithmetic mean > geometrical mean,

U< Lin—n(]]sx)7) < Ln(1 - 57).

k=1
By applying the lemma described below to the right term of above
equation, U < Ln(l—S%) < —Llog,S. SinceU = —Llog, Dr
as assumed in the statement, —Llog, Dr < —Llog, S. There-
fore, S < Dr. [

Why does the statement provide an upper bound? The prob-
ability that sampling cannot detect —L log, Dg error-samples is
equivalent to the probability that the number of undetected error-
samples exceeds —L log, Dr, and this corresponds to the defini-
tion of defect rate. The statement claims such probability is always
less than Dg. Since the worst-case number of undetected error-
samples for Dg increases as Dg decreases, the worst-case num-
ber of undetected error-samples for the defect rate Dg is less than
—Llog, Dg. Itis the upper bound and is one of key findings: there
is a mathematical upper bound on the missed errors which is only
dependent on the DMR ratio and the required defect rate.

Lemma: n(1 — p%) < —log, p(ifp<1)

PROOF. We consider the sequence a, = n(1 — p%) (n =

1,2, ...), and this sequence is strictly increasing. We claim limy,— oo an, =

—log, p. Let x be % To show this claim, it suffices to show that

limg—o 17;'? = —log, p. We use I’'Hopital’s rule: lim,_.g % =

limg .0 ¢’ (x)
Timy o W (2)

the derivative of the denominator is 1. Therefore, lim,_.¢ 1;" =
limg .o —p®log,p=—log.p. [0

. The derivative of the numerator is —p” log, p and

3.3 Sampling-DMR model

The previous section provides only an upper bound. In this sec-
tion, we develop the probability distribution function for the num-
ber of undetected errors and latency. Let po, p1, p2 be the respec-
tive occurrence probability of Eg, Eq1, E> epochs when any fault
is excited. Recall definitions of epochs from Section 3.1 and Fig-
ure 2(c). Let Ny g, be the expected number of undetected errors in
E; epoch. In the next section, we model error occurrence behavior
to determine po, p1, p2, and Nyg, .

The number of undetected errors is controlled by “How many E
epochs before E2 epoch?”, which we establish first. “The probabil-
ity that the number of E; epochs is exactly n” is the same as “the
probability that an E> epoch occurs after n E; epochs; with any
number of interspersed Ey epochs”. By using conditional prob-

ability, the probability that a non-Eo epoch is E1 epoch is = ;O,

The probability that a non-Eo epoch is E2 epoch is 12 ";0 . Hence,
Probability of exactly n E; epochs = (1 P1 )" x (1 P2 )
_ — po

We want to determine the probability that the number of E;
epochs (errors) exceeds n; we define a function cp(n) for this. It
gives the probability that E; occurs n + 1 times continuously in
non-Eg epochs. Hence,

P1 )TL+1
1-— Po
The probability of greater than n. undetected errors is approxi-
mated as:

Probability of greater than n. errors: cp(

Probability of greater than n Eq epochs: cp(n) = (

Tle
1
NUEI) )]
Latency is represented by the number of non-E2 epochs from the
first E1 epoch. Similarly to above, for n > 0,

Probability of exactly n latency: 1’% (1—p2)" "p2
— Do

Probability of greater than n latency: 1 p 1p 1-p2)" (@
0

3.4 Error occurrence model

To put the model to use for real systems, we must answer the
question: “what is po, p1, p2, and Nyg, 7 This strongly de-
pends on the epoch length, the DMR period length, and the error
sequence. The purpose of the error-occurrence model is to simplify
the error sequence for analysis by representing it with few parame-
ters. We developed four models with increasing sophistication.
Constant-rate model: This is the simplest model with one param-
eter. We assume that faults generate errors at a constant per-cycle
probability of p. The corresponding probabilities are as follows:

po=01-p)"™" p=1-(1-p)", pr=1-po—p
The expected number of undetected errors in E; epochs is:
N Sid- () Pa-pT7  r
UEy — 1_(1_p)T _1—(1—p)T

In this equation, the numerator of the fraction represents the av-
erage number of errors in a non-DMR period. The denominator
represents the probability that a non-DMR period contains at least
one error.

Discretization: The limitation of constant-rate model is that it can-
not represent bursts. Using coarse time-unit allows to mask the ef-
fect of short burst. For example, if an error occurs at a constant rate
but continues during 10 cycles once it occurs, considering only the
average per-cycle probability makes the detection probability op-
timistic. In this case, a time-unit of 1000 cycles masks this short-
burst effect. The model has the per time-unit error probability p and
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Burst model using 2-state HMM: The limitation of discretiza-
tion is that it cannot represent bursts longer than the time unit. We
introduce a 2-state Hidden-Markov-Model (HMM) to represent the
hysteresis of error occurrences. Figure 4(a) shows the model. It has
two states, namely So and S;. Errors occur when the state is S1,
and no error occurs when the state is So. The transition probability
of Sp to S is p, and that of S; to Sp is q.

Here, let so and s1, respectively, be the limit probability that a
state is Sp and S; after infinite time passed. The state transition
probability equation is

so\ _(1l-p ¢ S0
S1 p 1—gq S1
Since sg + s1 =1,
q p

T prd T T htg

The probability that an epoch is Eq is that the state is So at the
first cycle and does not change during the epoch. The probabil-
ity that a DMR-period does not contain any errors is the proba-
bility that a state is Sp at the fist cycle and does not change dur-
ing the DMR-period. The probability that an epoch is E2 is 1 —
this previous probability, and Ny g, is calculated by using s and
s1 as before. Hence,

po = so(1—p) 7Y, =,

p2=1-s0(1—-p)
S1T

*1—s0(1 —p)@—D
Burst model using 3-state HMM: The limitation of the 2-state
HMM is that it cannot represent short glitches in burst period. Fig-
ure 4(b) shows the 3-state HMM model, in which we introduce
the third state S as the short-glitch state. Similar to the two-state
model, we define the state transition probability p, g, r, s as shown
in the figure. Here, let so, s1, and s2, respectively, be the limit
probability that a state is So, S1, and So after infinite time. The
state transition probability equation is

p1=1—po — p2, Nyg, =D

So 1—p q 0 S0
s1 | = P l—qg—1r s S1
S2 0 r 1-—s S2

Since sg + s1 + s2 = 1,
qs ps pr

S0 = , 51 = , 82 =
0 ps+pr+gqs ' ps+pr—+gs : ps+pr—+gs
Similar to the 2-state model, but considering S, state as the same

as S state, the parameters are

po=s0(1—p) T 4 sp(1— )T,
p2=1-s0(1—p)" Y —s3(1— )",
p1=1—po— p2,

81T
"1 —50(1 —p)T=1) — 55(1 — 5)(T-D

3.5 Model results

Based on these models, we show the upper bound on undetected
errors (UE). We consider the defect-rate of Dr = 1072 (1 defec-
tive chips in a billion), which is practically a zero defects guarantee.

Regardless of error occurrence patterns, there is an upper bound
on the number of undetected error samples, which is determined
only by the DMR ratio. It is 2072 for 1%-DMR as shown in Fig-
ure 5(a).

When errors occur at a constant rate, the maximum number of
UEs is 2062 for 1%-DMR as shown in Figure 5(b). If the error-
rate p is high, the number of UEs is zero because the first DMR
period always detects them. For 1%-DMR and 5 million epoch, the
threshold error-rate for zero UEs is 0.0004 as the figure shows.

When error occurrence shows burst behavior, the maximum num-
ber of UEs increases as the epoch size and the burst size increases.
Figure 5(c) shows the result of 2-state HMM. The maximum num-
ber of UEs is about 100 million when the burst size is 1 million
cycles occurring at a low-rate. This matches the upper bound with
worst-case number of errors in samples (i.e. 50K errors/sample X
2072 samples = 104 million errors), and this can be considered as
an unrealistic worst-case.

In summary, the burst effect determines the number of UEs. In
Section 5, we analyze empirical relationship between latency and
undetected errors to confirm the actual impact of this burst effect.

Nyg, =D

4. IMPLEMENTATION

We now present one example to show a simple Sampling-DMR
implementation. Normal DMR techniques have high area over-
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Figure 6: FIFO-based DMR Implementation

heads and sometimes complex core modifications to minimize per-
formance degradation due to synchronization and result compari-
son of two redundant modules. Complex core modifications are es-
pecially problematic because these introduce uncovered faults. For
example, CRT [13] utilizes a load-data transfer mechanism from
checked core to checker core, rendering the entire data cache con-
troller uncovered. To detect permanent faults, sampling can be
applied on top of these conventional DMR implementations like
CRT, Fingerprinting [38], DCC [19], thus reducing their effective
energy and overheads. A second benefit is that sampling effectively
provides more cores for useful computation, because with conven-
tional DMR, implicitly half the cores simply act as checkers and do
not perform useful computation. While these techniques with full
DMR provide permanent and transient fault coverage, with sam-
pling, a technique like the BISER latch [27] is necessary to provide
good transient fault coverage.

Sampling-DMR’s basic property that performance degradation
in DMR mode (even 2X) is not a concern, because DMR execution
period is limited to a small fraction, provides an opportunity to in-
vestigate simple, yet efficient designs. We can focus on addressing
design complexity, area overhead, and keeping core modifications
to a minimum.

4.1 FIFO-based implementation

Figure 6 shows our FIFO-based implementation. We assume a
many-core processor with shared L2 caches interconnected with
a mesh network. For each core, we add a DMR control module
named reliability manager (RM), which consists of small control
circuits and two shallow FIFO buffers, and we use the existing on-
chip networks for trace data transfer. The area of RMs is negligibly
small compared to cores/networks, and the core modifications are
limited to the following mechanisms: i) generating per-instruction
output trace, ii) cache refill trigger signal, iii) stall inputs signal,
and iv) transferring of the architectural state between cores.

In the checked core, the RM receives architectural state updates
(at commit-time) from the core and writes it into the sender FIFO.
Typically the state update information is register name/value pairs
and store address/value pairs. The RM interfaces with the L.2-cache
network and encodes the ID of the checker core (Section 4.3) with
the FIFO data to send messages to the checker core. To reduce this
inter-core communication we use fingerprinting [38].

In the checker core, RM receives messages from the coupled
checked core into a receiver FIFO. The checker core’s RM writes
its architectural state updates (redundant execution) into its sender
FIFO. A comparator compares elements in the two FIFOs. Any
time they differ, the RM raises a DMR error exception. To deter-
mine which core is faulty, detailed diagnosis such as full-DMR ex-
ecution with another core from the last checkpoint is initiated, and
the application process is migrated elsewhere. The checker core
should monitor dirty eviction signals in the cache and synchronize

the checker core with the checked core to avoid memory incoher-
ence between cores as described in Section 4.2.

We assume the network enforces in-order delivery of messages
and we use the interconnection network’s flow control mechanism
to automatically throttle the checker’s FIFO if it is executing at
a faster rate than the checked core. The control-path in the RM
includes a simple state-machine that must stall the processor when
the FIFOs become full and interface the flow-control signals from
the router with the FIFOs.

4.2 Common challenges for DMR implemen-
tations

In contrast to full-DMR and redundant multi-threading [28] so-

lutions, Sampling-DMR tolerates radical performance degradations
because DMR is active only for a small fraction of time. We ex-
ploit this tolerance to slowdowns to provide simple solutions for
the following common problems.
Memory incoherence: Stores to memory and load/store order-
ing have been the main challenges for previous redundancy-based
techniques. Like Reunion [37], we allow either core to get ahead
and allow both to read/write memory. Stores pose a small prob-
lem. If both cores are allowed to write back dirty cache-lines asyn-
chronously, there is potential for an earlier load-miss from the trail-
ing core getting this “new” data. To avoid this problem, the cores
are synchronized on any dirty-evictions, which is simple to imple-
ment: the checker core is stalled until the store is received from
the checked core. This occurs only infrequently and even if done
frequently, Sampling-DMR can tolerate large slowdowns.

For shared-memory programs, there are load-store ordering is-
sues between different real threads. A store to an address can
execute in a different thread in the time gap between when loads
to that address execute on the checker and checked core. This
can lead to input incoherence. It can be solved by executing Re-
union’s re-execution protocol which introduces complications in
single-stepping the processor. LaFrieda et al. suggest this overhead
can become untenable for some types of core coupling consider-
ing the fingerprint comparison overheads [19]. Their age table can
be incorporated into the RM. Because we can tolerate large slow-
downs, a simpler implementation is sufficient: synchronize both
cores on all cache refills.

Microarchitectural state difference: In this design the checker
core is not a microarchitectural mirror because its branch-prediction
tables, dependence predictor tables and other speculative states are
not copied over. Thus faults in these structures are not covered.
However, by design these structures cannot affect architectural state
and hence do not affect correctness, only performance: the branch
predictor stuck-at taken for example. Such microarchitecture state
can be included in the initialization of the checker and these signals
can be included in the trace sent to the RM. It may introduce fur-
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ther slowdowns or increase energy, but sampling is more forgiving
of any slowdowns which is a key difference from prior proposals.

4.3 Mode transition management

The specific challenge for Sampling-DMR is how to manage
the difference of required cores between DMR period (requires 2
cores) and non-DMR period (requires 1 core). While, this can be
handled by adding extensions to the OS and its scheduler, we de-
scribe one design below which avoids system software modifica-
tions. We assume the chip exposes a fixed number of virtual CPUs
(VCPUs) to the OS as proposed in Mixed-Mode Multicore (MMM)
system [45].

A thin firmware VM layer manages Sampling-DMR operation
as follows. Every VCPU is mapped to two physical cores (VCPU
pair) by the firmware. Each physical core has four modes, namely,
checker mode, checked mode, non-DMR mode, and free mode.
The firmware starts a process by marking one core to be in non-
DMR mode and the other is marked available (free mode). When
entering DMR mode, the firmware activates the checker core (by
finding a core in free mode) and changes its mode to the checker
mode. It then copies the entire architecture state (registers and
cache-lines) from the checked core to checker core (using some
microcode). It executes in DMR mode for the DMR period length.
If an error occurs in DMR mode, the RM triggers a DMR error ex-
ception. If no error occurs, the checked core’s mode is changed to
non-DMR, and the checker core is marked free. The key benefit of
the firmware VM layer is that it allows the VCPUs to be arbitrarily
paused and allows quick transition in and out of DMR mode.

5. EVALUATION

While our formal model provides analysis based on some error
sequence parameters, we examine empirical behavior in this Sec-
tion. Figure 7 shows the overview of our evaluation framework and
the key questions we investigate. We use detailed gate-level sim-
ulation and full-system performance simulators to provide a com-
prehensive evaluation. Readers may skip ahead to the final key
result in Section 5.4 which compares Sampling-DMR to conven-
tional techniques as shown in Figure 10(b).

5.1 Q1: Does Sampling-DMR work in real set-
tings?

Method: The epoch size is set to 5 million cycles, and we examine
DMR-ratio of 1% and 5%. Programs start with DMR period. We
consider the following two simulations.

1) OpenRISC: We synthesize the OpenRISC [29] RTL code and
inject faults on every logic gate output. This framework provides
the most detailed results, but can execute only simple programs
because of library and operating system limitations. The applica-
tions we evaluate are: H.264 decoder (33 Mcycles), G.721 decoder

(6 Mcycles), and JPEG decoder (6 Mcycles). We use the Synop-
sys 90nm library for synthesis and use emulation with the Virtex-5
FPGA for acceleration. The fault model is stuck-at 0/1 and slow-
to-rise/fall faults. The number of experiments is 21,372 (fault sites)
* 4 (fault types) * 3 (applications) = 256,564.

2) OpenSPARC FPU: We also consider gate-level fault injection
for large complex applications. We consider the PARSEC [7] and
SPECCPU [41] suites. We built a hybrid framework which simu-
lates and does fault injection for the functional units alone at the
gate-level and the rest of program executes a native x86 instruc-
tion stream. We use a synthesized gate-net of the OpenSPARC
FPU (which consists of three pipelines and supports 21 instruc-
tions) and use binary instrumentation to invoke gate-level simula-
tion for FP instructions. Since this co-simulation is 100,000-times
slower, we must limit the duration of fault injections. This dura-
tion was determined manually such that, fault injection’s result did
not change when the fault injection duration was increased further.
The fault model is stuck-at 0/1 faults. The number of experiments is
23,128(fault sites) * 2(fault types) * 23(applications) = 1,063,888.
We assume 1GHz operation and instruction per cycle of 1. This ex-
periment is chosen as a stress-test of Sampling-DMR because FPU
errors provide low error rates and various types of burst and phase
behavior.

Q1: Does it work? Yes, Sampling-DMR detects all faults even-
tually. In addition, many faults are immediately detected. With
5%-DMR, 99% of faults result in error-free execution when con-
sidering the full processor. Stress test of FPU shows 95% faults
result in correct execution (no error in application results).
Details: Figure 8 shows the effectiveness of Sampling-DMR, which
we study using established fault classification terminology. We
compare every fault’s effect with and without Sampling-DMR de-
tection. The first row shows results with No-DMR, and the second
and third rows show 1%-DMR and 5%-DMR respectively. The re-
sult of faults on applications is classified into the following five cat-
egories: 1) Architecture-masked: faults that do not cause any archi-
tectural errors, ii) Application-masked: architectural errors occur,
but are masked because of natural error-correction or redundancy in
application and its output is unmodified, iii) Timeout: faults caus-
ing endless loops, iv) Segmentation fault: faults causing segmenta-
tion faults, and v) SDC: all other faults result in silent data corrup-
tion.

Our results show that, for the OpenRISC processor, 96% and
99% of faults result in error-free (Architecture-masked) execution
for 1%-DMR and 5%-DMR, respectively. Note this is not to be
interpreted as a fault-coverage number. They are the percentage
of faults resulting in error-free execution when considering recov-
ery with Sms checkpoint interval. This shows detection latency is
typically low. All permanent faults are eventually detected, thus
delivering 100% coverage.



No DMR OpenRISC fault ratio OpenSPARC FPU
100% - 100% - i
80% 1 80% |
60% 1 . T = 60% —
0%+ — — — — — H  40% 1
0%+ — — — — — H 20%-
0% " " " " " 0% : : : : : : : : :
1%-DMR fault ratio
100% — — 100% - =
= = * =™ = 5B H O F H B
80% -+ — — — — —1 H 80% 1 T . Mt M —
60%+ — — — — — H 60%+ +— — — — — — A
0%+ —1 —1 —1 1 —1 = 4%+~ +— < +— - — I S I BN I B SN ) S S SN N S ) B ) S S
20%+ — — — — — H 2%+ — — A
0% . . . . . 0% : : : L : : : L : : : : : : : ; ; ;
0 .
5%-DMR fault ratio
100% — —_ 100% = = _e
(R H m = = O
80% - 14— — —{ — | 8% o e T
60% +4 — — — — — +H 60% - —f — — — +— A
40% 4+ — — — — — H 40% H - — — A
20% + 4 t+— — — — — 20% 4 — — A
0% : : : : : 0% . . . . .
w® w ® < < < © T [ =3 o el = X > £ ® 0 X £ @ 9° o} Q ] 14 T o}
g slodge s g2 § T 3 £ £ 8§ 2 ¢ 5 % £ % 5 F g £ ¢ 8 8 ¢ 3
8 ~No g &2 R3 Wiy E 2 3 £ 3 g 9 3 oS £ e & g & £ s = x c 2
Tz 0z 52505 5§ R - 8 &8 3§58 2 5§ & § % 8 § & § ¢ g 3
@ @ @ = = = = s 8 § 3 5 § S % 2 5 7 g %
- < K = e
el k7

‘ O Architecture masked 0O Application masked m Silent data corruption(SDC) 0O Segmentation fault ® Timeout ‘

Figure 8: Application behavior when considering recovery with Sms checkpoint interval (not final coverage)

For the OpenSPARC FPU also Sampling-DMR sustains a high
percentage of architecture-masked faults i.e. no undetected errors.
Overall, the OpenSPARC FPU results are worse than the Open-
RISC results. This is because faults in OpenRISC are more likely
excited than that in the FPU. Hence, for the rest of the evaluation,
we use these FPU results to stress Sampling-DMR, thus making our
chip-level defect-rate projections conservative.

Examining the cases of faults which result in some undetected
errors, we can see that Sampling-DMR’s restricting of error oc-
currence to a small window, is something applications seem to
be able to tolerate. This is evidenced by the fact that, the ratio
of application-masked faults also increases for some applications
(450.soplex and 453.povray), when comparing No-DMR to 1%-
DMR and 5%-DMR.

5.2 Q2: Is the model valid?

Method: The model parameters are derived from the error se-
quences obtained in the OpenSPARC FPU experiment in Section
5.1. We consider error sequences from all experiments in which
Sampling-DMR detects fault but misses some errors. The obtained
error sequences are discretized into 1K cycles time-unit and dis-
cretization is applied to every model.

The parameter fitting is as follows.

e For the discretized constant-error-rate model, the error-rate
parameter p is obtained by simply dividing the number of
error-time-units (time-units with errors) by the number of to-
tal time-units. Error density D, is the average number of
erTors in error-time-units.

e For the 2-state HMM, p is obtained by counting the number
of transitions from no-error-time-unit to error-time-unit and
dividing by the total number of no-error-time-units. Simi-
larly, ¢ is number of transitions from error-time-unit to no-

error-time-unit, divided by the total number of error-time-
units.

e For the 3-state HMM, it is necessary to distinguish if a non-
error time-unit is for state Sy or state .Sz to obtain the param-
eters of p, ¢, r and s. Here, we use a heuristic to determine
this. The length of continuous non-error time-units deter-
mines it. If it is less than geometrical mean of the maximum
and the minimum length, it is for Sa, else it is for Sp. The
probability parameters are obtained similarly to the 2-state
HMM.

After parameter fitting, we obtain po, p1, p2 and Nyg,. Then,

we derive the number of undetected errors and the latency cor-
responding to 1077 defect-rate and compare to empirical results.
This is the lowest defect rate to meaningfully validate, since we
have 168,941 measurements (ﬁ =5.9%107°).
Q2: Is the model valid? Yes, the Sampling-DMR model using the
3-state HMM never under-predicts the number of undetected errors
and rarely under-predicts the latency. Figure 9 plots the relation-
ship between the actual measurement and the model worst-case es-
timation for 10~° defect-rate. Points above the 45° line means the
model over-predicts. We use the 3-state HMM for the rest of eval-
uations because it never underestimates the number of undetected
errors and rarely underestimates the latency and is always within
50%.

5.3 Q3: How many undetected errors and how

long do they last?
Method: We use the model parameters for 3-state HMM based
on error sequences of all experiments (46,256 faults * 23 applica-
tions). For each error sequence, we derive the average number of
undetected errors and the average latency by the model.
Q3: How many undetected errors and how long do they last?
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If latency is high, the number of undetected errors is small. Fig-
ure 10(a) plots the relationship between the detection latency and
the number of undetected errors. It takes the maximum at the la-
tency of 0.1sec and it decreases as the latency increases. This im-
plies that the impact of burst effect, which increases the number
of undetected errors, is limited when latency is high. This charac-
teristic is reasonable and can be tolerated by systems. If latency
is low, users can re-run the application, and hence the number of
undetected errors itself is not a concern. If latency is high, errors
occur sparsely in time domain like soft-errors. This is the case of
application masking and as discussed by Feng et al. systems and
users may naturally tolerate this [12].

5.4 Q4: Comparison to state-of-art

To compare to state-of-art, we determine the distribution of de-
tection latency from the model. Without the model, determining
the behavior of very low error-rate faults would be impossible be-
cause of simulation time slowdowns. Again, we consider the FPU
results which makes our projections conservative. It is a stress test,
since we consider low error-rate faults and assume the entire chip
will have such faults.

Method: First, we obtain the model parameters for all experi-
ments (46,256 faults * 23 applications). Then, for each experi-
ment, we derive the defect rate as a function of detection latency.
Next, we obtain the defect-rate across all experiments, assuming
all F" experiments have the same occurrence probability: Dr
Zi;f DReu:pe'r'i'm,entj /F

Q4: Comparison to conventional techniques: /%-DMR can out-
perform periodic scan-test in terms of latency and defect rate.

Figure 10(b) shows the defect-rate that can be sustained for dif-
ferent ranges of the latency. Recall we are doing distributions across
chips (and hence different users) and this is FPU-based stress test
projections. It shows the worst-case latency for practically required
10~° defect-rate is about 78 seconds and 16 seconds for 1%-DMR

all

and 5%-DMR, respectively. Over 99% of chips see a latency of less
than 3.6 seconds and 0.9 seconds respectively.

Figure 10(b) also plots the latency of periodic scan-test[23], con-
sidering their reported coverage of 99.5% and an optimistically
low test time of 200ms (ignoring the 34.2 second test data transfer
time). We assume 20 second test period to limit test-time overhead
to 1%, and assume that the first error occurs immediately when a
fault occurs. As the figure shows, 1%-DMR can outperform peri-
odic scan-test. Considering concurrent test like SWAT and Argus,
Sampling-DMR outperforms them in terms of defect rate because
they cannot break the coverage wall and cannot reach the practical
coverage region of >99.999%. To be clear Argus has detection la-
tency of a few cycles on the permanent faults it does cover (and it
covers transient fault), but we argue low detection latency without
100% coverage is of limited value when permanent fault rates are
high as expected in future technology nodes.

5.5 Implementation/performance overhead

With sampling, slowdown in DMR mode is not a significant
problem, as shown with our simple model considering: i) a slow-
down factor S in DMR mode because the master copy may slow
down due to synchronization overheads with the checker, and ii)
Tirans: the delay incurred in transitioning in and out of DMR
mode. With Sampling-DMR, total slowdown is: Sior = (¢ xS +
T + Tirans)/(T + t). For 5 million-cycle epochs, 2X slowdowns
with 20,000 cycle transition costs, overall performance reduction is
only 1.4%.

Hence we only briefly report on our simulation-based perfor-
mance evaluation using the GEMS Multifacet infrastructure [24].
The primary goal is to quantify transition costs and the critical fac-
tor affecting DMR slowdown which is cache-refills. Others have
extensively studied and reported on this phenomenon [37, 45] and
so our discussion is brief. We consider dual-issue out-of-order
cores with 32KB data-caches and a shared 2MB L2-cache. For



transitioning to DMR, we simulate transfer delay of 10-cycles per
cache-line and a 20-cycle penalty in DMR-mode for all cache refills
to synchronize both cores. This models a conservative implemen-
tation to avoid incoherence for multi-threaded applications. Cache
refills occur at rates ranging from every 30 cycles to every 2000
cycles and our benchmarks showed DMR slowdowns ranging from
1.1X to 2X with overall slowdowns always less than 2%.

6. RELATED WORK

We discuss other low-overhead fault detection approaches. Al-
though some of them have lower overhead than Sampling-DMR,
their fault coverage is not always 100%, and they have some other
drawbacks as described earlier.

The first approach is on-line test using existing scan-chain cir-
cuits [10, 23]. Although they are simple and non-intrusive with
respect to the microarchitecture and provide greater than 99% cov-
erage for stuck-at fault model, sometimes even 100%, they have
low coverage for timing faults and cause false-positive or false-
negative detections because the operational environment and test
environment are different. On-line test also embraces a paradigm
of allowing undetected errors because faults/errors between test pe-
riods cannot be caught.

The second approach is software anomaly detection. SWAT [16,
21, 32] is a primarily software technique with some simple hard-
ware extensions, built on the thesis that software anomalies can
detect hardware faults and an absence of anomalies is inferred as
error-free execution. Although it has low overhead, the coverage
is low and SDCs may occur. For example, SDCs in floating-point
units, SIMD datapaths, and other specialized functional units can
be quite large because they don’t trigger the software anomalies as
extensively.

The third approach is asymmetrical hardware redundancy, which
uses simpler hardware for error detection than the hardware under
test. Examples include DIVA [5] and Argus [26]. Although these
cover transient faults also, their overheads become large when the
baseline processor itself is simple. Furthermore, re-implementing
all of the datapath units such as SIMD datapaths increases their
overheads.

The fourth approach is circuit level wear-out fault prediction
based on the insight that all wear-out faults initially cause timing
faults [3]. It may be effective for HCI/NBTI faults, since degrada-
tion is slow. However, it requires that the path excitation rate is high
for signals whose arrival time is in the detection window. However,
for TDDB, the transition from soft breakdown (slight delay degra-
dation) to hard breakdown (stuck-at fault) occurs rapidly [20]. Fur-
thermore, the approach is of limited value for gates that are not on
critical timing paths.

7. CONCLUSION

As technology scales, energy efficient ways to address hardware
lifetime reliability are becoming important. In this paper, we first
showed that practically 100% permanent fault detection is required
to sustain reasonable defect rates for future multicore chips. We
then propose a novel technique for permanent fault detection by ap-
plying fundamental sampling theory to dual-modular redundancy.
We use DMR for detecting errors, but restrict it to a small sampling
window. First, this provides 100% fault coverage with low over-
head. Second, simple designs, even if slow, become reasonable to
consider, which we demonstrate with our simple FIFO-based de-
sign that leaves the processor pipeline effectively unmodified.

We developed a detailed mathematical model and extensive em-
pirical evaluation and show that 1%-DMR and 5%-DMR with sim-

ple checkpointing result in error-free execution for 96% and 99%
of faults for the OpenRISC processor.

The ideas and evaluation in the paper result in three main im-
plications. First, our results showed that even 1%-DMR compares
favorably to conventional techniques in terms of defect rate and de-
tection latency. Second, we showed that conventional techniques
and Sampling-DMR introduce the issue of some number of unde-
tected errors in hardware and fault coverage alone as a metric for
system designers is of limited value. We contend that system de-
signers must embrace a paradigm of some hardware errors to pro-
vide low overhead and practical reliability support for permanent
faults. Providing latency bounds, guarantees on number of errors
etc., can then become practical aids for systems developers. Fi-
nally, the general principle of Sampling-DMR opens up possibility
for other implementations and uses.
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