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Abstract

We describe an efficient method for constructing a smooth
surface that interpolates the vertices of a mesh of arbitrary
topological type. Normal vectors can also be interpolated at
an arbitrary subset of the vertices. The method improves
on existing interpolation techniques in that it is fast, robust
and general.

Our approach is to compute a control mesh whose
Catmull-Clark subdivision surface interpolates the given
data and minimizes a smoothness or “fairness” measure of
the surface. Following Celniker and Gossard, the norm we
use is based on a linear combination of thin-plate and mem-
brane energies. Even though Catmull-Clark surfaces do not
possess closed-form parametrizations, we show that the rel-
evant properties of the surfaces can be computed efficiently
and without approximation. In particular, we show that (1)
simple, exact interpolation conditions can be derived, and
(2) the fairness norm and its derivatives can be computed
exactly, without resort to numerical integration.

CR Categories and Subject Descriptors: I.3.5 [Com-
puter Graphics]: Computational Geometry and Object
Modeling - curve, surface, solid, and object representations;
J.6 [Computer-Aided Engineering]: Computer-Aided Design
(CAD); G.1.2 [Approximation]: Spline Approximation.

Additional Key Words and Phrases: Computer-aided
geometric design, B-spline surfaces, subdivision surfaces,
thin-plate splines.

1 Introduction

The construction of smooth interpolating surfaces is becom-
ing increasingly important in a number of applications in-
cluding statistical data modeling, interactive design, and
scientific visualization. Typical input to an interpolating
method is a collection of points to be interpolated, and a

∗Work done while a summer intern from the University of Cal-
ifornia, Berkeley.
†Work done while on sabbatical leave from the University of

Washington.

“mesh” that describes the connectivity of the points. Nor-
mal vectors are sometimes also specified at some or all of the
data points.

If the shape to be modeled is a deformed plane, tech-
niques from function approximation, such as Clough-Tocher
interpolation [5], can be used. An advantage of the Clough-
Tocher interpolant is that the construction is local, meaning
that modification of a data point affects only a local portion
of the surface. However, a drawback of Clough-Tocher in-
terpolation is that there are typically remaining degrees of
freedom not directly constrained by the data. These extra
degrees of freedom are often set using local heuristics and
typically result in surfaces that are not “fair”, that is, sur-
faces having extraneous bumps and wiggles. Another serious
drawback to Clough-Tocher interpolation, and indeed to any
method that requires continuity of parametric derivatives
(so-called parametric continuity), is the inability to model
surfaces of arbitrary topological type (cf. Herron [8]). It is
not possible, for instance, to model a sphere or a deformed
sphere using a Clough-Tocher interpolant.

Celniker and Gossard [3] recently presented an interpo-
lation method that extends Clough-Tocher interpolation by
setting the remaining degrees of freedom so as to minimize
a fairness norm. The fairness norm they use is quadratic, so
it can be minimized by solving a (sparse) linear system. As
a result, their method is fast enough for interactive design.
However, being based on Clough-Tocher interpolants, their
technique is not capable of describing surfaces of arbitrary
genus.

A number of interpolation methods appropriate for sur-
faces of arbitrary genus have been developed in recent years.
A survey of these can be found in Lounsbery et al. [10]. The
method developed by Shirman and Séquin [14] is a gener-
alization of Clough-Tocher interpolation to surfaces of arbi-
trary topology. The generalization is achieved by replacing
parametric continuity with first order geometric continuity
(continuity of tangent planes). Like Clough-Tocher interpo-
lation, Shirman-Séquin interpolants have degrees of freedom
not directly constrained by the data, and local heuristics
for setting these degrees of freedom have fallen well short of
producing fair surfaces (see Figure 4).

Last year Moreton and Séquin [11] presented a method
capable of producing fair interpolating surfaces of arbitrary
genus. They achieved this in much the same way as Celniker
and Gossard by solving a minimization problem using finite
elements. However, rather than using Clough-Tocher ele-
ments and a quadratic fairness norm, Moreton and Séquin
used biquintic Bézier patches and a fairness norm based on
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intrinsic measures of curvature variation. The surfaces pro-
duced are the most impressive to date, but improved shape
and arbitrary genus are obtained at the expense of dramat-
ically increased running time. It appears that Moreton and
Séquin’s method is far too expensive for use in an inter-
active environment today (computation time is on the or-
der of hours). Another shortcoming of their method is that
it constructs surfaces that are only approximately tangent
plane smooth since inter-patch continuity is modeled using
a penalty function added to the fairness norm. Finally, their
surfaces are only curvature continuous within each biquintic
patch.

Here we present a scheme that combines the speed of Cel-
niker and Gossard’s method with the ability to model tan-
gent plane continuous surfaces of arbitrary genus. We do
this by using a quadratic fairness norm similar to the one
used by Celniker and Gossard together with Catmull-Clark
subdivision surfaces. We show that Catmull-Clark surfaces
offer a number of advantages over previous methods based
on piecewise polynomial elements; these include:

• They are curvature continuous everywhere except at a
finite number of isolated “extraordinary” points.

• The high order of continuity is obtained with very few
control points, meaning that the dimension of the space
over which the optimizer must search is far lower for
Catmull-Clark surfaces than for the method described
by Moreton and Séquin.

• They reduce to traditional bicubic B-splines when the
points to be interpolated form a regular rectangular
grid. It should therefore be possible to more smoothly
incorporate them into existing geometric modeling sys-
tems.

The use of Catmull-Clark surfaces presents some chal-
lenges, however. First, Catmull-Clark surfaces do not gen-
erally interpolate their control points, so to achieve interpo-
lation, a system of interpolation constraints must be solved.
The constraints relate the data points and normals to be
interpolated with points and normals on the final surface.
Formulating the interpolation constraints at first appears
problematic for a Catmull-Clark surface because the surface
is defined as the limit of an infinite number of subdivisions.
We show that it is possible to derive closed form expressions
for these constraints. A second challenge posed by Catmull-
Clark surfaces is that efficient surface optimization depends
on fast and reliable evaluation of the fairness norm and its
derivatives. We show that it is possible to evaluate the fair-
ness integral and its derivatives exactly, without resort to
numerical integration, even though Catmull-Clark surfaces
do not possess a closed form polynomial representation.

Figure 5 illustrates the basic idea of our approach. The
original mesh is shown in the upper left. Subdividing it us-
ing Catmull-Clark subdivision results in the surface shown
in the lower left. The surface approximates, but does not
interpolate the vertices of the original mesh. By solving the
system of interpolation constraints, we obtain a new mesh
which is shown in the upper center. Subdividing the new
mesh results in the surface in the lower center which does
interpolate the vertices of the original mesh. Unfortunately,
the direct application of the interpolation conditions to the
mesh causes undesirable undulations in the surface. To com-
bat this difficulty, we subdivide the mesh to add new degrees
of freedom, and we set these new degrees of freedom to min-
imize a fairness measure subject to the interpolation con-
straints. The resulting mesh is shown in the upper right of

Figure 1: The situation around a vertex v0 of order n.

Figure 5 and the corresponding subdivision surface is shown
in the lower right. Note that minimizing the fairness measure
removes the spurious undulations introduced by the direct
application of the interpolation constraints.

The remainder of the paper is structured as follows. In
Section 2 we provide some necessary background on sub-
division surfaces in general, paying particular attention to
Catmull-Clark surfaces. In Section 3, we derive the linear
constraints on a Catmull-Clark mesh which guarantee that
the surface interpolates given points and normals. We also
show that applying these constraints directly to a mesh re-
sults in a surface which solves the interpolation conditions,
but is unsatisfactory because of spurious wiggles. Then,
in Section 4, we show how to reduce these artifacts by
adding additional degrees of freedom through subdivision,
and then setting them by optimizing a fairness norm based
on the membrane/plate energy. Several implementation de-
tails along with performance statistics are provided in Sec-
tion 5. In Section 6 we present a number of examples, and
provide some comparisons to previous methods. Finally, in
Section 7 we summarize our findings and describe several
avenues of future research.

2 Subdivision Surfaces

In 1974 Chaikin [4] introduced the idea of generating a curve
from a polygon by successively refining the polygon with the
addition of new vertices and edges. In 1978, Catmull and
Clark [2] and Doo and Sabin [6] generalized the idea to sur-
faces. In these schemes, an initial control mesh is refined
by adding new vertices, faces and edges at each subdivision
step. In the limit as the number of subdivision steps goes
to infinity, the control mesh converges to a surface. With
careful choice of the rules by which new vertices, edges and
faces are introduced, it is possible to show that the limiting
surface exists, is continuous, and possesses a continuous tan-
gent plane. The Doo-Sabin subdivision rules generalize the
subdivision rules for biquadratic B-splines, and the Catmull-
Clark subdivision generalizes bicubic B-splines. An example
of a Catmull-Clark surface of genus 3 is shown in Figure
3. A more recent method developed by Loop [9] general-
izes quartic triangular B-splines. We focus on the Catmull-
Clark scheme primarily because of the popularity of bicubic
patches, however, much of the analysis we present is appli-
cable to a wide class of subdivision schemes including those
of Doo-Sabin and Loop.

When dealing with spline surfaces it is often helpful to
maintain the distinction between global and local control
meshes. By a local control mesh, we mean a subset of the



  
global mesh that influences a local region of the surface.
Toward this end we use carets to denote global quantities.

Let M̂0 denote the initial mesh, and let M̂ i denote the
mesh produced after i applications of the Catmull-Clark sub-
division step. To describe the i+ 1-st subdivision step, con-

sider the neighborhood of a vertex vi of M̂ i surrounded by
n edge points ei1, ..., e

i
n and n faces, as shown in Figure 1 for

i = 0. Such a vertex is said to be of order n. As indicated in
Figure 1, a new face point f i+1

1 , ..., f i+1
n is placed at the cen-

troid of each face of M̂ i. Each new edge point ei+1
1 , ..., ei+1

n is
then computed by taking an average of surrounding points.
Specifically,

ei+1
j =

vi + eij + f i+1
j−1 + f i+1

j

4
,

where subscripts are to be taken modulo n. Finally, a new
vertex point vi+1 is computed as

vi+1 =
n− 2

n
vi +

1

n2

∑
j

eij +
1

n2

∑
j

f i+1
j .

The Catmull-Clark subdivision process is such that:

• The surfaces can be of arbitrary genus since the subdi-
vision rules can be carried out on a mesh of arbitrary
topological type.

• After the first subdivision step all faces are quadrilater-
als.

• Except at extraordinary vertices (vertices of order n 6=
4) the limiting surface can be shown to converge to a
bicubic B-spline. The surface is therefore curvature con-
tinuous except at extraordinary vertices.

• The number of extraordinary vertices is fixed, and is

equal to the number of extraordinary vertices in M̂1,
the mesh produced after the first subdivision step.

• Near an extraordinary vertex the surface does not pos-
sess a closed form parametrization; it consists of an infi-
nite number of bicubic patches that converge to a limit
point. The surface can be shown to have a well defined
tangent plane at the limit point, but the curvature there
is generally not well defined [1].

3 Interpolation using Subdivi-
sion Surfaces

Given a mesh Î of arbitrary topological type, the idea is

to generate a control mesh M̂0 such that the subdivision

surface it defines interpolates some or all of the vertices of Î.
It is also possible to constrain the surface to have a specified
normal at each interpolation point.

Nasri [12] generates interpolating surfaces using the bi-
quadratic formulation of Doo and Sabin [6]. Like biquadratic
B-splines, Doo-Sabin surfaces interpolate the centroid of
each face in the control mesh. Thus a linear constraint on
the control vertices can be generated for each interpolation
point and the resultant system solved for the desired control
mesh1. It appears that Nasri had no simple formulation for
the surface normal at the centroid, and so was unable to
specify normals at these points.

1Although Nasri does not mention it, it is possible for the
coefficient matrix in the linear system to be singular.

To generate interpolating surfaces for other subdivision
schemes we need a method of determining the position and
normal at a set of points on the limit surface. Because the
surface is the result of repeated application of a subdivision
step, we can analyze the behavior of a small neighborhood
of points as they converge to the limit surface in order to
determine the surface properties at the point of convergence.

3.1 Interpolation Conditions

After one subdivision step there arises an arrangement of
vertices that persists (i.e. the same topology will be observ-
able) for any number of subsequent subdivisions. To analyze
the limiting behavior of the surface near a vertex it is there-
fore convenient to introduce a matrix that describes the sub-
division process locally, that is, in the neighborhood of the
vertex [6]. It is not necessary to compute local subdivision
matrices in practice; they are simply tools used to derive
formulas describing the limiting behavior of the surface.

Let vi be a vertex of order n of the mesh M̂ i, let V in =
(vi, ei1, ..., e

i
n, f

i
1, ..., f

i
n)T be the column vector of vertices in

the neighborhood of vi, and let V i+1
n be the corresponding

column vector of points in the neighborhood after subdivi-
sion. Since the points in V i+1

n are computed by linear com-
binations of the points in V in, we can use a square matrix Sn
to express the subdivision:

V i+1
n = SnV

i
n.

For instance, for Catmull-Clark surfaces the matrix S4 is

S4 =
1

16
∗
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6 6 1 0 1 1 0 0 1
6 1 6 1 0 1 1 0 0
6 0 1 6 1 0 1 1 0
6 1 0 1 6 0 0 1 1
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4 0 0 4 4 0 0 4 0
4 4 0 0 4 0 0 0 4


.

Repeated subdivision is expressed by repeated multiplica-
tion and hence powers of Sn, so

V i+1
n = SinV

1
n .

The properties of the limit surface will be governed by the
properties of V i+1

n as i approaches infinity. Since V i+1
n is the

image of V 1
n under Sin, the eigenstructure of Sn naturally

plays a key role.

In Appendix A we analyze the behavior of the limit sur-
face in terms of the matrix Sn by building on the analytical
techniques of Doo and Sabin [6] and Ball and Storry [1]. Like
Loop [9], we find that the positions and normals of the limit
surface can be expressed explicitly in terms of the vertices
of the control mesh. However, whereas Loop’s analysis was
peculiar to his subdivision surfaces, our analysis applies to
any subdivision scheme whose local matrix Sn satisfies the
conditions listed in Appendix A. In particular, our analy-
sis exposes the following simple dependence between the left
eigenvectors of Sn and limit points and normals.

Let λ1 ≥ λ2 ≥ λ3 be the three largest eigenvalues of Sn
and let l1, l2, l3 be the corresponding left eigenvectors. In
Appendix A we show that a point v1 having a neighborhood
V 1
n converges to the point

v∞ = l1 · V 1
n (1)



and the normal vector to the surface at v∞ is given by

N∞ = c2 × c3 (2)

where c2 = l2 · V 1
n and c3 = l3 · V 1

n , and where “×” denotes
vector cross product. Explicit formulas for l1, l2 and l3 for
Catmull-Clark surfaces can be found in Appendix A.

Equation 1 provides an interpolation condition that is lin-
ear in the control points of V 1

n , but Equation 2 at first
appears to impose a quadratic constraint on V 1

n ’s control
points. Fortunately, we can require a surface to have a given
normal vector N , using the following two linear constraints:

N · c2 = 0 and N · c3 = 0 (3)

In addition to providing interpolation constraints, the
limit point and normal vector formulas can also be used
to compute exact points and normal vectors on the surface
for use during rendering [9]. The color images (Figures 3
through 7) have all been computed this way.

3.2 Solving the Interpolation Problem

Ignoring the interpolation of normals for the time being, we
can use the interpolation condition in Equation 1 to compute

a control mesh M̂0 with the property that the subdivision

surface it defines interpolates the vertices of a given mesh Î.

It is natural to do this by selecting M̂0 to have the same mesh

topology as Î, that is, the same number and connectivity of
vertices, faces, and edges. This approach leads to a square
linear system of the form

Ax = b (4)

where x is the column vector of the unknown vertex coor-
dinates in M̂0, and b is the corresponding column vector

of vertex coordinates of Î. The rows of the square matrix
A are determined by the interpolation conditions and mesh
topology. In some cases, the matrix A is singular, so we use
a least-squares solution to Equation 4. An example is shown
in Figure 5. The original mesh is shown in the upper left.
Subdividing it according to the usual Catmull-Clark rules re-
sults in the lower-left surface which approximates, but does
not interpolate the vertices of the original mesh. By solving
Equation 4, we obtain a new mesh which is shown in the
upper center. Subdividing the new mesh according to the
usual Catmull-Clark rules gives the surface in the lower cen-
ter which does interpolate the vertices of the original mesh.

4 Fairing

The surface in the lower center of Figure 5 is curvature con-
tinuous almost everywhere and interpolates the vertices of
the original mesh. Nonetheless, for many purposes it is an
unsatisfactory interpolating surface because of its excessive
undulations. These undulations appear to be artifacts of
the interpolation process since they are not indicated by the
shape of the original mesh. For example, the surface has
a number of concavities where the original mesh is convex.
Note that some of the undulations are present in the ordi-
nary approximating Catmull-Clark surface, but they have
become more severe and objectionable in the interpolating
surface. This difference is typical of interpolating and ap-
proximating surfaces.

Nothing in our formulation of the interpolation conditions
in Section 3 prohibits or discourages undulations in the sur-
face, so this type of behaviour should not be surprising. In

order to improve the quality of the interpolant, we introduce
additional degrees of freedom into the surface by subdivision,
and then set the degrees of freedom by optimizing a fairness
norm on the surface subject to a set of linear constraints
given by the interpolation conditions.

4.1 Evaluating the Fairness Norm

Celniker and Gossard [3] were able to improve the quality
of interpolating surfaces using a fairness norm based on a
linear combination of the energy of a membrane and a thin
plate. Without any fundamental changes, the norm can be
given directional preferences and nonuniform weighting over
the surface, but for clarity of presentation, we consider the
isotropic uniform case:

E(W ) = αEm(W ) + βEp(W ) (5)

where Em(W ) and Ep(W ) denote the membrane and thin-
plate energies respectively:

Em(W ) =

∫ ∫
‖Wu‖2 + ‖Wv‖2 du dv

Ep(W ) =

∫ ∫
‖Wuu‖2 + 2‖Wuv‖2 + ‖Wvv‖2 du dv,

and where W (u, v) = (x(u, v), y(u, v), z(u, v)) is a paramet-
ric representation of the surface, where subscripts on W rep-
resent parametric derivatives, and where α and β are freely
selectable weights.

Since the membrane/plate norm is defined in terms of a
parametric representation of the surface, it cannot be di-
rectly applied to Catmull-Clark surfaces since in general
they have no “natural” parametrization near extraordinary
points. The remainder of this section describes how we ex-
tend the definition of the norm in a way that can be used
with Catmull-Clark surfaces. As we show below, the ex-
tended norm will be constructed to be quadratic in the con-
trol points of the mesh. The optimization can consequently
be performed quickly without iteration by solving a linear
system. Moreover, there is a unique minimum since the Hes-
sian of the norm is symmetric and positive definite.

The membrane/plate norm can be evaluated without
modification on a bicubic patch W as follows. First, we
note that the norm can be written as E = Ex + Ey + Ez,
where Ex depends only on the x component of W , Ey only
on the y component and Ez only on the z component of W .
Let Px be a 16-element column vector of positions of the x
coordinates of the control points W . Figure 2(a) schemati-
cally depicts a 16 element control net and the bicubic patch
it defines. The x component of the fairness norm for the
patch can be expressed as

Ex = PTx ·K · Px (6)

where the entries of the 16× 16 matrix K can be computed
exactly from the integrals in Equation 5 for bicubic B-spline
basis functions. Similar formulas hold for the y and z com-
ponents.

Figure 2(b) depicts a mesh that includes an extraordinary
point. The region of the limit surface corresponding to the
central face in the mesh is shown at the center bottom, but
the limit surface is not in general a parametric polynomial,
so we cannot directly apply the membrane/plate norm used
above for a bicubic mesh. However, we can subdivide the
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(a) (b) (c)

mesh in Figure 2(b) to obtain the mesh in (c). After sub-
division, the limit surface is divided into four subpatches.
Three of these subpatches (shown shaded in (c)) are bicubic
B-splines, so on these patches we can in principle evaluate
the fairness norm exactly. By repeating this procedure we
can write an infinite series for the fairness norm of the origi-
nal extraordinary patch of Figure 2(b). In order to fully de-
fine the series, we must choose a parametrization for each of
the B-spline subpatches during subdivision. Unfortunately,
the most straightforward way to assign the parametrizations
causes the infinite series for the thin plate energy to diverge
(see Appendix B).

There are several methods that could be applied to over-
come the problem of the divergent series. For instance, we
might try to find an alternate method of parametrizing the
subpatches that leads to convergent sequences. We are cur-
rently investigating this possibility, but we have found that
the following method gives good results. Intuitively, we in-
tend to modify the thin plate energy so that it integrates
to zero for surface patches defined by planar and “regular”
control meshes. For a bicubic mesh it is relatively clear
that a regular mesh is one that is an affine image of Fig-
ure 2(a) since such a mesh has vanishing second derivatives.
As shown in Appendix B, it is possible to generalize the
notion of regularity for meshes containing an extraordinary
vertex. It is also possible to measure the deviation of an
arbitrary mesh of control points P from it’s regular compo-
nent P ′. We therefore define the modified thin plate energy
of P to be the thin plate energy of P − P ′. In symbols, the
norm we use can be written as

E(P ) = αEm(P ) + βEp(P − P ′). (7)

We have written this norm as a function of the control
mesh P rather than the limit surface that P defines. This is
to emphasize that the norm is not, strictly speaking, a prop-
erty of the limit surface. It is more appropriate to think
of Equation 7 as a norm on meshes, because it is not gen-
erally the case that E(P i) = E(P i+1) where P i and P i+1

denote the mesh after i and i+1 subdivisions. Although this
might be considered a theoretical deficiency, it has posed no
difficulties in practice.

Using the modified norm, the infinite series is a conver-
gent geometric series, so we can express its limiting value
analytically. Appendix B contains the relevant details, but
the result is that we can exactly compute the entries of a
new quadratic form Kn that can be applied around an ex-
traordinary vertex of order n.

Now that we have defined the local fairness norm for
patches surrounding extraordinary patches, we define the
global fairness norm as the sum of the fairness norms over
each of the patches using the standard membrane/plate
norm for bicubic patches and the modified norm of Equa-
tion 7 for extraordinary patches. We can write the global

fairness norm as P̂T K̂P̂ where K̂ is a sparse matrix obtained
from the various Kn by iterating over the individual vertices

and collecting the entries into a global system, and where P̂
is a column vector containing the x, y and z coordinates of

the control vertices in the global mesh M̂0.

4.2 Minimizing the Fairness Norm

Since we have a global expression for the fairness norm, we
are now in a position to express and solve the minimization

problem. Given a mesh Î with t vertices, r of which are

Figure 2: (a) A regular control mesh (above) which gener-
ates a bicubic B-spline patch on the limit surface (below).
(b) A control mesh with an extraordinary point (above),
and the extraordinary surface patch it defines (below). (c)
The control mesh after one subdivision (above), and the four
subpatches after subdivision (below). The three bicubic sub-
patches are shaded gray, and the remaining extraordinary
subpatch is shaded white.

constrained to have a specified limit point and s of which
are constrained to have specified normals, we seek the vec-

tor of 3t vertex coordinates P̂ such that the limit surface
satisfies the 3r + 2s linear interpolation conditions and the

fairness norm P̂T K̂P̂ is minimized over all possible P̂ .2 Be-
cause the constraints are linear and the norm is quadratic in
the unknowns, this problem can be solved directly without
iteration.

If we have only positional constraints, the x, y and z com-
ponents of the mesh are independent, so the whole problem
decouples into three completely independent optimizations,
one for each component of the mesh. If normal vectors are
to be interpolated, the x, y and z components of the mesh
are no longer independent, so the problem must be solved as
a single optimization. Even so, the x, y and z components
of the mesh remain nearly decoupled (in the sense that the
linear system is block diagonal except for a few off-diagonal
terms) and sparse matrix methods exist that can exploit this
fact[7].

The r position constraints and s normal constraints on the

t mesh points can be represented by the equation BP̂ = D
where B is a (3r+2s)×3t matrix and D is a vector of length
3r+2s. Let C be the 3t by l matrix whose columns span the

null space of B and let P̂0 be any vector satisfying BP̂0 = D.

Then all P̂ which satisfy the interpolation constraints can be

written in the form P̂0 + CR for some l-vector R. Therefore
we wish to find the vector R that minimizes:

(P̂0 + CR)T K̂ (P̂0 + CR) =

RTCT K̂CR+ 2RTCT K̂P̂0 + P̂T0 K̂P̂0.

K̂ is symmetric and positive definite, so R is found by setting
the gradient of this function to zero:

CT K̂CR+ CT K̂P̂0 = 0. (8)

2Each of the t vertices has three coordinates, so the total num-
ber of unknowns is 3t. Each position interpolation constraint
imposes three conditions, one per coordinate, and each normal
vector constraint imposes the two conditions in Equation 3.



5 Implementation

For simplicity and speed, our current implementation of the
fairing process uses only positional constraints and exploits
the fact that the linear systems for x, y and z decouple in
this case. As a result, the implementation is able to compute
the minimum energy mesh by solving three linear systems,
each involving one third as many variables as Equation 8.
To further speed the computation, each of these systems is
solved using sparse-matrix methods.

Given a mesh Î whose vertices are to be interpolated, we

must first choose the structure of the mesh M̂0 whose ver-
tices we compute. Our current implementation chooses M̂0

to have the structure that would result from subdividing Î
twice. This choice has two benefits. First, it adds enough
extra degrees of freedom for the fairing to be effective. Sec-
ond, it places enough new vertices between the interpola-
tion points to ensure that the interpolation conditions for

all vertices of Î are independent, making the construction of
a sparse representation of the required null space easy.

Since we are considering a single component x, y or z at a
time and not allowing normal constraints, we can still write

the interpolation conditions as BP̂ = D but now B is an r×t
matrix and D is a vector of length r. We compute a sparse
set of null-space vectors for B as follows. Suppose the ith
row of B has k non-zero entries in columns (a1, a2, . . . , ak).
Because of the way the positional constraints decouple after
two subdivisions, all other entries of B in those k columns
are zero. As a result, it is an easy matter to find k − 1
independent null-space column vectors which are zero ex-
cept in rows (a1, a2, . . . , ak). Collecting these for each row
of B yields a collection of sparse vectors that completely
span the null space of B unless B contains zero columns. If
(b1, b2, . . . , bm) are the zero columns of B, we complete the
null space by adding the m vectors Qs, 1 ≤ s ≤ m where Qs
is one in the bsth entry and zero elsewhere.

In addition to the null space, we need a feasible mesh

P̂0 which satisfies the constraints. We construct this mesh
as follows. For each row i in B, with non-zero entries

in columns (a1, a2, . . . , ak), set the entries of P̂0 at indices

(a1, a2, . . . , ak) to Di and set any remaining entries of P̂0 to
zero. Then since all the rows of B sum to one, the resulting

P̂0 will solve the equation BP̂0 = D.

Finally, given the null space basis C and the feasible mesh

P̂0, we compute the minimum energy mesh by solving Equa-
tion 8 three times using sparse LU decomposition, once for
each component of the mesh. If the mesh is a regular square
grid, the bandwidth of the linear system will be O(

√
n), and

the linear system will take O(n2) time to solve. The running
time is more difficult to analyze for general meshes, but the
times we have observed to date are consistent with O(n2)
performance.

6 Results

Figure 5 shows the complete process of interpolation and
fairing. The original mesh is shown in the top left. The
interpolating mesh is shown at top center. The faired, in-
terpolating mesh is shown at top right. Below each mesh
is the corresponding Catmull-Clark limit surface. Note that
the spurious undulations in the interpolating limit surface
are greatly reduced in the faired interpolating surface. The
additional subdivisions in the faired interpolating mesh pro-

vide the degrees of freedom necessary to do this. For the
examples presented in this paper, we set α = 0 and β = 1.

Often it is desirable to fair only a local region of the sur-
face, either to have more control over the fairing or because
the number of vertices in the control mesh is large. In this
case we select a subset of control vertices that are free to
move and compute the solution to the constrained minimiza-
tion over the surface patches affected by this set. Figure 6
illustrates this process. The user has selected a subset of
52 vertices that are allowed to vary during the minimization
process. These vertices are highlighted in red. Other nearby
vertices which influence the minimization, but are not al-
lowed to change, are shown in magenta. After fairing, the
undulations in the faired region have been reduced, but they
persist in the unfaired regions. In this case, the fairing took
.18 seconds on an SGI Crimson workstation.

Lounsbery et al. [10] have done a survey of the previously
published interpolation methods and found that existing lo-
cal interpolation schemes do an unsatisfactory job of con-
structing fair surfaces, even for the simple cases such a data
sampled from a torus. To facilitate comparison with these
methods, we have run our algorithm and a representative
local interpolant, that of Shirman and Séquin [14], on the
same coarsely sampled toroidal data set. The results are
shown in Figure 4. The upper left shows the original mesh
used as input for the interpolants. The upper right shows
the surface produced by the Shirman-Séquin algorithm. The
odd looking specular highlights in the Shirman-Séquin in-
terpolant point out some interpolation artifacts which are
typical of local methods. Global methods tend to have a dif-
ferent appearance. The surface in the lower left of Figure 4 is
a Catmull-Clark surface that interpolates the original mesh
using the methods of Section 3. This surface has different
(lower frequency) artifacts than the Shirman-Séquin inter-
polant, but they are nonetheless objectionable. The surface
in the lower right is an interpolating faired surface computed
using our method. The surface has no visible artifacts, an
observation confirmed by examining the surface from other
viewpoints. The implementation took 36.5 seconds to fair
the entire 600 point mesh at once on an SGI Crimson work-
station.

The result of applying the interpolation algorithm to a
more complicated model is shown in Figure 7. The origi-
nal mesh is shown at the far left. The left center shows the
ordinary approximating Catmull-Clark surface. Note the ar-
tifacts throughout the stem and where the stem meets the
base. These artifacts are accentuated in the interpolating
Catmull-Clark surface shown in the right center. In ad-
dition, the interpolating surface shows severe overshoot at
the bottom of the stem. This type of overshoot is typical
of interpolation without fairing. The far right shows the
faired interpolating Catmull-Clark surface computed using
our method. The artifacts along the stem and where the
stem joins the base have been removed. Fairing the 1273
point mesh took 127.8 seconds on an SGI Crimson worksta-
tion.

7 Conclusions

We have described an efficient method for constructing fair
surfaces that interpolate the vertices of a mesh of arbitrary
topological type; normal vectors can also be interpolated
at an arbitrary subset of the vertices. Our approach is to
compute a control mesh describing a Catmull-Clark surface
that interpolates the given data and minimizes a quadratic



norm that combines thin plate and membrane energies.

Our method improves on previous techniques by com-
bining many of the strengths of the methods described by
Celniker and Gossard and by Moreton and Séquin. Like
Celniker and Gossard, we use a quadratic norm to achieve
practical fairing at interactive rates. Like Moreton and
Séquin, we use a representation capable of modeling arbi-
trary topological surfaces. In addition, the Catmull-Clark
representation we use provides improved surface continuity
with remarkably few degrees of freedom. More specifically,
Celniker-Gossard surfaces meet with only tangent plane con-
tinuity along patch boundaries, and those of Moreton-Séquin
meet with only approximate tangent plane continuity. Our
surfaces, in contrast, are curvature continuous everywhere
except at a finite number of isolated points.

Our work also provides two new analytical tools for an-
alyzing and manipulating subdivision surfaces: limit point
and normal vector analysis based on left eigenvectors of the
local subdivision matrix, and a method for developing exact
formulas for evaluating quadratic membrane/plate function-
als and their derivatives.

As a topic for future research, we plan to investigate using
the surfaces produced by our method as a starting point for
minimizing the intrinsic “MVS” norm developed by Moreton
and Séquin. We are also interested in developing subdivision
schemes that are curvature continous everywhere.
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mization for fair surface design. In Proceedings of SIG-
GRAPH ’92, pages 167–176, July 1992.

[12] Ahmad H. Nasri. Polyhedral subdivision methods for
free-form surfaces. ACM Transactions on Graphics,
6(1):29–73, January 1987.

[13] Malcolm Sabin. Recursive division singular points. Un-
published manuscript, June 1992.
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Appendix

A Properties of the Limit Sur-
face

To develop formulas for limit points and normals on sub-
division surfaces, we examine the eigenstructure of the lo-
cal subdivision matrix Sn associated with the subdivision
scheme. (Some of the following analysis appears to have
been developed independently by Sabin [13].)

Let m = 2n + 1 denote the size of Sn, and let λ1 ≥ λ2 ≥
... ≥ λm denote the eigenvalues of Sn with corresponding
right eigenvectors r1, ..., rm and left eigenvectors l1, ..., lm. If
Sn is not defective, the right eigenvectors form a basis, and
the left eigenvectors can be chosen so that (cf. Golub and
Van Loan [7])

lk · rj = δkj . (9)

Thus, assuming that Sn is not defective, the neighborhood
V 1
n can be expanded uniquely as

V 1
n = c1r1 + · · ·+ cmrm (10)

where the c’s are geometric position vectors and where the
r’s are column vectors of scalars. The ck, k = 1, ...,m can
be determined by dotting both sides of Equation 10 with lk
and using Equation 9:

lk ·V 1
n = c1lk · r1 + · · ·+ cklk · rk + · · ·+ cmlk · rm = ck. (11)

Using this expansion of V 1
n ,

V in = SinV
1
n = λi1c1r1 + · · ·+ λimcmrm.

For a non-trivial limit to exist as i→∞, it is necessary for
the magnitude of the largest eigenvalue λ1 to be 1. In this
case,

V∞n := lim
i→∞

V in = c1r1 =
(
l1 · V 1

n

)
r1

For a subdvision scheme to be affine invariant (that is, inde-
pendent of the coordinate system in which the calculation is

performed), the points of M̂ i+1 must be affine combinations

of the points in M̂ i, meaning that each of the rows of Sn
must sum to one. In matrix form:

Sn(1, ..., 1)T = (1, ..., 1)T .

In other words, the column vector of 1’s is the eigenvector r1

associated with eigenvalue 1. Since r1 is a column vector of
1’s, every point in the neighborhood converges to the point

c1 = l1 · V 1
n (12)



   

on the limit surface. Stated more formally, we have proven
that:

Proposition 1: A point v1 of M̂1 with neighborhood V 1
n

and local subdivision matrix Sn, converges to the point

v∞ = l1 · V 1
n

on the limit surface where l1 is the left eigenvector of Sn
associated with eigenvalue 1, assuming that Sn satisfies the
following conditions:

i) Sn is not defective.

ii) Sn describes an affine invariant process.

iii) The magnitude of the largest eigenvalue is 1 and it has
multiplicity 1.

Using a discrete Fourier analysis similar to the one de-
scribed by Ball and Storry [1], one can show that for
Catmull-Clark surfaces the above conditions on Sn hold and
that

l1 =
1

n(n+ 5)
(n2, 4, ..., 4, 1, ..., 1),

meaning that

v∞ =
n2v1 + 4

∑
j
e1
j +
∑

j
f1
j

n(n+ 5)
. (13)

Equation 13 can be used as an interpolation condition on the

points of M̂1 by setting v∞ to a point to be interpolated.
Note that the interpolation conditions are on the vertices

of M̂1, not on the vertices of the initial control mesh M̂0,
since the analysis above requires that each face has exactly
four edges. This apparent restriction poses no problem in
practice since fairing requires the extra degrees of freedom

present in M̂1.

To develop an interpolation condition on normal vectors,
we must determine the normal vector (if it exists) to the limit
surface at v∞. This normal vector can be simply computed
from the eigenstructure of Sn, as indicated by the following
proposition.

Proposition 2: The normal vector to a subdivision sur-
face at a limit point v∞ corresponding to a vertex v1 whose

neighborhood is M̂1
n is the vector

N∞ = c2 × c3

where c2 = l2 · M̂1
n and c3 = l3 · M̂1

n, assuming that the local
subdivision matrix Sn satisfies the conditions of Proposition
1 in addition to:

iv) The eigenvalues λ1 = 1 ≥ λ2... are such that λ2 = λ3 >
λ4.

Proof sketch: The general idea behind the proof is to show
that there is a common plane to which all points in the
neighborhood are converging. The vector N∞ will then be
chosen to be perpendicular to this plane. Let uij denote the

vector from v∞ to the j-th point pij of the neighborhood M̂ i.
Roughly speaking, if a common plane exists, then it should
be possible to find an expression for a vector N∞ that is
perpendicular to each of the uij ’s in the limit i→∞. Stated
as an equation, we might seek a vector N∞ such that

N∞ · uij → 0

for j = 2, ...,m as i → ∞. This does not quite work, how-
ever, because each uij is approaching the zero vector, im-
plying that the above condition would trivially hold for any
vector N∞. This problem is overcome by considering the
unit vectors ûij . Thus, we seek a vector N∞ such that

N∞ · ûij → 0

for j = 2, ...,m as i→∞.

If rjk denotes the entry in the j-th row of rk, then

ûij =
pij − v∞

‖pij − v∞‖

=
λi(c2rj2 + c3rj3) + λi4c4rj4 + · · ·
‖λi(c2rj2 + c3rj3) + λi4c4rj4 + · · · ‖

=
(c2rj2 + c3rj3) +

λi4
λi
c4rj4 + · · ·

‖(c2rj2 + c3rj3) +
λi

4

λi
c4rj4 + · · · ‖

In the limit as i→∞,

û∞j = lim
i→∞

ûij =
c2rj2 + c3rj3
‖c2rj2 + c3rj3‖

. (14)

Equation 14 implies that each of the limiting unit vectors
û∞j , j = 2, ...,m is a linear combination of the vectors c2
and c3. All the vectors û∞j must therefore lie in the plane
spanned by c2 and c3. The normal vector N∞ we seek is
therefore c2 × c3. 2

Again using a discrete Fourier transform technique, one
can show that for Catmull-Clark surfaces,

λ := λ2 = λ3 =
4 +An
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c2 =
∑
j

An cos (
2πj

n
)e1
j + (cos (

2πj

n
) + cos (

2π(j + 1)

n
))f1

j

where

An = 1 + cos (
2π

n
) + cos (

π

n
)

√
2(9 + cos (

2π

n
)).

The vector c3 is obtained from c2 by replacing e1
j with e1

j+1

and f1
j with f1

j+1.

B Integrating the fairness func-
tional

In this appendix, we consider the problem of evaluating the
fairness norm of Equation 7 for a patch whose local control
mesh P contains an extraordinary point, such as the one
shown in Figure 2(b). As motivated in Section 4, we will
ultimately evaluate only the non-divergent part of the thin
plate energy corresponding to the deviation of P from its
regular component P ′. As we show below, it is not neces-
sary to compute P ′ explicity, so we will for the time being
evaluate the energy of P .

The quadratic form K referred to in Equation 6 can be
written as a weighted sum of two quadratic forms Km and
Kp, representing the membrane and plate energies, respec-
tively for a bicubic patch:

K = αKm + βKp.



Let E(n, P, j) denote the fairness norm of Equation 7 in-
tegrated over a patch containing at most one extraordinary
point of order n whose local mesh is described by the column
vector of control points P , and whose level of subdivision is j.
As outlined in Section 4, when n 6= 4, we evaluate E(n, P, j)
by splitting the patch into four subpatches, three of which
are ordinary (shown in gray in Figure 2), and one of the
same form as the original. the This leads to the following
recurrence relation for E(n, P, j):

E(4, P, j) = PT (αKm + 4jβKp) P

E(n, P, j) =

3∑
k=1

E(4,ΩkP, j + 1) + E(n,Ω4P, j + 1)

where Ω1,Ω2,Ω3 are matrices that carry P into the local
meshes for the ordinary (shaded) subpatches, and where Ω4

is the matrix that carries P into the local mesh for the re-
maining (unshaded) extraordinary subpatch.

The factor of 4j in front of Kp reflects the change of in-
tegration variables when a patch is subdivided j times. The
choice of powers of 4 is somewhat arbitrary. It corresponds
to the parametrization assigned to the bicubic subpatches
created when the extraordinary patch is subdivided. We
have chosen powers of 4 since it is the correct factor for
bicubic patches. We are, however, currently experimenting
with methods to select this factor based on n.

The above recurrence can be unrolled to produce an infi-
nite series for E(n, P, 0):

E(n, P, 0) =

∞∑
j=1

3∑
k=1

E(4,ΩkΩ
j−1
4 P, j)

which can be written as

E(n, P, 0) = PTKnP

where

Kn :=

∞∑
j=1

(Ωj−1
4 )T (K̄m + 4jK̄p)Ω

j−1
4 ,

and where

K̄m :=

3∑
k=1

αΩT
kKmΩk,

K̄p :=

3∑
k=1

βΩT
kKpΩk.

The limiting value of the series can be found by expanding
Ω4 in its basis of eigenvectors:

Ω4 = XΛX−1

where Λ is a diagonal matrix containing the eigenvalues of
Ω4, and where the columns of X are the corresponding right
eigenvectors. Without loss of generality we can assume that
the eigenvalues appear in decreasing order down the diago-
nal. Kn can now be written as

Kn = X−T

{
∞∑
j=1

Λj−1XT K̄mXΛj−1

}
︸ ︷︷ ︸

˜Km

X−1 +

X−T

{
∞∑
j=1

4jΛj−1XT K̄pXΛj−1

}
︸ ︷︷ ︸

˜Kp

X−1.

Since Λ is diagonal, the ab-th entry of K̃m is

(K̃m)ab = (XT K̄mX)ab

∞∑
j=1

(Λaa)j−1(Λbb)
j−1.

The above series is geometric, so if ΛaaΛbb < 1, it converges
to

(K̃m)ab =
(XT K̄mX)ab
1−ΛaaΛbb

.

Using arguments as in appendix A, it can be shown that the
largest eigenvalue of Ω4 is one, meaning that the product
ΛaaΛbb is at most one, and this occurs only when a = b = 1.
The membrane energy is invariant under translation, which
is reflected in the fact that (XT K̄mX)11 is zero; hence

(K̃m)11 = 0.

A similar analysis for K̃p shows that

(K̃p)ab = 4(XT K̄pX)ab

∞∑
j=1

4j−1(Λaa)j−1(Λbb)
j−1.

Thus, (K̃p)ab is finite whenever 4ΛaaΛbb < 1. The factor
4ΛaaΛbb can be shown to be one or larger when 1 ≤ a, b ≤
3. Just as for the membrane energy, the 11 entry poses no
difficulty since (XT K̄pX)11 = 0, indicating that the thin
plate energy is invariant under translation.

The remaining 8 entries of K̃p are unbounded for n > 4.
When n = 4 (i.e., the ordinary case), 4ΛaaΛbb = 1, yet we

know that the entries of K̃p are finite since bicubic patches
have finite thin plate energy. We therefore conclude that
for n = 4, (K̃p)ab = 0 for 1 ≤ a, b ≤ 3. This reflects the
fact that regular control meshes have zero thin plate energy.
To generalize this idea to arbitrary n, we simply set the
remaining 8 divergent terms to zero, which is equivalent to
evaluating the norm on P − P ′.

To summarize, the quadratic form related to the thin plate
energy is taken to be

(K̃p)ab =

{
4(XT K̄pX)ab
1− 4ΛaaΛbb

if 4ΛaaΛbb < 1

0 otherwise




