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Single spin detection by magnetic
resonance force microscopy

D. Rugar, R. Budakian, H. J. Mamin & B. W. Chui

IBM Research Division, Almaden Research Center, 650 Harry Rd, San Jose,
California 95120, USA

Magnetic resonance imaging (MRI) is well known as a powerful
technique for visualizing subsurface structures with three-
dimensional spatial resolution. Pushing the resolution below
1 pm remains a major challenge, however, owing to the sensitivity
limitations of conventional inductive detection techniques. Cur-
rently, the smallest volume elements in an image must contain at
least 10'* nuclear spins for MRI-based microscopy', or 10’

NATURE | VOL 430 | 15 JULY 2004 | www.nature.com/nature

©2004 Nature Publishing Group

letters to nature

electron spins for electron spin resonance microscopy’. Magnetic
resonance force microscopy (MRFM) was proposed as a means to
improve detection sensitivity to the single-spin level, and thus
enable three-dimensional imaging of macromolecules (for ex-
ample, proteins) with atomic resolution®*. MRFM has also been
proposed as a qubit readout device for spin-based quantum
computers™®. Here we report the detection of an individual
electron spin by MRFM. A spatial resolution of 25nm in one
dimension was obtained for an unpaired spin in silicon dioxide.
The measured signal is consistent with a model in which the spin
is aligned parallel or anti-parallel to the effective field, with a
rotating-frame relaxation time of 760 ms. The long relaxation
time suggests that the state of an individual spin can be mon-
itored for extended periods of time, even while subjected to a
complex set of manipulations that are part of the MRFM
measurement protocol.

MREM is based on the detection of the magnetic force between a
ferromagnetic tip and spins in a sample. The fundamental challenge
in achieving single-spin sensitivity is that the force from a single
spin is exceedingly small. Even with tip field gradients in the gauss
per nanometre range, the force from an electron spin is only a few
attonewtons. This force is roughly a million times smaller than is
typically detected by atomic force microscopy (AFM). Recently,
major strides towards single-spin detection have been made with
the development of ultrasensitive cantilever-based force sensors”?,
better understanding of relevant spin relaxation processes’'* and
the successful detection of statistical polarization in small spin
ensembles™.

The basic elements of our MRFM apparatus are shown in Fig. 1
and have been described in detail in ref. 13. Briefly, a custom-
fabricated mass-loaded silicon cantilever®' with an attached 150-
nm-wide SmCo magnetic tip is used to sense the force from the
electron spin. The sample consists of vitreous silica (Suprasil W2)
that was irradiated with a 2-Gy dose of Co® gamma rays. The
gamma irradiation produces a low concentration of silicon dangling
bonds containing unpaired electron spins known as E' centres'.

Figure 1 Configuration of the single-spin MRFM experiment. The magnetic tip at the end
of an ultrasensitive silicon cantilever is positioned approximately 125 nm above a polished
Si0, sample containing a low density of unpaired electron spins. The resonant slice
represents those points in the sample where the field from the magnetic tip (plus an
external field) matches the condition for magnetic resonance. As the cantilever vibrates,
the resonant slice swings back and forth through the sample causing cyclic adiabatic
inversion of the spin. The cyclic spin inversion causes a slight shift of the cantilever
frequency owing to the magnetic force exerted by the spin on the tip. Spins as deep as
100 nm below the sample surface can be probed.

329




letters to nature

Estimated spin concentration was between 10" and 10" cm ™. The
experiments were performed at 1.6 K in a small vacuum chamber
that fits within the bore of a superconducting magnet. The low
operating temperature minimizes the force noise and reduces the
relaxation rate of the spins.

A microwave magnetic field (B; = 0.3 mT), in combination with
the inhomogeneous field from the magnetic tip, sets up a ‘resonant
slice’ within the sample. The resonant slice corresponds to those
points in the sample where the tip field By,(x, 3, 2), plus a static
external field Z Bey, satisfies the condition for electron spin
resonance: By(x,y,z) = |Bp(x,y,2) +Z Bex| = s /v. Here, w,¢
is the frequency of the microwave field and 7 is the gyromagnetic
ratio (y/2w = 2.8 X 10'°HzT™"). In the present experiment, where
wf2® = 2.96 GHz, the resonant slice corresponds to By(x, y,
z) = 106 mT. For typical conditions (for example, By = 30 mT),
the slice is a bowl-shaped surface that extends roughly 250 nm below
the tip. Note that with the perpendicular cantilever orientation
shown in Fig. 1, the cantilever is responsive only to the x component
of force. Thus the spin must be located either slightly in front of or
slightly behind the cantilever in the x direction to produce a
substantial response.

To generate a force signal that can be distinguished from the
much larger background force fluctuations, we use the recently
developed spin manipulation protocol known as ‘interrupted
OSCAR’ or iOSCAR, where OSCAR stands for oscillating canti-
lever-driven adiabatic reversals". In the iOSCAR protocol, the
cantilever is part of a gain-controlled positive-feedback loop that
drives the cantilever to oscillate at a set amplitude (for example,
16nm) at the fundamental frequency of the cantilever
(f. = 5.5kHz). Because the cantilever is the frequency-determining
element in the feedback loop, the vibration frequency will auto-
matically vary in response to tip—sample interactions'”.

The vibration of the cantilever tip causes the resonant slice to
sweep back and forth rapidly through the sample. If the slice
happens to sweep through the location of a spin, the spin will be
cyclically inverted in synchrony with the cantilever motion owing to
the phenomenon of adiabatic rapid passage'>'®. This synchronous
inversion of the spin creates an alternating magnetic force on the
cantilever that mimics a change in cantilever stiffness. The resulting
shift in cantilever frequency is given by'>':

- + 2chVvB
6f€ - = ) (1)
Trkxpeak
Cantilever position
; ) 64 cycles
Microwave field —

T T

Relative phase:
Spin z component 0 T 0 s

Cantilever frequency shift — ~43Hz —

$or, |

Time

Figure 2 Timing diagram for the iIOSCAR spin manipulation protocol. The zcomponent of
spin follows the motion of the cantilever except during the interruption of the microwave
field. The interruptions last for one-half of a cantilever period and are precisely timed to
start and stop at vibration extrema. The interruptions, which occur every 64 cantilever
cycles, reverse the phase of the spin with respect to the cantilever, resulting in a square-
wave oscillation of the cantilever frequency.
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where k is the cantilever spring constant, X, is the peak vibration
amplitude of the cantilever, G = 9B, /0x is the lateral field gradient,
and pp is the magnetic moment of the electron (9.3 X 10724J T~ ).
The sign of the frequency shift depends on the relative phase of the
spin inversions with respect to the cantilever motion. Using the
terminology of magnetic resonance, the two polarities correspond
to adiabatic rapid passages with the spin either aligned or anti-
aligned with respect to the effective field in the rotating frame'>'®.
This parallel or anti-parallel alignment is expected to be enforced
by the quantum-mechanical measurement process, resulting in the
collapse of the initial spin wavefunction onto an eigenstate of the
effective field'®". For the parameters of the current experiment
(G=2x10°Tm ' k=0.11mNm '} Xpe = 16nm), the
expected frequency shift is [3fc| = 3.7 = 1.3mHz. The estimated
uncertainty in |6f| reflects 20% uncertainties in the calibration of
G, k and xpea-

In the ‘interrupted’ version of the protocol (iOSCAR), the
microwave field B, is turned off for one-half of a cantilever cycle
every 64 cycles ( fi, = f/64 =~ 86 Hz). As shown in Fig. 2, each time
B, is interrupted, the relative phase of the spin and cantilever is
reversed, causing the frequency shift to reverse polarity. (See
Supplementary Information for an animation.) The net result of
the interruptions is that the frequency shift will alternate between
positive and negative values in a square-wave-like fashion with a
frequency given by f, = fin/2, or approximately 43 Hz. The
resulting frequency shift signal can be written as the Fourier series:

4
Af (1) = —=13f |A()sin(2wf sigt) + higher harmonics (2)
N

where the 4/% comes from the first harmonic Fourier amplitude of a
square wave.

We have included the function A(t) to take into account the fact
that the signal will not be perfectly periodic owing to extra random
spin flips induced by the environment. Assuming that this ‘quan-
tum jump’ model is correct, A(t) is a random telegraph function
that takes on values of *1. For Poisson distributed jumps, A(t) is
expected to have a lorentzian power spectrum® and the statistical
properties (A(t)) =0 and {[A(t)]*) =1, where {---) denotes time
average. We detect the first harmonic of the signal only, so we will

Bey=30mT 1

-

0 50 100 150
X scan position (nm)

Figure 3 Plots showing the spin signal as the sample was scanned laterally in the x
direction for two values of external field: @, By = 34 mT, and b, Be: = 30mT. The
smooth curves are gaussian fits that serve as guides to the eye. The 19-nm shift in peak
position reflects the movement of the resonant slice induced by the 4-mT change in
external field. The difference in absolute peak height is primarily due to different lock-in
amplifier detection bandwidths: 0.18 Hz and 0.59 Hz for a and b, respectively. Power
spectra for the points marked 1 and 2 are shown in Fig. 4.
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refer to the quantity Afi(t) = (4/7)I3f|A(t) as the spin signal
amplitude.

Because the frequency modulation due to the spin is only a few
millihertz and the frequency noise of the cantilever due to thermal
motion and tip—sample interactions is relatively large (~25 mHz in
a 1-Hz bandwidth), we must use signal averaging to detect the spin
signal. However, because (Af(#)) = 0, we average the square of the
signal (the signal ‘energy’), rather than the signal amplitude.
Specifically, the frequency modulation of the cantilever is detected
using an analogue frequency discriminator'® followed by a digital
lock-in amplifier that has been implemented in software. The lock-
in amplifier uses a bank of low-pass filters and, as a function of
detection bandwidth, determines the energy (that is, variance) of
the in-phase and quadrature components of the frequency-shift
signal Af(t). The spin signal and the measurement noise are
uncorrelated, so we can write the in-phase variance as o7 =

B ) P . T
Opin —{2—0noise, where o, is the variance due.t(? the spin s.1gnal
and o7, , represents the measurement noise. This in-phase variance
is then compared to the quadrature variance aé, which contains

only the measurement noise. The signal energy from the spin can
2
spin

then be estimated as 07;, = o7 — 07,. This energy detection scheme
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Figure 4 By measuring the spin signal energy as a function of detection bandwidth, the
power spectral density of the spin signal amplitude Af+(4 can be determined. a, Spectral
density for the two positions indicated in Fig. 3. The strong spin signal at position 1 has a
narrow spectral width (0.21 Hz), reflecting the long (760 ms) correlation time obtained
using iOSCAR spin manipulation. The data are well fitted by a lorentzian function (solid
curve). At position 2, approximately 70 nm away from the position of the spin signal, the
spectral density is negligible. b, False-colour plot showing power spectral density as a
function of position. The spin signal is localized both spatially and spectrally. The data
were interpolated between discrete measurement positions to create a smooth image.
The apparent fine structure in the signal region is probably an artefact of the limited
signal-to-noise ratio of the original data.
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is believed to have performance close to the theoretically optimal
detector?'.

Figure 3a shows a lateral scan where we plot 62, as a function of
sample position. The scan shows a prominent peali( that we believe is
due to a single spin. The peak width is 25 nm, or roughly 1.6 times
the cantilever oscillation amplitude. Note that the baseline of
the data on either side of the peak is essentially zero (within the
uncertainty of the measurement), thus demonstrating that the
i0OSCAR protocol generates no systematic feedthrough artefacts.
Because the signal-to-noise ratio was so low (a2, /07 ~ 0.06),
considerable averaging was required. In Fig. 3a, the averaging
time was 13 h per point, yielding a signal peak that is five standard
deviations above the baseline noise.

To confirm that the observed signal is truly due to magnetic
resonance, a number of basic tests were performed. As expected for
an iOSCAR magnetic resonance signal, the signal disappeared if the
microwaves were absent or turned on continuously. The timing of
the microwave interruptions was also varied. The signal disap-
peared, as expected, when the starting time of the interruption was
shifted from the vibration peak to the zero-crossing of the vibration
(that is, shifted by one-quarter of a cantilever cycle) and when the
interruption duration was a full cantilever cycle instead of one-half
cycle.

One key test for magnetic resonance is to observe the field
dependence of the spin signal. If the external field is reduced, the
resonant slice will shrink in radius, thus shifting the scan position of
the signal peak. When B.,, was reduced from 34 to 30 mT, the
expected peak shift was indeed observed and found to be
Ax = 19 nm, as can be seen by comparing the scans in Figs 3a and
b. The ratio AB.,/Ax suggests that the field gradient G is approxi-
mately 2 X 10°Tm ' (2Gnm™ ).

The conclusion that the signal is due to only one spin is based
primarily on the spatial isolation of the spin signal. By design, the
spin density of the sample was very low, in the range of 10" to
10" cm™?, giving a mean spacing between spins in the range of 200
to 500 nm. The sparseness of spins implies that, for most sample
locations, there is no spin interacting with the resonant slice. This is
why the data in Fig. 3 has a zero baseline. To locate a spin signal, the
sample was scanned through many independent locations, of the
order of 30, before a strong signal from a well-positioned spin was
found.

By measuring ofpin as a function of detection bandwidth, the
power spectral density of the spin signal amplitude Af;(#) can be
determined (Fig. 4a). Consistent with a random telegraph model of
Af1(1), the spectrum is well fitted by the lorentzian function S(f) =
4 ([Af1(D]%)/ [1 +41r2712nf2}. The spectral width at half-maxi-
mum is 0.21 Hz, corresponding to an impressively long 7, corre-
lation time of 760 ms. This is essentially the rotating frame
relaxation time, but also includes possible effects of the iOSCAR
spin manipulation. The long correlation time implies that the
cantilever-driven spin inversions are coherent for thousands of
cycles. The false-colour image in Fig. 4b shows that the spin signal
is highly localized both spatially and spectrally.

The total magnitude of the spin signal, obtained by integrating
the spectrum in Fig. 4a, was found to be ([Af;(1)]*) = 28 mHz?.
Using this experimental value and the relationship {[Af,(t)]*) =
(4/7r)2|6f5|2([A(t)]2), we solve for |6f.| using the assumption that
([A(t)]*) = 1. We find |6f | = 4.2mHz, in excellent agreement with
the value of 3.7 mHz expected from equation (1).

In conclusion, we have presented evidence that MRFM is now
capable of detecting individual electron spins. Although several
other single-spin detection methods have been previously demon-
strated”**, MRFM has some attributes that set it apart. Perhaps the
most important of these is the ability to image spins below the
surface with nanometre spatial resolution. Spins as deep as 100 nm
should be accessible under present operating conditions. Although
extensive signal averaging is currently required, even a modest

331




letters to nature

increase in field gradient (for example, five times larger) will
dramatically speed up the acquisition time and thereby enable
two- and three-dimensional imaging applications. (Because we
average signal energy, rather than amplitude, the averaging time
will decrease as the inverse fourth power of the gradient in the limit
of low signal-to-noise ratio.) If the measurement time can be
reduced below 7., real-time readout of the spin quantum state
will become possible, enabling a wide variety of quantum measure-
ment experiments. For molecular imaging applications, extension
to single nuclear spin detection is necessary, but this will require a
roughly 1,000-fold improvement in magnetic moment sensitivity.
Considering that the present experiment represents a sensitivity
improvement of 107 times over the original MRFM experiment®,
the remaining required improvement does not seem out of the
question, especially since there is still considerable leeway for
increasing the field gradient and lowering the operating
temperature. ]
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Formation of zirconium metallic
glass
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Bulk metallic glasses are commonly produced by the rapid cool-
ing of liquid alloys'. They have emerged over the past decade as a
novel class of materials, with attractive properties and techno-
logical promise"?. The bulk metallic glasses so far produced
contain three or more component elements™*. These complex
compositions are necessary to frustrate the crystallization of the
liquid melt on cooling, but can also lead to phase separation,
which is detrimental to the thermal and mechanical properties of
metallic glasses’®. Here we report, using X-ray diffraction
measurements, the formation of a bulk metallic glass from
elemental zirconium at high static pressures and low tempera-
tures (relative to its melting temperature at atmospheric press-
ure). Amorphous zirconium can be recovered at ambient
conditions and demonstrates a superior thermal stability com-
pared to amorphous alloys™®, which could lead to new high-
temperature applications of amorphous metals.

In multi-component systems, glass-forming ability (GFA) is
viewed as the resistance to precipitation of crystalline phases from
supercooled liquid metals'’, and alloys with high GFA all have three
common features™*: (1) they consist of at least three components;
(2) there is significant mismatch of the atomic size of the constitu-
ent elements; and (3) there are negative heats of mixing among the
major alloying elements. Addition of elements that are chemically
and topologically different from the other species not only creates
an energy barrier for nuclei to form but also effectively increases
melt viscosity or fragility, which results in a reduced rate of both
nucleation and growth and an increase in GFA. The production of
bulk glassy materials in pure metals, however, remains a long-
standing scientific curiosity and technological interest. The diffi-
culties arise from the facts that the equilibrium melt viscosity of
pure metals is three orders of magnitude smaller than that of
amorphous alloys'' and that current technology has yet to reach a
cooling rate in excess of the 10'°°Cs ™" that is needed to make pure
metals amorphous'?.

We studied zirconium metal at pressures and temperatures up to
17 GPa and 1,000 °C, using energy-dispersive synchrotron X-ray
diffraction and time-of-flight neutron scattering. In X-ray diffrac-
tion experiments, we used both DIA-type' and T-cup' large-
volume high-pressure apparatus installed at Brookhaven and
Argonne National Laboratories. Neutron scattering experiments
were performed using a high-pressure/high-temperature (high
P-T) cell assembly"® in a TAP-98 toroidal-anvil press at Los Alamos
Neutron Scattering Center. The starting sample of zirconium has a
close-packed hexagonal structure (a-phase) and is of extremely
high purity, with 35 p.p.m. Hf, less than 25 p.p.m. of C, N and Al,
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