Homework 6 Solutions DRAFT EECS 651 March 20, 2001

1. Let X=(Xp,.,Xk) beareal-valued zero-mean, random vector with covariance matrix K = [Kj].
Show that if K issingular, thenthereexistssome i suchthat X; isalinear combination of the other
random variables. Hint: Let K; denotethejthrow of K. Showthat if K= 2}#] bj Kj for some i and
some choice of coefficients by, j = 1.k, j#& , then E[Xi - 3, by Xj]2 = O,

Since K issingular there exists somerow K; and some coefficients bq,by,... suchthat K; = ZJ' 4i bj

K| . For future reference, note that

Kiji = Y bKji and Kik= 5 bj Kjk.
J#l J#l
Now,

E(Xi- 5 b X;)2 = E(Xi-3 by Xj ) (Xi -5 b Xk)
i# j#i k#i

EX?-25 by EXiXj+ ¥ bk ¥ bj E XjXk
jZi k#i JE3

Kij - 2y bjKji+ 3 b 3 bj Kjk
j#i kzi i

= Kji -2Kji + I(Z_bk Kik = Kii-2Kji + Kji =0
#i

Postscript to problem:  If E(X-Y)2 =0, then Chebychev'sinequality implies

E(X-Y)2
€

Pr(X-Y|>¢) < =0 forany €>0.

Hence, Pr(X#Y )=0, so X equals Y (Recall the definition of equality of random variables.)
Applying thisto our problem gives Xj = 3 bj Xj; i.e. Xj isalinear combination of Xj's.
i#i



2. () Designa2-dimensional (fixed-rate) transform code with rate R= 1 bit/sample for a first-order
Gauss an autoregressive source with variance 1 and correlation coefficient p=.9. The code should have
assmall MSE as possible. (You'll have to specify the transform and the scalar quantizers, aswell as give
an overall block diagram.) Do not use high resolution analysis. But you will need to use the scalar
guantization tables distributed in class and posted on the website.
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Transform T: Asshownin class, for large rates, the best matrix is the Karhunen-Loeve Transform
(KLT). Ratelisnot large, but we'll usethe KLT anyway, becauseits all that we know. Its columns are
an orthonormal set of elgenvectors for the covariance matrix of X = (X1,X2).

Since the sourceis AR with mean zero and correlation coefficient a=.9, the covariance matrix is

1.9q4
(assuming the source has unit variance) Kx = gg 10 itseigenvaluesare A1 =19 and A2=.1, and

apair of corresponding orthonormal eigenvectorsare wj = _i G) and wp = _i (11) Thus,

= \/12 g 1% Thismakes U1 havevarlanceo =A1=1.9 and Us have variance 0 =Ax=.1
Scalar Quantizers Q1 and Q2: Q1 and Q2 will be optimal fixed-rate quantizers for Up and Uo with
rates Ry and Ry, which must themselv& be determined. For aglven choice of R1 and Ry, the distortion
will be D =(D1+D)/2 where D1 =0 6gsqf|(R]_) and Dy = o2 6gsqf|(R2) arethedistortionsof Q; and
Q2, and Oy 4I(R) isthe OPTA functlon for fixed-rate scalar quantlzatlon for aunit variance Gaussian
variable. Specifically, from the Jayant and Noll tables we have

R ) 1 2 3
8g.50-f1(R) |1 363 117 0345

We also know (R1+R2)/2=1. The (reasonable) possible choicesfor R1 and R2 and the resulting
distortions are shown below.

Ry Ro D1 D> D=(D1+D»)/2
0 2 1.9 .0117 .956
1 1 .690 .0363 .363
2 0 222 | 161

Weseethat R1 =2, Rp=0 arebest. Then from the Jayant and Noll tables we find
Q1 haslevels (-1.51, -.453, .453, 1.51) x o1 = (-2.08, -.641, .641, 2.08)

and thresholds (-, -.982, 0, .982, ©) x g = (-0, -.311, O, .311, =)
(b) Compute the MSE of this code.

As shown above MSE = .161.

(c) Comparethe MSE to that of an optimal scalar quantizer with rate 1.

The M SE of an optimal quantizer for a unit variance Gaussian sourceis .363. Thus transform coding has
reduced the MSE by the factor 2.25 or 3.53 dB.



3. (d) Estimate how much more music (in percent) an audio CD could storeif it used fixed-rate transform
coding. Thereisno limit on the dimension of the transform.

The conventional scheme with which to compare is described in Problem 1a of HW 4. The transform
code must attain the same SNR.

Assume the sourceis the one described in Problem 1 of HW 4.

The conventional scheme from Problem 1a of HW 4 hasrate R = 16 and SNR = 81.1 dB.
For optimized k-dimensional fixed-rate transform coding for a Gaussian source,

2
Syangorm(k,R) = 6.02 R +1010g10 22 + 10 10g10 -

Thisincreaseswith k to the limit

12 0?2
Stransform(R) = 6.02R + 101log10 E +1010g10 6

where B =32.6 and Q = one-step prediction error = 62 (1-p2) = .19 2. Therefore,

Stransform(R) = 99.2 dB.

Thisisagain of 18.1dB. Sincetransform coding changes 6 dB for every changein the rate we could
attain SNR = 88.1 dB, withrate R=16-18.1/6.02 = 13.0. If T isthe number of bitsa CD can hold,
then storage hasincreased from T/16 to T/13. Asafractiontheincreaseis

T/13.0-T/16 _ 16
T/16 ~ 13.0

(b) What isthe smallest dimension k such that transform coding with this dimension and the rate found
in (a) comeswith .5 dB of the desired SNR?

By examining the formulafor Syansorm(K,:R), we see that we need to find the smallest such that
K (K Lk

Q
For afirst-order AR source |K(k)|jj K= g2 (1-p25(k'1)/ K and Q = 02(1-p?). Thuswe need to find the
smallest k such that

10 logig (1-p2)Yk< 5 or -%10Ioglo 19< .5 or k=144,
Thus the smallest k is 15.

-1 =23, ie 23%

<.5dB

101log1g



