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PREFACE

This thesis presents the measured performance of an integrated waveguide based on micromachined (001) silicon, and a transition coupling the finite ground coplanar transmission line to such an integrated waveguide at W-band frequencies. Through simple modification of this novel transition structure, extension to submillimeter wave frequencies is reasonable. Such waveguides and transitions may find application in submillimeter wave systems including a novel power combining module proposed herein. As proposed, the module incorporates integrated antennas that are compatible with the current fabrication process, a process that utilizes both wet anisotropic etching as well as deep reactive ion etching of silicon.

Three-dimensional lithography, one of the remaining obstacles to fully exploiting the potential of micromachined structures, is also addressed in this thesis. The ability to simultaneously pattern features on the various facets of micromachined silicon is demonstrated and a novel high frequency electronic packaging architecture using micromachined silicon as a substrate material and electrophoretic deposition of photoresist for patterning is presented. The average loss of a finite ground coplanar transmission line transition into a 110 μm deep micromachined cavity is shown to be less than 0.08 dB in the 2-40 GHz frequency range. This multilevel transition may be employed as part of a package used to provide environmental protection for microelectromechanical switches without severely compromising their high-frequency performance.
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CHAPTER 1

INTRODUCTION

1.1: Motivation

In recent years the practice of micromachining has been the focus of significant research activity and has accordingly been greatly refined. This fervor of activity stems in large part from the broad acceptance of microelectromechanical systems and their application in disparate arenas. Inertial sensors for the automotive industry, miniature optical microscopes for medical diagnosis, and tiny integrated filters for communications systems are but a few examples of the areas in which micromachining is of interest. In this dissertation silicon micromachining is explored for application in the areas of millimeter/submillimeter systems and high-frequency packaging.

1.1.1: Millimeter Wave and Submillimeter Wave Systems

The simple relationships between frequency and wavelength and between data rate and bandwidth have compelled scientists and engineers to constantly push devices and systems to higher frequencies. The fact that as the frequency of a signal increases, its corresponding wavelength decreases promises smaller systems and greater imaging resolution at these higher frequencies. Larger antenna gain for a given aperture size is also achieved as operating frequency increases. At higher frequencies, a given fractional bandwidth will result in more channels for communication or data transfer purposes.
Viewed in another manner, a greater bandwidth will allow a greater data rate. For these reasons the microwave and millimeter wave portions (30 GHz-300 GHz) of the electromagnetic spectrum are of great interest to the military and commercial communities. In fact, interest and activity have stretched into the Terahertz (THz) spectrum, loosely defined as the frequency range from 100 GHz to 10 THz [1]. The advantages accrued by operating at higher frequencies are not without cost however.

Generally speaking, the attenuation of a given microwave signal traveling through the Earth’s atmosphere increases with frequency. Just as there are windows of atmospheric transparency for infrared radiation however, microwave/millimeter energy also experiences reduced absorption in various narrow frequency bands, most notably around 94 GHz and 220 GHz. On the other hand various remote sensing applications require the absorption and emission of microwave to submillimeter-wave energy for operation. For example, identification of the physical and chemical properties of star formation is possible by means of recognizing the molecular transitions of interstellar clouds [2]. So too, various point-to-point communication systems have been proposed that take advantage of increased absorption at higher millimeter-wave frequencies. Such systems would seek the advantage of increased data rates at these higher frequencies, with the combination of highly directional antennas and increased absorption making secure transmission of data possible.

Perhaps the most formidable obstacle to be overcome in the development of THz systems is the lack of compact and economical power sources at these frequencies. Microwave power generated at frequencies above 100 GHz is typically supplied by
vacuum tube-type sources such as klystrons and gyrotrons. For example, gyrotrons are capable of producing 1 kW of power at 300 GHz [3].

Extensive research has gone into the development of both two and three terminal solid-state devices to replace microwave tube sources. Such solid-state sources have the advantage of being compact, rugged, compatible with microwave integrated circuits and of relatively low cost [4]. Recently, three-terminal solid-state oscillator circuits have been demonstrated at frequencies stretching beyond 100 GHz. While promising, only rather modest power levels have been achieved with this technology. For instance, an InP-Based HEMT oscillator was reported to deliver approximately 0.2 mW at 130.7 GHz [5]. State-of-the-art two terminal GaAs tunnel injection transit-time (TUNNETT) diodes and InP Gunn diodes offer greater power than that currently reported for three terminal devices. RF powers of greater than 130 mW, 80 mW and 1 mW have been reported with InP Gunn devices at 132 GHz, 152 GHz and 315 GHz respectively. GaAs TUNNETTS have exhibited the somewhat more modest results of 100 mW at 107 GHz and 10 mW at 202 GHz [6], but are still superior to three terminal devices in this regard. To achieve more substantial power levels, clearly the output of many devices must be combined.

Waveguide-based quasi-optical power combining is a potential means to successfully produce the required sources for THz systems. In one proposed system, the outputs of many individual solid-state based planar circuits are to be coupled to low-loss hollow waveguides with further power combining achieved in free-space [7]. Conventional machining of hollow metal waveguides becomes costly at these frequencies as the dimensions of the waveguide must follow the shrinking wavelength. Silicon "micromachining" is proving a strong candidate for development of low-cost waveguides
at these frequencies, thus making such power combining systems viable. A successful silicon-based power combining module might consist of planar circuitry, integrated waveguides, and transitions between the two.

In this dissertation, development of a suitable transition from a planar transmission line to a silicon micromachined waveguide is explored. Such a structure is made possible through the combination of two bulk micromachining techniques, wet anisotropic etching and deep reactive ion etching. The design, fabrication and testing of this novel structure will be reviewed and potential power combining architectures that take advantage of this transition will be introduced.

1.1.2: Silicon-Based Packaging of Microwave Circuitry

Electrical and mechanical packaging often becomes a limiting factor in today's advanced circuitry, as the interfacing of various subsystems may introduce parasitics that severely degrade circuit performance. Issues such as cross-talk minimization, conservation of signal integrity, and proper thermal management must be successfully addressed in the development of mechanically robust packages.

Research at The University of Michigan has addressed the question of whether silicon can be used as an electronic packaging material for high-frequency circuits [8]. Measurement results have demonstrated that silicon micromachined structures may be used to reduce coupling levels between neighboring transmission lines to better than -40 dB up to 40 GHz. In this same study, a silicon micromachined Ka-Band discrete component package demonstrated superior electrical performance than its alumina counterpart. In other research at Michigan, the development of 3D silicon
micromachined W-band circuitry has been investigated [9]. One result from this work is the demonstration of a three-via intrawafer interconnect.

In the work presented in this thesis, a novel photolithographic technique is explored that holds promise for furthering the development of 3D packaging concepts in silicon. The possibilities of this technique are demonstrated through simultaneous patterning of a finite-ground coplanar waveguide transmission line on the sidewalls and bottom of a micromachined cavity. The resulting transition exhibits excellent performance up to at least 40 GHz. With the addition of the three-via transition demonstrated in [9], a novel means to package RF microelectromechanical (MEM) switches is possible. Finally, the design and simulation of a novel three-via vertical transition that could likewise be utilized in the packaging of RF-MEM switches is presented along with a potential fabrication protocol for producing such a package.

1.2: Dissertation Overview

As stated above, this thesis explores the development of a transition from a finite-ground coplanar transmission line to a silicon micromachined waveguide for application in the THz spectrum. The use of micromachining and novel photolithographic processing are also investigated to further the case for silicon-based microwave and millimeter wave circuitry.

Chapter 2 provides a brief overview of the THz spectrum, discussing the requirements of systems operating at these frequencies and the efforts underway to develop such systems. A variety of investigations to develop THz micromachined waveguides are referenced.
Chapter 3 serves as a review of the experimental techniques used in this study. The bulk micromachining practices of wet anisotropic etching and deep reactive ion etching used extensively herein are discussed. Experimental micromachining results presented in the chapter address achievable dimensional accuracy, uniformity and surface roughness. The simulation tools used in the design portion of this dissertation are reviewed as well as the testing protocol.

Chapter 4 is devoted to the problem of photolithographic patterning of micromachined surfaces. The failure of conventional wafer spinning for resist application on such structures is documented and the development of a suitable fabrication procedure utilizing electrophoretic deposition of photoresist is detailed.

Chapter 5 examines the use of electrophoretic deposition for 3D packaging of microwave circuitry through the example of a simple multilevel transmission line. A second potential solution to 3D packaging using deep reactive ion etching is also suggested.

Chapter 6 explores the properties of micromachined waveguides. Along with the standard rectangular version, two waveguides that evolve naturally from the crystal planes of anisotropically wet etched (001) silicon are considered. Both simulated and measured results of a silicon “diamond waveguide” are given.

The excitation of a hollow waveguide using a finite-ground coplanar transmission line is discussed in chapter 7. Elementary analytical analysis helps to provide a detailed look at the theory behind magnetic coupling to a rectangular waveguide. While a magnetic loop coupling transition to a micromachined cavity has been fabricated and tested, development of a similar transition to a full-fledged waveguide did not prove successful.
Reasons for this difficulty are discussed. A suitable electric field coupling structure was developed and its performance is documented in chapter 7.

Chapter 8 summarizes the accomplishments detailed in this dissertation, illustrates other potential applications of electrodeposition of photoresist, and introduces a potential power combining architecture that could evolve from the waveguides of chapter 6 and the transition structure developed in chapter 7.
CHAPTER 2

BACKGROUND

2.1: Generation, Propagation and Detection of THz Waves

The submillimeter range (beginning at 300 GHz or $\lambda = 1\text{mm}$) is perhaps the most awkward portion of the electromagnetic spectrum from a system development perspective. The difficulty arises in part from the size of the corresponding wavelength as well as the characteristics of wave propagation at these frequencies. A schematic diagram depicting the divisions of the portion of the EM spectrum surrounding the submillimeter range is given in Figure 2.1. The submillimeter region and the so-called “THz spectrum” overlap in great measure and will henceforth be referred to interchangeably.
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Figure 2.1: Depiction of the frequency ranges surrounding the sub-mm region.
Below the THz spectrum lays the microwave region. Wave propagation in this region is typically accomplished via a single mode with the cross-section of guiding structures such as waveguides on the order of the size of the wavelength [10], or indeed smaller than the wavelength in the case of planar lines.

At the opposite end of the submillimeter range is the optical regime (infrared and beyond). In this range, wave propagation is typically established via multimode beams of size considerably larger than the corresponding wavelength, with propagation in free space directed by lens. Of course examples do exist of single mode propagation in such structures as single-mode fibers and dielectric strips.

Sources of microwave radiation include electron tubes (e.g. klystrons and gyrotrons) for high-power generation, and solid-state oscillators (e.g. Gunn diodes and three-terminal oscillators) for lower power applications. Lasers are the sources of choice for operation in the optical regime. Detection of microwaves is often achieved through diode-based circuitry, and optical radiation measured via quantum detectors.

Thus, generation, propagation and detection of electromagnetic energy in the regions on either side of the submillimeter wave range are well characterized, but handled in quite distinct manners. From which direction should we approach the submillimeter wave range? We can attempt to extend the technologies of the microwave region to the higher frequencies of the submillimeter range, or we can seek to bring the well-established optical techniques down several decades in frequency.
2.2: Toward Submillimeter Wave Systems

2.2.1: Submillimeter Transmission Lines

Given the choice of available technologies, which guided wave transmission structure is best suited for extension from microwave or optical to submillimeter wave frequencies? The specifics of a given application will no doubt dictate the appropriate choice with features such as attenuation, ease of manufacture and compatibility with active circuitry key items of consideration.

In the microwave region, hollow metal waveguides are typically the lowest loss transmission line. For instance, the attenuation of a commercially available rectangular waveguide is of the order of 0.12 dB/cm or 0.024 dB/λg at 100 GHz [11]. This compares favorably with both finite ground coplanar (FGC) and micromachined finite ground coplanar (MFGC) transmission lines. For instance, the loss of a 57 Ω FGC line fabricated on high resistivity silicon was found to be 2.2 dB/cm or 0.302 dB/λg and that for a 66 Ω MFGC to be 0.8 dB/cm or 0.126 dB/λg at 94 GHz [12].

Perhaps the best performance achievable in a planar, metal conductor-based transmission line is that from a microshield line [15] in which the metal lines are supported in air by only a very thin (~ 1.5 μm) membrane rather than a thick substrate. In such a structure, dielectric loss is nearly eliminated. The loss reported in a finite ground coplanar microshield line has been as low as 0.3 dB/cm (~0.25 dB/λg) at 35 GHz [13], [14]. Assuming only conductor loss, this should translate into an attenuation at 100 GHz of approximately 0.5 dB/cm or 0.14 dB/λg. (It is interesting to note that when comparing loss performance in terms of dB/λg, the advantages of microshield over FGC and MFGC...
transmission lines may in fact nearly disappear. (See p. 16 of [13] and p. 40 of [9] for further comment.)

Efforts have been made to extend microwave transmission lines to the submillimeter wave range. For example, electro-optic techniques have been used to measure the loss of several planar transmission lines up to 1 THz. The best performance reported in this investigation was exhibited by membrane supported coplanar strips (CPS). At 500 GHz the loss of the membrane-supported CPS (250 Ω) was found to be on the order of 0.05 Np/mm, which is equal to 5.2 dB/cm (0.3 dB/λg) [15].

In the optical regime, guided signal propagation in various communication systems may be accomplished with either multimode or single mode fibers. Loss is typically extremely small compared with values achieved with appropriate transmission lines in the microwave region. For example the attenuation coefficient of a single mode fiber for use at 1550 nm is typically on the order of 0.25 dB/km [16]. Following the wave propagation concept of optical waveguides, dielectric guides of various forms including image guides, H-guides and groove guides have been explored for use in the microwave region [17], some of which could be utilized at submillimeter wave frequencies. For instance, the predicted performance of a dielectric ridge guide designed for operation at 490 GHz and consisting of a grounded GaAs substrate with additional layers of AlAs and GaAs has been investigated by Katehi [18]. In this work, the predicted loss of a microstrip, the ridge guide just described, and a hollow rectangular waveguide are compared in the 400-600 GHz range. In this range the ridge guide exhibits superior loss performance when compared with microstrip but fails to achieve that of the rectangular guide. At 500 GHz for example, the microstrip is expected to exhibit an attenuation of
approximately 14.7 dB/cm (0.29 dB/λg), the ridge guide 4 dB/cm (0.19 dB/λg) and the rectangular waveguide 0.5 dB/cm (0.03 dB/λg). From the above discussion, it does appear that the rectangular waveguide may indeed offer the possibility of lowest loss performance.

2.2.2: Submillimeter Wave Sources

The development of low-cost, compact sources at THz frequencies is perhaps the most daunting obstacle to fully exploiting the submillimeter wave region. In the low frequency portion of the microwave region, solid-state circuitry (monolithic microwave integrated circuits or MMICs) is predominant and capable of providing many watts of power. For instance, an output power of 40 W at 2.2 GHz has been reported from a GaAs FET (field effect transistor) chip [19].

As mentioned in section 1.1.1, while solid-state sources have been demonstrated at frequencies greater than 100 GHz, power levels remain modest. Increased power may be achieved with solid-state sources using various power combining schemes at the device and/or circuit level as well as through spatial combining techniques [20]-[23]. Microwave tube sources such as klystrons and gyrotrons have been the workhorse for high-power applications with their ability to generate kilowatts of continuous wave power at frequencies extending beyond 100 GHz. Unfortunately such tube sources are bulky, require large supply voltages and are not readily mated with microwave integrated circuits.

Lasers are standard sources of radiation at infrared frequencies and beyond. Efforts have been made to produce lasing in the submillimeter wave range by a variety of techniques. For example, free electron lasers have demonstrated coherent radiation from
microwaves to the ultraviolet [24] and optically pumped lasers (usually through the use of a 10 μm CO₂ laser) are capable of producing significant radiation throughout the submillimeter wave range [25]. Unfortunately such laser-based sources are quite large [24] and thus are not desirable in space-based systems in which payload weight and volume are of critical concern.

2.2.3: Submillimeter Wave Detectors

Detection of submillimeter waves may be accomplished either through direct detection using a broadband bolometric receiver or using heterodyne techniques. Heterodyne receivers, such as those based on either a whisker-contacted schottky diode or a superconductor-insulator-superconductor (SIS) tunnel junction, are preferred for observation of spectral lines [26].

Due to reliability and efficiency of signal coupling, waveguide technology has long been the favored means of implementing the mixer portion of a receiver, at least to frequencies of about 600 GHz. In systems operating above 700 GHz, receivers are often constructed using a whisker-contact Schottky diode mounted in a corner-cube antenna [26]. Much effort has been directed at developing planar solutions in the submillimeter wave range. These efforts are spurred by the promise [27] that, “it should be possible to build planar receivers with performance comparable to the best waveguide-based systems if efficient planar antennas and matching networks are developed.” Here again it seems that waveguide-based systems provide the benchmark for performance.
2.3: Micromachined Waveguides and Circuits

"The most successful millimeter- and submillimeter-wave components, such as oscillators, multipliers and mixers, generally use traditional metal blocks which are fabricated by standard machining techniques" [28]. As we reach the submillimeter wave range however, fabrication of hollow waveguides becomes particularly difficult and costly as conventional machining of precision features must follow the shrinking wavelength. For instance a WR-3 waveguide (220-325 GHz) has cross-sectional dimensions of 0.034 inches by 0.017 inches (864 μm by 432 μm). *Custom Microwave* of Longmont Colorado is able to manufacture such waveguides to a tolerance of ± 0.0002 inches (5 μm) with a corner radius of 0.0015 inches (38 μm) [29]. At the time of this writing, a one-inch straight section of WR-3 fabricated to this tight tolerance costs more than $800.

Because of the difficulty and corresponding cost in manufacturing conventional rectangular waveguides, a variety of investigations have been undertaken to "micromachine" such waveguides. One of the first such investigations into developing micromachined waveguides was by McGrath et al. [11]. In this effort wet anisotropic etching of (110) silicon was utilized to effect rectangular guides. A micromachined version of the WR-10 (75-100 GHz) was fabricated and then tested using conventionally machined brass mounting blocks. The measured attenuation of 0.04 dB/λg is close to the 0.024 dB/λg they measured for a commercially available WR-10 section. They attributed the variation to "differences in the quality of the gold plated surface." This technique has also been used to fabricate WR-4 waveguides that exhibit an average loss of approximately 0.8 dB/inch in the 195-255 GHz range [30]. From Figure 9a of [30], it
appears that the measured loss is roughly 0.9 dB/inch, corresponding to an attenuation of approximately 0.06 dB/\lambda g.

Other investigations [31], [32] have produced reduced height waveguides at 75-110 GHz using a “snap together” technology based on EPON SU-8 (a negative photoresist). A rather large loss of \sim 0.5 dB/\lambda g at 110 GHz was reported. The authors do anticipate that through modifications in the constituent pieces and their connection, attenuation in waveguides operating at 200 GHz and above should be greatly reduced. In other work [33], [34], x-ray microfabrication has been used to fabricate a 2.5 THz waveguide package though no measured results are given.

An attempt has been made to integrate a reduced-height waveguide using polyimide and an aluminum metalization on semi-insulating GaAs substrates [35]. The idea is to allow for the monolithic implementation of GaAs-based active circuitry with a waveguide technology. Unfortunately the initial measured performance of the waveguide was quite poor exhibiting an attenuation \sim 40 dB/\lambda g at 110 GHz.

In this dissertation, the performance of a diamond-shaped waveguide integrated in silicon is considered as well as a suitable transition from a planar transmission line to a micromachined waveguide. Such a transition allows integration of active circuitry into a fully-packaged module. The fabrication and testing techniques used to investigate these structures are described in the following chapter.
CHAPTER 3

EXPERIMENTAL TECHNIQUES

3.1: Silicon Micromachining

Silicon remains the substrate material of choice for integrated circuits (IC’s). This is due in large measure to the existence of a high-quality silicon-based oxide, silicon's superior mechanical properties, good electrical properties, and a mature processing technology that allows low-cost circuit development. An additional asset of silicon, though not utilized in typical IC fabrication, is its ability to be micromachined, that is, to be sculpted on a very fine scale. While a variety of silicon micromachining techniques are available, the bulk micromachining techniques of wet anisotropic etching and deep reactive ion etching are used in the work presented in this thesis and will thus be reviewed below.

3.1.1: Wet Anisotropic Etching

Generally speaking, an etching process may be termed either isotropic or anisotropic depending on the resulting form of the etched void. An isotropic etch is one that is uniform in all directions. On the other hand, an anisotropic profile exhibits strong directional dependence. In Figure 2.1 both isotropic and anisotropic profiles of etched (001) silicon are illustrated.
Figure 3.1: Cross-sectional views of micromachined (001) silicon. Wet anisotropic etching along $<110>$ directions reveals $\{111\}$ sidewalls with $\alpha=54.74^\circ$.

The structures revealed by wet anisotropic etching of silicon are dependant on the substrate’s crystal orientation and the orientation of the masking pattern. Shown below is a schematic diagram of a (001) silicon wafer. The primary wafer flat identifies the scribe and break $<110>$ family of directions (zone axes). To obtain an anisotropically etched profile as that shown in Figure 3.1 the masking pattern must follow $<110>$ type directions.

Figure 3.2: Schematic diagram illustrating the preferred direction for masking on (001) silicon wafers.

Anisotropic etching is also referred to as orientation dependent etching (ODE) as an appropriate etchant will attack the substrate’s various crystal planes at different rates and is thus orientation dependent. The etching phenomenon "apparently arises because
different crystal planes present area densities of atoms and different surfaces which leads to different etch rates” [36]. The most important crystal plane etch rate ratio is that of the \{001\} family of planes to that of \{111\} type planes. As suggested in Figures 3.1 and 3.2, properly oriented patterns on (001) silicon result in anisotropically etched geometries defined by the slow etching \{111\} planes.

Popular anisotropic etchants include potassium hydroxide (KOH), tetramethyl ammonium hydroxide (TMAH) and ethylene diamine pyrocatechol (EDP). Of these three etchant systems, KOH exhibits the largest \{001\}/\{111\} etch rate ratio and so is preferable in terms of minimizing mask undercut. Unfortunately alkali metal hydroxides such as KOH attack aluminum and silicon dioxide and thus may contaminate gate oxides with mobile ions [37]. For this reason, unless strict measures [38] are taken to adequately protect susceptible areas, KOH is not postCMOS compatible. While EDP has been used in a variety of micromachining applications its high toxicity is of great concern. TMAH on the other hand poses fewer health problems. Its \{001\}/\{111\} etch rate ratio is considerably less than that of KOH, but unlike KOH it is postCMOS compatible. In fact, since TMAH is often used in developing solutions of positive photoresist, semiconductor-grade solutions are readily available.

In the work presented in this thesis wet anisotropic etching of silicon surfaces is to be used for realization of millimeter/submillimeter wave waveguides. In addition, a high-frequency packaging project is undertaken to fabricate transmission lines on the sidewalls of micromachined silicon. Successful development of these two projects requires that roughness of micromachined surfaces is minimized. The formation of hillocks on
micromachined surfaces has been noted in various investigations of wet anisotropic etching [39]-[43], and of course increase surface roughness.

It had been the early experience of the author that smoother micromachined surfaces were obtained with 25 wt. % TMAH as compared with 33 wt. % KOH – the two recipes initially attempted. In light of these results the author decided to utilize only 25 wt. % TMAH in subsequent studies. By no means does this choice indicate that in all cases TMAH is superior to KOH in terms of surface roughness. It does seem however that surface roughness of TMAH etched surfaces decreases with increasing TMAH concentration [39], [42] with virtually no hillock formation found above 22 wt. % TMAH [41]. One price to pay for using higher TMAH concentrations however is reduced etch rate. Shown in Figure 3.3 is an example of grooves micromachined in silicon using 25 wt. % TMAH held at 80°C. A typical etch rate for such features was found to be approximately 22 μm/hr with a {001}/[111] etch ratio of roughly 10:1.

![Figure 3.3: Scanning electron micrograph of micromachined grooves in (001) silicon. The features were etched with 25 wt. % TMAH held at 80°C.](image-url)
The fact that wet anisotropic etching of silicon relies on crystal plane selectivity of the etchant, ultimately limits the geometries that can be defined. For instance, properly oriented concave corners can be perfectly resolved using anisotropic etchants on (001) silicon but convex corners cannot. Shown in Figure 3.4 is a scanning electron image of such features etched in silicon using the standard recipe given above.

![Figure 3.4: Scanning electron micrograph showing both concave and convex corners after anisotropic etching. The white lines added to the image suggest the original convex corners of the masking layer before etching.](image)

In the figure an originally square mesa sits in the middle of a square moat. It is quite clear from the figure that concave corners are easily resolved. Convex corners on the other hand are subject to severe undercutting and so are quickly etched away. (In the figure, white lines forming the convex corners illustrate the original masking pattern.) A variety of techniques may used to compensate corners [44]-[47]. Each technique utilizes additional features incorporated on the mask at the locations of convex corners. During etching, these features are etched away to leave behind a more properly resolved corner.
Due to the additional space required for compensation features, there is a minimum necessary area around a convex corner for it to be properly resolved.

In this work a technique perhaps first described in [48] is utilized. The corresponding compensation feature is an appendage pointed in the \(<010>\) directional family. Figure 3.5 gives a schematic representation of the compensation feature. In the figure, the lighter colored area is the region to be etched.

![Diagram of silicon wafer with compensation feature](image)

**Figure 3.5:** A sketch of a silicon wafer and masking pattern with appropriate compensation feature to allow for proper resolution of the corner after etching.

A scanning electron micrograph illustrating a partially etched convex corner is given in Figure 3.6. From the figure we see that the \([010]\) compensation feature is partially etched and that the convex corner is taking shape. Both a concave and a convex corner etched in \((001)\) silicon are shown in Figure 3.7. The convex corner was established using the \([010]\) compensation scheme. We see that both corners are resolved quite nicely. The thin protrusion extending from the convex corner is a small remnant of the compensation bar – a few more minutes in the etchant and it would disappear.
Figure 3.6: Scanning electron micrograph of a convex corner and a [010] compensation bar after partial etching.

Figure 3.7: Scanning electron micrograph of a both a concave corner and a compensated convex corner after near complete anisotropic etching.
Of all the compensation features that the author has studied, it is felt that the [010] bar is the most elegant. Its design is remarkably straightforward and an understanding of its underlying principles allows a very convenient means of determining when the desired depth is reached during anisotropic etching of (001) silicon. To illustrate the proper design of a [010] compensation bar consider Figure 3.8.

![Diagram of [010] compensation bar]

**Figure 3.8:** Schematic diagram illustrating of a [010] compensation bar.

If we take the desired etch depth to be “d” then the required dimensions of a [010] compensation bar dimensions are as follows:

\[ B = 2d \]

and

\[ C = \frac{B}{\sqrt{2}}. \]

It is not surprising that the B dimension of the compensation bar must be twice the etch depth. This result stems from the fact that the two planes of the compensation bar parallel to <010> type directions belong to the {001} family of planes – that of the wafer surface itself. The two planes of the compensation bar in question are vertical with
respect to the wafer surface and etch laterally at a rate equal to that of the surface. These planes retreat and vanish leaving a compensated convex corner once the proscribed depth $d$ has been reached. Thus one can determine when the desired depth has been reached by monitoring the evolution of a properly compensated convex corner. The dimension $L$ depends upon the etchant used and the etch conditions. The author has found that a length of $L = 5B$ to be more than enough when using 25 wt. % TMAH at 80°C. It should be mentioned that any compensation structure requires a certain amount of wafer real estate and thus convex corners must have enough room around them to allow for incorporation of the additional feature.

3.1.2: Deep Reactive Ion Etching

As mentioned previously, the development of various shapes using anisotropic wet etching relies on the relative selectivity among the crystal planes to the wet etchant. While smooth sidewalls are possible, realizable geometries are limited. Other techniques such as laser milling and reactive ion etching have been developed, and since they exhibit little if any crystal plane dependence, promise to alleviate these geometric restrictions. In this section the technique often referred to as deep reactive ion etching (DRIE) is considered.

A schematic diagram of the Surface Technologies Systems (STS) DRIE system used in this work is given in Figure 3.9. Operation of the system begins with loading the sample in a load-lock chamber, passing the substrate through the load-lock valve and running a helium leak check. Programming consists of selecting the flow rate of the etching and passivation gases, etching and passivation times, power and the process time.
Etching in a DRIE system typically occurs via a time-multiplexed gas-feeding [49] process. Such a process consists of a repeated cycling between successive etching and passivation steps and can perhaps be best understood with a process flow cartoon such as that given in Figure 3.10. This diagram applies to the STS Multiplex etch tool used in this investigation.

![Diagram of a DRIE system]

**Figure 3.9: Schematic drawing of a DRIE system.**

The pre-etch step in the figure shows the sample with its etch mask (~7 μm of 4620 photoresist was used in the work reported in this dissertation). After pressure stabilization, a passivation step (step 2 in Figure 3.10) is initiated by introducing C₅F₈ into the chamber. In this step a teflon-like polymer is plasma-deposited; a passivation step of 7 seconds was used in this investigation with on the order of 10 nm of polymer depositing in that time period.

Immediately after the passivation step the etch gas, SF₆ is introduced. The degree of anisotropy of this etch step (13 seconds long in all cases presented here) has much to do with the applied potential used to accelerate ions from the SF₆ plasma (see step 3).
Without acceleration, the silicon would be etched primarily by non-energetic reactive species in the SF$_6$ plasma (spontaneous thermal reaction) and thus form an isotropic type profile. As long as the reactive ion component (that component due to ion acceleration and the resulting breaking of Si-Si bonds) dominates the neutral reactive component, the etch profile will exhibit a pronounced degree of anisotropy.

![Diagram showing the STS DRIE process flow](image)

**Figure 3.10: Schematic representation of the STS DRIE process flow.**

The passivation layer deposited before each etch step helps to protect the lateral walls from etching and thus contributes to the anisotropy of the etched structure. The portion of the passivation layer lying in the plane of the wafer surface is removed rapidly by the accelerated ions but the layer remains on the sidewalls, thus protecting them. The passivation and etch cycling is continued for a proscribed period of time in accord with the anticipated etch rate. The etch rate was found to depend on the exposed area, but can be taken to be on the order of 5 µm/min.
The cycling between passivation and etching and the spontaneous nature of the SF$_6$ etch step, introduce a scalloped profile to the sidewalls. Both the height of the scallop and its horizontal depth can vary depending on conditions. Scallop depths from 50 to 300 nm have been reported [49].

The geometric restrictions imposed by anisotropic wet etching are lifted in the case of DRIE and there is no need for measures such as convex corner compensation. The sidewall profile can be controlled to a great extent by judicious choice of such parameters as etching time, passivation time, and RF power for instance. Representative scanning electron micrographs of deep-etched silicon features are given in Figures 3.11 and 3.12. The etched profile departs from normal by $\sim 5^\circ$. The etch parameters used in the investigation are found in Appendix A.

![Figure 3.11: Scanning electron micrograph of deep etched silicon.](image)
Figure 3.12: Scanning electron micrograph of a cross sectional view of a deep etched groove. Photoresist was used as a masking layer.

Figure 3.13: Micrograph illustrating the deep etch profile using silicon dioxide as a masking layer.

In [49] it is mentioned that excellent selectivity can be achieved using silicon dioxide and that with regard to induced surface roughness due to unequal mask recession, "the
use of hard mask materials such as silicon dioxide helps alleviate this problem." At the time the author was looking to the possibility of etching extremely deep channels and thus wanted a masking material that would provide the highest degree of selectivity. Minimization of surface roughness was also an important and so use of silicon dioxide as an etch mask was investigated. A cross-sectional view of a deep-etched channel in silicon using thermal oxide as an etch mask is given in Figure 3.13. From the figure, it is clear that the profile no longer exhibits nearly vertical sidewalls. It is believed that some degree of surface charging is the culprit, though further study is necessary to verify this possibility. In all subsequent work presented in this dissertation, photoresist is utilized as a mask for deep reactive ion etching.

3.2: Etching Uniformity and Surface Roughness

It is of course desirable to obtain excellent uniformity in etch depth across a wafer. To assess this in the case of TMAH an array of features were patterned and etched across ¼ piece of a 4 inch (001) silicon wafer (the typical sample size). A nominal etch depth of 300 μm was sought. The actual etched value was found to vary by ± 2% from the nominal as determined with an optical microscope.

Figure 3.14 is a photograph of a full 4 inch wafer that was deep etched in an effort to determine its uniformity characteristics. The nominal etch depth for the case of Figure 3.14 was found to be 110 μm (21.5 minute process) with an etch depth variation of ± 5% across the wafer. The actual samples used for fabrication of the transition and waveguide structures were ¼ wafer pieces and such pieces had to be mounted on full 4 inch wafers for processing in the STS. A uniformity check was done on a representative sample to ensure that a suitable bonding scheme was used. For mounting, 4620 photoresist was
spun on the 4 inch carrier (7 μm thick) and the ¼ wafer piece placed on the photoresist-covered carrier. The combination was then baked in an oven for 40 minutes at 110°C. This prolonged baking ensured that the photoresist was thoroughly dried and thus would not leave any residue on the STS wafer clamps. For a nominal etch depth of 117 μm a uniformity of better than 3% was achieved across the ¼ wafer piece.

Figure 3.14: Photograph of the 4 inch wafer used to assess deep etch uniformity.

Achieving very smooth surfaces is of great importance in patterning features on the sidewalls of micromachined structures. Minimizing surface roughness is even more crucial in the development of high frequency waveguides as the loss in the guide is closely tied to surface quality. "The two most natural ways to establish the roughness of a surface are to look at it and to run a finger over it" [50]. This general statement effectively splits the assessment of surface roughness into two main categories, with the later means embodied by stylus type measurements. As a rather simple means to quantify the surface roughness of both wet anisotropic etching and deep reactive ion
etching, a stylus-based tool, the DEKTAK\textsuperscript{3} surface profile measurement system [51], was used.

Figure 3.15 displays the results of several scans on three silicon surfaces, namely an unetched surface, one etched in TMAH and a third etched using the STS DRIE as described above. The results are displayed in terms of the rms roughness and arithmetic average roughness. These parameters are determined by first defining a mean surface value which may be expressed as

\[ \sum_{i=1}^{N} z_i = 0 \]

to ensure that the sum (N samples) of the vertical displacements (z-direction normal to the surface) is zero. The rms roughness (\( \delta \)) and average roughness (\( R_a \)) are defined with respect to the mean surface level as follows:

\[ \delta = \sqrt{\frac{1}{N} \sum_{i=1}^{N} z_i^2} \]  \hspace{1cm} [3.1]

and,

\[ R_a = \frac{1}{N} \sum_{i=1}^{N} |z_i| \]  \hspace{1cm} [3.2]

In Figure 3.15, error bars suggest the highest and lowest measured values (three scans were made for each data point displayed). From this figure we see that the un-etched surface was found to be the smoothest, though the TMAH-etched surface is nearly as smooth. The DRIE sample exhibits approximately twice the roughness of the TMAH-etched surface. To set these results in the proper perspective we must consider the limitations of the surface profilometer technique. These limitations arise from the finite size of the tip diameter (12\( \mu \)m in the case here) of the scanning stylus.
Consider Figure 3.16 that displays a schematic representation of a stylus traveling over a rough surface. The tip of a stylus should not be considered a perfect point, rather it has some diameter associated with it and thus may not be able to precisely trace a given profile. Figure 3.16 illustrates this point as the assumed spherical tip is unable to reach the bottom of narrow valleys. This suggests that high frequency surface fluctuations are missed.

![Graph showing roughness measurements](image)

**Figure 3.15:** RMS and average roughness of various silicon surfaces – an unetched surface, one etched using TMAH, and one etched through DRIE.

![Schematic of stylus](image)

**Figure 3.16:** Schematic representation of a stylus with circular tip traversing a rough surface. (Drawing after Figure 2.7 of [50].)
If for a moment we consider a simple sinusoidal surface defined as

\[ y(x) = A \sin(2\pi f x) , \]  

[3.3]

we may provide some suggestion at a limitation of the measurement data of Figure 3.15. In the above equation, "A" refers to the sinusoid's amplitude and "f" to its spatial frequency. The equation may be regarded as a parametric curve in using the following equations:

\[ x = x \]

and

\[ y(x) = A \sin \left( \frac{2\pi}{T} x \right) . \]

In the above equations, "T" refers to the spatial period of the sinusoid. The curvature of a parametric curve is given [52] by equation 3.4. That is,

\[ \kappa = \frac{\begin{vmatrix} \dot{x} & \dot{y} \\ \ddot{x} & \ddot{y} \end{vmatrix}}{\left( \dot{x}^2 + \dot{y}^2 \right)^{3/2}} . \]

[3.4]

In equation 3.4 and all that follow, a single dot denotes the first derivative and the double dot, the second derivative. For a sinusoidal surface, the curvature reduces to as follows:

\[ \kappa = \frac{\ddot{y}}{\left[ 1 + \left( \frac{\dot{y}}{\dot{x}} \right)^2 \right]^{3/2}} . \]

and thus.
\[
\kappa = \left[ \frac{\left( \frac{2\pi}{T} \right)^2 \text{Asin} \left( \frac{2\pi x}{T} \right)}{1 + \left( \frac{2\pi}{T} \text{Acos} \left( \frac{2\pi x}{T} \right) \right)^2} \right]^{3/2}.
\]

The maximum value of curvature occurs at the peaks and troughs of the sinusoid, \( x = T/4 \) and \( x = (3T)/4 \) respectively. In such cases the curvature is given by

\[
\kappa_{\text{max}} = \left( \frac{2\pi}{T} \right)^2 \text{A} = (2\pi f)^2 \text{A}.
\]

This implies that the radius of curvature, \( \rho \), is at its minimum at the points of maximum curvature, and is given by

\[
\rho_{\text{min}} = \frac{1}{\kappa_{\text{max}}} = \frac{1}{\text{A} \left( \frac{T}{2\pi} \right)^2} = \frac{1}{\text{A} (2\pi f)^2}.
\]

Now if the radius of curvature at a point on the surface is smaller than that of the probe tip (\( r_{\text{tip}} \)), the stylus will not be able to precisely follow the surface. This means that to properly resolve a sinusoidal surface, the following inequality must hold:

\[
r_{\text{tip}} \leq \rho_{\text{min}} = \frac{1}{\text{A} (2\pi f)^2}.
\]

The above equation may be reconstructed to yield the spatial frequency or period, which is given by

\[
T = \frac{1}{f} \geq 2\pi \sqrt{A r_{\text{tip}}}.
\]

Assuming a 12.5 \( \mu m \) tip radius (that used to take the measurements of Figure 3.15) and sinusoid amplitude of 27.5 \( \text{Å} \) (the average roughness of the un-etched surface), the minimum spatial period for which such an amplitude of roughness could be resolved is
roughly 1.2 μm. In other words, given the radius of the tip used, the recorded value of 27.5 Å could accurately pertain to roughness with a characteristic period of 1.22 μm and not smaller. At the other end of the spectrum, the 66.2 Å of average roughness could not be accurately picked up from a roughness sinusoid with a period of less than 1.81 μm. It should be pointed out that a simple, single-frequency sinusoidal surface, though providing a convenient means to shed light on the limitations of stylus-based roughness measurements, most likely does not accurately represent a arbitrary surface. Rather, a true surface may be more accurately constructed with a series of sinusoids.

Both Figure 3.16 and the above simplified analysis put the results of Figure 3.15 in perspective. If the true roughness of the surface is rapidly varying and/or the roughness amplitude is great, the results of Figure 3.15 may significantly underestimate the true value.

![Figure 3.17: Micrograph of the bottom and sidewall of a DRIE feature.](image)
In measuring the roughness of the various samples, only the bottom surfaces, and not the etched sidewalls were analyzed due to the geometry of stylus measurements. In the case of wet anisotropic etching, the sidewalls and the bottom surface of an etched structure appear to be of similar quality (see Figure 3.3). Contrast this with the case of a DRIE feature depicted in Figure 3.17 -- a close-up of Figure 3.12. The figure suggests that the sidewall is characterized by greater roughness, with a higher spatial frequency.

3.3: Handling Silicon Wafers of Various Thickness

A variety of silicon wafers were used in the development of the devices presented in this thesis. Wafers as thin as 100 μm and as thick as 2 mm were used. Typical processing called for wafer oxidation, sectioning, etching, metalization, dicing and bonding. Some process modifications were necessary in dealing with the various wafer types. For example, 100 μm wafers are susceptible to breakage and thus were mounted on glass slides for mechanical support. The mounting procedure, along with various fabrication recipes are given in appendix B. For oxidization, a special quartz boat was designed to accommodate the thick wafers, a schematic of which is given in Appendix C.

The starting wafers used in this investigation were all 4 inch in diameter and had to be sectioned into quarter-wafer pieces. With wafers of nominal thickness 500 μm or less, a simple scribe and break technique was used. With 2 mm thick silicon however, the scribe and break procedure yielded very rough wafer edges with significant presence of the \{111\} sidewall. To avoid this problem, a special dicing blade and flange set were obtained to cut through 2 mm wafers.

Figure 3.18 displays a scanning electron micrograph of the cross-section of a 2 mm thick piece of (001) silicon that has been anisotropically etched in 25 wt. % TMAH and
diced. Figure 3.19 shows a close-up of the tip of the V-groove illustrating that there is a visible degree of roughness introduced by dicing.

Figure 3.18: SEM image of anisotropically etched silicon, diced using a diamond-tipped blade.

Figure 3.19: Close-up view of a diced cross-section of a V-groove anisotropically etched silicon.
Chipping is also a potential problem in dicing as demonstrated in Figures 3.20 and 3.21. Further exploration into optimizing the dicing parameters (e.g. spindle speed, feed rate, depth per pass) may improve the quality of the cut. Finally improved surface finish may be achieved through polishing.

Figure 3.20: SEM image of a diced section of a deep-etched trench.

Figure 3.21: Close-up of a deep-etched trench
3.4: Simulation Tools

The reliance on high-performance electromagnetic simulation tools for the development of the various transitions investigated in the work will be underscored by the results of the analytical investigation of a magnetic loop transition described in chapter 7. The software package High Frequency Structure Simulator (HFSS) by Ansoft [53] was utilized extensively in the work presented herein. This software package allows the user to construct an arbitrary three-dimensional structure composed of material of varying constitutive parameters, and to excite the structure with well-defined electromagnetic sources. HFSS utilizes a finite element method to examine the fields within the structure, and provides the S-parameters of the structure as well as a graphical account of the fields associated with the structure and the excitation.

Three other simulation tools were utilized in the work presented here, namely IE3D by Zeland [54], Maxwell 2D by Ansoft [55], and LIBRA by HPeesof [56]. IE3D was utilized to examine the behavior of transmission line structures when full wave simulation was not necessary, Maxwell 2D provided a good estimate of the impedance of various transmission lines, and LIBRA used to model the various structures using lumped and distributed elements.

3.5: Measurement Techniques

An HP8510-based vector network analyzer test setup was the primary measurement tool used in the work presented herein. A photograph of the test setup is given in Figure 3.22. The system consists of an HP8350B sweep oscillator, HP8516A S-Parameter test set (45 MHz-40 GHz), HP8510A millimeter-wave controller, HP W85104A millimeter-
wave test set, HP83640L series swept cw generator (10 MHz-40 GHz) and an Alessi probe station.

Direct measurements of the transmission characteristics of diamond waveguides were accomplished using an HP W11644A WR-10 calibration kit (thru, short, offset short and matched load). On-wafer measurements of the FGC-to-micromachined waveguide discussed in chapter 7, were calibrated using a thru-line-reflect (TRL) protocol [57], controlled through the software package MULTICAL [58]. Model 120 GSG-150-BT picoprobes from GGB Industries were used for investigations in W-band and Model 40A GSG-150-DP GGB picoprobes for the 2-40 GHz measurements of chapter 5.

![W-band measurement set-up.](image)

3.6: Summary

This chapter presented several of the techniques and tools used to design, fabricate and test the devices presented in the later chapters of this thesis. One key fabrication
technique used in this work but not discussed in this chapter, is electrophoretic deposition of photoresist. Rather, the entirety of chapter 4 is devoted to the development of this technique toward the aim of patterning metal features on the various facets of micromachined silicon.
CHAPTER 4

ELECTROPHORETIC DEPOSITION OF PHOTORESIST AND 3D PHOTOLITHOGRAPHY ON SILICON MICROMACHINED SURFACES

4.1: Introduction

The application of photoresist is typically carried out using a “spin-on” technique as depicted in Figure 4.1. In such a process, the sample to be coated is secured via vacuum to a chuck that can rotate at a prescribed rate, for a prescribed time. Photoresist is then applied onto the sample using a dropper or syringe for example, and the sample is finally set to spin. The spin speed, spin time and type of photoresist determine the ultimate resist thickness. For example, one can spin Shipley’s SC-1827 resist for 30 seconds at 3000 rpm and expect a consistent resist thickness of approximately 2.7 μm.

Figure 4.1: Photoresist application via conventional wafer spinning

For this study it was desired to simultaneously pattern features in the depths of silicon micromachined cavities, along cavity sidewalls and on the top surface of micromachined
wafers. Shown in Figure 4.2 is a scanning electron micrograph of a 300 μm deep cavity (etched in a silicon wafer) on which SC-1827 had been spun at 3000 rpm for 30 seconds. The micrograph reveals a photoresist coverage with significant streaking of resist near corners on the top surface, accumulation at the junction of merging crystal planes internal to the cavity, and little coverage on the ledge that extends into the cavity.

![Figure 4.2: Electron micrograph of a silicon micromachined structure coated with “spun-on” resist. The coating is found to be quite nonuniform.](image)

Near conformal coverage of photoresist is required for consistent realization of patterns that may exist on all wafer surfaces (i.e. top surface, bottom of micromachined cavities and along cavity sidewalls) and thus the typical means of photoresist application (i.e. spinning) fails on micromachined surfaces. In this chapter we explore electrodeposition [59] as a means to achieve nearly conformal coverage of photoresist on silicon micromachined structures. After a brief introduction of the technique, a thorough accounting of the development of the required process will be given. The chapter will
end with a summary of suitable process parameters and suggestions to improve the process.

4.2: The Electrophoretic Deposition (EPD) Process

Instead of spinning photoresist, in electrophoretic deposition (EPD) of photoresist, the sample to be coated is immersed in an aqueous solution of photoresist, the sample then serves as either anode or cathode in an “electroplating-type” process. EPD consists of two steps, electrophoresis and deposition. Electrophoresis is simply the motion of charged particles, held in a suspension, under the influence of an electric field. Deposition may be considered as the coagulation of particles onto a substrate [60]. In a positive-depositing resist process, such as that explored in this investigation, the sample acts as the anode and a metal plate serves as the cathode. Such a process is termed “anaphoretic” as the resist particles drift toward the anode. (In a negative-depositing resist process, a “cataphoretic” process, the sample acts as the cathode and a plate electrode serves as the anode.)

EPD can be accomplished in one of two modes. In constant-voltage EPD, the applied potential between the electrodes is held constant. Such a process tends to be self-limiting if the material being deposited is electrically insulating in nature. This may be explained by the fact that an ever-increasing portion of the applied potential drops across the depositing film and is thus no longer available to drive electrophoresis. Constant-current EPD on the other hand, requires the current to be held constant, thus necessitating an increased potential difference between the electrodes.

The photoresist used in this investigation (Shipley’s PEPR 2400, a positive-depositing photoresist) is an organic polymeric material, made up of micelles on the order of 100 nm
in size suspended in water and typically maintained at around 10% solids. These micelles are stable charged entities that, though tiny, contain the entire "microenvironment" of the photoresist. That is, each micelle contains the cross-linking polymer, photoinitiators and contrast-enhancing dye that make up a typical photoresist. Upon application of an electric field, the charged micelles migrate to the anode (the conductive substrate), are neutralized via the products of the electrolysis of the dispersing medium (water in this case), and thus agglomerate as an uncharged film on the anode surface [61], [62].

4.3: Electrodeposited Photoresist in the Printed Circuit Board Industry

The needs of the printed circuit board manufacturing community helped give birth to the development of electrodeposited (ED) photoresists in the 1980’s. The generally accepted 3 mil (~75 μm) resolution limit of dry films, and the inability of conventionally applied wet resists to sufficiently cover via holes, spurred its development in the quest to develop miniaturized circuits with landless vias. At the present time, approximately thirty ED photoresist installations are being run in the printed circuit board (PCB) fabrication lines in Japan. Processes such as Toshiba's buried bump interconnect technology (B2it) [63] and A-Net's multilayer process [64] for cellular phone motherboards utilize ED resist in some form.

PEPR 2400 was developed specifically for the printed circuit board industry to be used as a part of a print and etch process. Shipley advertises the resist’s ability to resolve 1 mil features, allow for landless, blind and buried vias, its excellent adhesion to copper surfaces, and its place as a key element in sequential multi chip module (MCM) production [65]. In the present work, PEPR 2400 is used to develop metal patterns on
the sidewalls of anisotropically etched (001) silicon, representing a departure from its original designed use.

4.4: The Electrophoretic Deposition Apparatus

A rather simple, but effective, electrophoretic deposition system was set up. The system consists of a pyrex vessel (either a 4L rectangular vessel or smaller beaker) which holds the photoresist solution. A polypropylene cover was fit with banana plug receptacles for the anode (center receptacle) and on either side of the anode, two similar receptacles for the cathode(s). If both sides of the sample are to be covered, a cathode is placed on either side, otherwise the sample faces a single cathode. There are two possible electrode spacings for dual-cathode deposition (i.e. two-sided deposition), 1.5 in. and 2.5 in. If one chooses single-cathode deposition, the operator has a choice of 1.5, 2.5, 4 and 5 inches for the electrode spacing. Altering the electrode spacing allows for the possibility of exploring different electric field configurations.

The samples and electrodes are connected using polypropylene tubes which house a 14 gauge lead, terminated on one end with a banana plug and on the other with an alligator clip. The clip is used to hold either a sample or a rectangular stainless steel plate cathode. Each cathode is a piece of 60 mils thick, 316 stainless steel (cut 2.5" by 3.5" in cross-section for the 4 L tank and 1.5" by 2" for smaller beakers). The electrodes are connected to the leads from the supply using wing nuts to ensure that the cable does not disengage thus potentially exposing the operator to high voltage on these lines (up to 500V). The cable is a Royal Electric 14/3 SOW-A cable (i.e. a water-resistant, 14 gauge, 3 lead line). Though roughly 15 feet of cable separate the supply from the tank, negligible voltage drop on the line exists. For example, under the application of 100.0 V
according to the power supply, an independent measurement of the voltage at the sample connection was found to be 100.0 V. It should be noted that for safety reasons the power supply was far removed from the actual deposition tank.

The employed dc supply, the Hewlett-Packard HP 6035A (base rating: 0-500V, 0-5 A, 1000W), may be operated in either constant voltage or constant current modes. The nature of the front panel controls of this supply do not allow the operator adequate control of the voltage/current and deposition time (deposition time is typically between 10 and 60 seconds) for precise depositions. To overcome this problem, a program for constant voltage operation was written using HP-VEE software from Hewlett-Packard. The program allows the operator the ability to program the desired input voltage and deposition time. The program gives a running display of the measured current (constant voltage mode). Recalling that deposition is self-limiting in the constant voltage mode, a "real time" graphical display of the measured current allows the operator the ability to cut a deposition when the current falls to a desired level. An output file of the current profile of a deposition is automatically created. Operation instructions for the deposition system are given in Appendix D.

Shown in Figure 4.3 is a picture of the tank. Due to the health risks involved in using the photoresist, depositions are done under a fume hood. Figure 4.4 shows the underside of the cover, a cathode and tube connector. Finally, Figure 4.5 is a photograph of the supply and computer controller.
4.5: Calibration Of The Deposition System

There are several parameters that may be monitored to assess the quality/state of the photoresist solution and that govern the deposition. The first is the percent solid content, which should remain in the 9-11% range. To determine the percent solid one may simply take a small sample (say ~ 5 grams) weigh it, and then place it in an oven at 105°C for ~1.5 hours to remove the liquid content. The sample is then weighed again and the percent solids is then given by:
Percent solids = \[ \frac{\text{weight of sample before drying}}{\text{weight of sample after drying}} \times 100. \]

Figure 4.4: Underside of tank cover showing “tube connectors” and stainless steel cathode plates.

Figure 4.5: Power supply with computer controller
In this investigation, a new photoresist bath consisted of a 1:1 mixture of PEPR 2400 and deionized water; such a solution gives a percent solids of \( \sim 10\% \). The final resist thickness exhibits a strong dependence on bath temperature. Shipley [66] contends that the resist thickness can vary by more than a factor of 2.5, with increasing temperatures yielding thinner resist layers. In this investigation the bath was maintained typically at 30 \( \pm 1 \) °C with the temperature monitored by an immersion probe.

Another means of controlling the final resist thickness is to use the thickness controlling agent, PEPR 2400 TC (a Shipley product). In amounts of \( \sim 10-15 \) g/L, PEPR 2400 TC may help reduce resist thicknesses by more than a factor of 2.5 [66]. PEPR 2400 TC was not used in this investigation. Finally the deposition voltage, deposition time and electrode/bath geometry will affect resist thickness.

In light of the number of parameters that affect the deposition, a few comments should be made. Either frequent monitoring and subsequent correction of the bath contents should be undertaken, or entire bath replacement should be implemented once depositions begin to deteriorate. In a printed circuit board production setting where tanks greater than 75 gallons may be used, continuous bath monitoring and correction are automated. Such systems, though complicated, keep costs down and allow for continuous use. Due to the small-scale work in this investigation, it was decided that the best method would be to establish an understanding of the behavior of our system based on a 10% solids PEPR 2400 solution, held a 30°C (middle-of-the-road values). Deposition voltage and time would be the two primary factors which would then be used to control resist thickness.

If consistent behavior could be achieved with reasonably fresh solution, it was decided that once the depositions began to deteriorate, the photoresist bath would be replaced. It should be noted that at the time of this investigation PEPR 2400 was approximately $655/gallon. As of November 2000 the price went up to over $1000 per gallon.
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After a period of typically 24 hours, resist depositions would appreciably deteriorate. At one point the system was left for several weeks without use. Upon restarting the system, deposition of the resist did not occur as a thin film, rather as a series of clumps. It is believed that a significant portion of the solvent content of the resist was lost during this down time, drastically altering the viscosity of the solution. In an effort to reduce this supposed solvent loss, the resist bath would be bottled immediately after use. Finally, before a deposition on a meaningful sample was attempted, deposition on a dummy sample or two was undertaken. It was found that the deposition quality, at least in terms of visual uniformity, improved after subsequent depositions. This was found to be especially true after the solution had been residing in the tank unused for more than an hour.

Shown in Figure 4.6 are typical current profiles of 20 second constant-voltage mode depositions. Naturally, consistent deposition results were sought and Figure 4.6 is a plot of the resist thickness versus deposition voltage for several 20 second depositions; for each deposition voltage, two or three trials were made. The final resist thickness was determined with a DEKTAKE profilometer that was used to examine the resist contour of patterned samples.

The resist was found to vary over the \( \pi \) inch\(^2\) area by about 0.4 \( \mu \)m on a given sample. The variation in average thickness on separate samples was found to increase with deposition voltage as evident in Figure 4.7. Some variation may be expected as the sample was not totally immersed in the bath (the area around the alligator clip is held outside the solution to avoid coating the clip), and therefore the sample area immersed may vary somewhat from sample-to-sample. So too, a look at the inset of Figure 4.6 indicates that the deposition current was still significant at the termination of the deposition. Since the current increases with deposition voltage, differences in deposition conditions between runs will induce a greater thickness variation as the deposition voltage increases (again, as suggested in Figure 4.7).
Figure 4.6: Typical deposition current profiles under constant voltage operation (all depositions: 20 seconds, 30°C).

Figure 4.7: Resist thickness versus applied voltage under constant-voltage mode depositions. Resist thickness was determined after lithography; error bars on the 100V depositions are suggestive of those for other deposition voltages.

Shown in Figure 4.8 is a scanning electron micrograph of a cross-section of a cavity covered with PEPR 2400 (50 volt deposition for 20 seconds). The resist coating was found to provide consistent resist coverage over the entire micromachined surface.
though perfectly conformal coverage was not obtained. Roughly 3 \( \mu \)m coat the top surface (not shown), whereas approximately 5 \( \mu \)m cover the bottom surface. The greater thickness at the cavity bottom is believed to be an artifact of increased surface tension at the junction between the bottom surface and the merging \{111\} plane. The effects of the surface tension phenomenon, most evident at the junction where the resist thickness reaches a maximum vertical extent of 7.5 \( \mu \)m, carries over along the cavity bottom but does decrease somewhat as one moves further from the sidewall/bottom junction. As will be demonstrated below, simultaneous patterning on the top and bottom surfaces and along the cavity sidewall is quite possible using photoresist coverage as shown in Figure 4.7. Due to the increased resist thickness at the bottom of the cavity, careful attention must be given to proper exposure and development, factors that will be discussed below.

![Image](image.png)

**Figure 4.8:** Cross-sectional view depicting the as-deposited coverage of PEPR 2400 on the bottom of a silicon micromachined cavity and the merging \{111\} sidewall. The thickness of the resist in various locations is depicted. The resist thickness on the top surface (not shown) is approximately 3 \( \mu \)m.
4.6: Patterning PEPR 2400

Shipley, the manufacturer of the PEPR 2400 supplied a brief “process manual” [66] suggesting certain chemicals to be used for developing and stripping the resist as well as information regarding drying and exposing the resist. The resist is most sensitive to light in the 380-420 nm range. For this investigation a Karl-Suss MJB-3 mask aligner was used. This mask aligner is configured to give UV radiation of 20 mW/cm² in the primary exposure range between 350 and 500 nm with a peak output at 405 nm.

As a first effort, the definition of FGC (finite ground coplanar) lines along the sidewalls and in the depths of a micromachined cavity was attempted. Figures 4.9 and 4.10 are scanning electron images of the first results. The fabrication parameters were as dictated in the Shipley process manual.

![Image of patterned FGC and photoresist](image)

**Figure 4.9:** First attempt at lithography with PEPR 2400 – FGC mold, cavity depth of 70 µm.
Figure 4.10: Close-up of the ledge of another cavity. Residual resist is evident and overall pattern is poorly delineated.

The mask was designed such that the developed pattern would act as a plating mold for the FGC lines. In such a layout, photoresist should be developed away from what are to become the plated lines. From the images we see that while a pattern is evident, it is quite poorly defined. Undeveloped resist remains in undesired locations, and the resist itself suffers from the existence of numerous pinhole defects.

Further investigation has led to explanations of these problems, and suitable means for avoiding them. Pinholes in the as-deposited resist occur in greater numbers as the deposition voltage increases. Shown in Figure 4.11 is a photograph of a series of short circuit-terminated FGC lines that were developed using a resist that was deposited at 100 V for 20 s. By using a sufficiently low deposition voltage, the problem of the development of pinholes may be mitigated. It is believed that pinholes evolve during deposition due to the existence of hydrogen bubbles (near the cathode) and oxygen bubbles (near the anode) that may accumulate on the wafer surface during the electrolysis of water. The substrate may be mechanically vibrated to help prevent such bubbles from remaining on the substrate surface [67].
Pinholes may also result if the substrate surface is contaminated prior to deposition [62]. Since low-voltage depositions lead to a thinner and thus more "patternable" resist (i.e. thinner resists allow the mask to come into closer proximity to the surface to be patterned), and since pinhole formation is not a severe problem at the low deposition voltages used, substrate vibration was not explored. The "pinholing" just described is not that depicted in Figures 4.9 and 4.10. The pinholes or "pockmocks" evident in these figures are due to the harsh effects of the developer and insufficient solvent removal during softbaking. A more suitable developer was determined experimentally and is discussed below.

![Image of patterned FGC short circuits illustrating the pinholes that form during large voltage depositions.](image)

Figure 4.11: A photograph of patterned FGC short circuits illustrating the pinholes that form during large voltage depositions.

The images in Figure 4.9 and Figure 4.10 suggest that resist development may indeed pose a problem. The Shipley process manual [66] suggests a 1% sodium carbonate solution held at 38°C to be a suitable developer. Linder [68] et al. have found that sodium carbonate tends to dissolve unexposed PEPR 2400 resist rather rapidly (and attacks aluminum). In light of this fact they, "elaborated a different development
procedure" which "features no noticeable attack of unexposed resist." Unfortunately
they are not able to disclose their "special developer" as the company who holds the
rights to their research wishes to keep it a trade secret [69]. Shipley suggests that 0.75%
sodium hydroxide (NaOH) held at 55°C be used as a PEPR stripper. It was felt that
perhaps a more dilute form of NaOH, maintained at a lower temperature, might act as a
suitable developer. Several concentrations of NaOH were explored; all subsequent
development was done at room temperature.

Alongside the need to determine a suitable developer, an adequate softbake protocol
was required. Initial attempts were carried out using a hotplate held at 105°C with baking
times of 1 and 2 minutes. (The softbaking step when processing with Shipley's 1827 is
typically done in this range.) Sufficient softbake was found to be critical in establishing
well-defined photolithographic patterns.

PEPR photoresist

Figure 4.12: A developed PEPR line using a 2 minute softbake @ 105°C.

Shown in Figure 4.12 is a near cross-sectional view of a PEPR photoresist line that
underwent a softbake of 2 minutes. Development of the pattern was achieved with a 0.2
N NaOH solution at room temperature, with a UV exposure time of 20 seconds (~ 400 mJ). While the resist is fairly smooth, its profile is quite poor. The sloping sidewalls extend on the order of six microns on either side of the line, an unexceptable amount. A similar pattern processed in an identical manner save for the fact that it underwent a five minute softbake on a hotplate held at 105°C is shown in Figure 4.13. As evidenced by the figure, sidewall sloping has been reduced to ~ 1 micron. Further investigation has suggested that a 10 minute softbake at 105°C yields excellent results. Another interesting example of the fact that the 2 minute softbake was insufficient is revealed in Figure 4.14. This sample, softbaked for 2 minutes at 105°C, was examined with an SEM. The resist began to bubble and rupture when the electron beam was focused tightly on the sample. Figure 4.14 is an SEM image of the sample upon backing off from the tight focus. The trail of bubbles originating in the center began on extremely tight focus, the square rupture delineates an entire raster area under tight focus. After rastering at that focus, the beam was backed off slightly to take the picture shown in the figure.

![Figure 4.13: A developed PEPR line using a 5 minute softbake @ 105°C.](image-url)
Figure 4.14: Further evidence of an insufficient softbake – damage to the resist by a scanning electron beam.

After establishing that a 10 minute softbake was desirable, an adequate developer was sought. Shown in Figure 4.15 is a short circuit FGC developed with 0.8N NaOH for approximately 1 minute. While the pattern is reasonably well defined, the developer attacked the resist aggressively around the perimeter of the pattern. In such cases, there is not much room for error in development time.

Figure 4.15: A patterned short circuit FGC using PEPR. The rough edges of the pattern are attributed to a too aggressive developer (0.8 N NaOH).
In Figure 4.16 we see a well-developed pattern, one which rivals that attained with standard resists and was achieved with a 10 minute softbake and development in 0.25N NaOH for ~ 1 minute. And finally, Figures 4.17, 4.18 and 4.19 show patterns resolved on 3D surfaces (using the same process) – all which reveal the potential of electrodepositable resist. A discussion of the ultimate resolution attainable will be discussed in section 4.8.

Figure 4.16: Close-up of a well-developed pattern in PEPR 2400.

Figure 4.17: FGC line patterned into and out off a 100µm deep cavity
Figure 4.18: FGC line transitioning into a 300 μm deep cavity via a series of loops.

Figure 4.19: 50 μm wide lines patterned from a ledge to the bottom of a 300 μm deep micromachined cavity.

Patterning layers in photoresist allows one to subsequently pattern metal and dielectric layers that define a circuit. The patterned photoresist layer may be used to establish other layers by serving as an etch mask, a plating mold or as a liftoff mask. The most common role of the photoresist layer is perhaps that of an etch mask. In an effort to obtain
significant metal thickness (several skin depths at the operating frequency) however, metal plating is often used. Since we were seeking at the time for maximum metal thickness, the use of PEPR 2400 as a Au plating mold was initially explored.

4.7: PEPR 2400 as Au plating mold

To use PEPR 2400 as a Au plating mold, the wafer was coated with a Ti/Au/Ti (500Å/1000Å/500Å) layer which served both as a metal seed for PEPR deposition and as a seed layer for subsequent Au plating. Approximately 3 µm of PEPR was deposited and a plating mold was exposed and developed in the resist according to the results given in the previous section. The wafer was then subject to a “descum” in an O₂ plasma @ 100 W for 1 minute to remove any residual resist. To improve the strength of the resist, the sample was “hard baked” at 130°C for up to 10 minutes. The top Ti layer was then removed to expose the Au layer to be plated. The Ti layer was etched in a 10:1 mixture of deionized water and hydrofluoric acid. It should be mentioned that removing a 500Å layer of Ti typically takes only a few seconds in this manner; it was discovered that a Ti layer that had been coated with PEPR required ~ 10-15 seconds however. At this point the sample was ready for Au plating.

Au plating of such samples was found to be problematic at best. Two difficulties were encountered. First, adhesion of the resist to the underlying Ti layer was found to be of insufficient strength to withstand the rigors of Au plating. This was evidenced by the fact that often, part of the resist mold would slide off during plating as suggested in Figure 4.20 below. Another problem that was encountered was unwanted plating between the signal and ground lines (thus shorting the transmission line), often occurring at the cavity edge, and illustrated in Figure 4.21.
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Figure 4.20: Demonstration of poor adhesion of resist to underlying Ti layer during Au plating.

Figure 4.21: Unwanted plating between signal and ground lines causing an electrical shorting of the FGC line.

At the time of this work the author was aware of only two published accounts of the use of PEPR 2400 in the research literature. One deals with the X-ray sensitivity of the resist for use in a LIGA process [70]. In this paper no effort is made to pattern metal lines, only to pattern the photoresist. The other paper [68] does describe the use of PEPR
2400 as a plating mold. However, in this work only a single line is plated per via and is approximately 100 μm wide. Our needs are more demanding as we need multiple thin lines, closely spaced. Our experience suggesting that PEPR 2400 did not serve as a good metal-plating mold has been corroborated by a representative of Shipley [71].

As a final note here, it should be mentioned that Au, Cr and Al were also tried as plating seed layers, though none seemed to offer any improvement in adhesion. One means to solve the resist adhesion problems may lie in the use of a seed layer of Cu. It is expected that resist adhesion would be optimized in this case as the resist was designed for Cu surfaces. Investigation of alternate metal plating baths may also reveal suitable conditions for establishing PEPR 2400 as a metal plating mold.

4.8: PEPR 2400 as a liftoff mask

Many of the structures investigated in this thesis are eventually to be used at W-band and above. In light of the skin effect at these frequencies, a Au metal thickness of ~ 1μm is sufficient for most purposes (1μm Au ≈ 4 skin depths at 99 GHz). This opens the door to liftoff as a means of metal patterning. The cross-sectional profile of the resist is critically important in a liftoff procedure and both suitable and unsuitable cross-sections are suggested below in Figure 4.22.

The liftoff procedure calls for the development of a pattern in the photoresist. A metal layer is then evaporated over the entire sample, after which the sample is immersed in a solvent to remove the resist mold and “liftoff” the unwanted metal. Ideally, the only metal that should remain on the sample after liftoff is that which was deposited in the areas in which no photoresist existed immediately prior to evaporation. In the liftoff process it is important that the resist has a cross-section such that the evaporated metal
does not make a continuous film lest it be difficult to liftoff where desired. The left hand
drawing in Figure 4.22 depicts a resist with a profile for which liftoff is nearly impossible
(see Figure 4.12 as well). In such a situation, the solvent is unable to find access to
remove the resist and liftoff the metal that was deposited upon it.

![Evaporated Au](image)

**Evaporated Au**

**Photoresist**

**Liftoff fails**

**Liftoff succeeds**

*Figure 4.22: Resist profiles and lift-off success.*

Contrast this situation with that depicted on the right hand side of Figure 4.22. Here
the resist profile is such that the evaporated metal (which deposits in a “line-of-sight”
fashion) is no longer continuous, allowing solvent to attack the resist and liftoff the
unwanted areas of metal. The question arises as to how we can obtain the resist profile
with PEPR 2400 to make liftoff a possibility.

A solution has emerged which makes use of the rather poor adhesion between PEPR
2400 and the Ti seed upon which it is deposited. (Though unknown at the time of the
development of this process, a similar process developed for another ED resist has been
reported in [72].) By avoiding a softbake on a hotplate and rather submitting the PEPR
2400-coated sample to a vacuum dry, it is possible to remove the solvent content of the
resist without fostering improved adhesion between the resist and the metal seed. A 1.5
hour vacuum dry (base pressure $1 \times 10^{-6}$ torr) was found to be sufficient for this purpose.
After vacuum drying the sample is exposed in typical fashion, the development procedure is somewhat altered however and requires careful supervision. Whereas the development of a pattern in soft-baked PEPR 2400 (10 minutes @ 105°C) takes approximately 1 minute or more, vacuum-dried PEPR 2400 develops in ~ 10 seconds and will be completely lifted off the wafer (and thus unusable) in about 40 seconds. For successful development of the resist effecting a profile that will make subsequent metal liftoff possible, the resist is slightly overdeveloped (typical development time ~ 15-20 seconds). After development, the sample is subjected to an O₂ plasma “descum” at 150W for 2 minutes to remove residual resist.

![Photoresist and Silicon](image)

**Figure 4.23: Scanning electron micrograph of PEPR 2400 ready for metal evaporation in a metal liftoff process.**

A scanning electron micrograph of a line of resist having undergone vacuum drying and development (but not the descum) is shown in Figure 4.23. Clearly evident in the figure is the desired lifting of the resist edges that will permit subsequent metal liftoff. The figure also alludes to the fact that the entire resist could be undercut if the
development is not closely monitored. Figure 4.24 displays another sample with PEPR 2400, this time having undergone full treatment to develop a metal liftoff mold (including the descum step). We find a nice clean pattern waiting to undergo metal evaporation.

![Image](image.png)

**Figure 4.24: Scanning electron micrograph PEPR 2400 ready for metal evaporation in a metal liftoff process.**

### 4.9: Diffraction Effects During Resist Exposure

In contact printing of patterns in photoresist, the mask is in intimate contact with the photoresist. This is clearly not possible when simultaneously exposing patterns on several surfaces of micromachined silicon. While the mask will indeed be in contact with the top surface of the micromachined silicon wafer, a considerable gap (up to 300 \( \mu \text{m} \) for the sample depicted in Figures 4.16 and 4.17 for instance) will exist between the mask and the cavity sidewalls and bottom. When exposing a pattern not in intimate contact with the mask, a certain amount of resolution will be lost due to the effects of diffraction. A schematic drawing of the situation is given in Figure 4.25.
Figure 4.25: Schematic diagram illustrating a separation between a mask and the imaging plane.

In the figure, a mask with a slit of width $W$ is separated from the imaging plane by a distance $g$. A pattern of the slit is to be reproduced on the imaging plane and to do so, the mask is illuminated with ultraviolet radiation of wavelength $\lambda$. The primary exposure wavelength of the mask aligner used during the work reported here is $\sim 405$ nm (0.405 $\mu$m). The minimum slit width ($W$) used in any mask was $\sim 50$ $\mu$m and the mask/image plane separation distance ($g$) typically fell between 0 $\mu$m (for the top wafer surface) and 400 $\mu$m for the depth of a cavity. The situation is governed by Fresnel diffraction if the following inequalities are true:

$$\lambda \ll g < \frac{W^2}{\lambda}.$$ 

In the lower limit of near field diffraction, the minimum linewidth may be approximated by the following equation [68],[73]:

$$\text{resolution} \sim \sqrt{\lambda g}.$$
Ideally then, for a 400 μm separation between the mask and the imaging plane and an exposure wavelength of 0.405 μm, one could expect no better than a minimum linewidth of approximately 13 μm. Care must be taken in defining attainable resolution as the above formulation does not take into account the effects of a non-ideal illumination source, light absorption in the resist [74] nor the effects of developing. Far better is it to experimentally determine the limitation for a given application.

4.10: Summary

The development of a fabrication process to establish metal patterns on the various facets of anisotropically etched (001) silicon is detailed in this chapter. A thorough study of the yield that characterizes such a process is needed to assess its application to large-scale manufacturing. While the use of PEPR 2400 as a plating mold was not successfully achieved in this work, such a process would be desirable to realize metalization thickness of several skin depths at frequencies in the low gigahertz range. Modification of the resist deposition conditions and an investigation of other metal plating processes may prove key to developing such a process. In chapter 5, the fabrication process detailed in this chapter is utilized to develop a novel transmission line structure suitable for a variety of electronic packaging applications.
CHAPTER 5

SILICON MICROMACHINED MULTILEVEL AND MULTILAYER TRANSITIONS FOR HIGH FREQUENCY APPLICATIONS

5.1: Introduction

One of the limiting elements of many microwave and millimeter wave systems is the package used to connect the system to the outside world and as such the issue of packaging has received significant attention in recent years [75]. Diverse issues such as electromagnetic isolation, heat dissipation, and mechanical stability are important considerations in designing electronic packages. Silicon micromachining has been proposed as a potential solution to the dilemma posed by the drive toward increasing circuit density while reducing system cost. In its favor, silicon has good mechanical [76] and thermal [77] properties and is capable of supporting high-performance microwave and millimeter wave circuitry in a cost-effective manner. By micromachining silicon using the techniques described in chapter 2, it is possible to extend the capabilities of silicon in ways that offer potential solutions to some of today’s packaging efforts.

For instance, the need to isolate RF-MEM (microelectromechanical) switches from humidity-driven effects such as stiction [78] may be addressed by silicon micromachining techniques. In this chapter, the initial efforts at developing transmission lines that provide access to the top surface and the depths of a silicon micromachined
wafer are described. The logical extension of this work is the development of a novel class of multiple-wafer vertical transitions and RF-MEM switch packaging architectures.

5.2: Multilevel Finite Ground Transmission Lines

One packaging architecture of interest is depicted in Figure 5.1. In the figure, a flip chip (an amplifier circuit for instance) is bonded in a micromachined cavity. RF and DC access to the chip are provided by transmission lines that are patterned on the top wafer surface, the cavity sidewalls and the depths of the cavity. To do so in a consistent manner requires the ability to simultaneously pattern features on the various facets of the micromachined substrate. The technique of electrodeposition of photoresist as described in the previous chapter, seems ideally suited to such an application. To complete the packaging of the flip chip of Figure 1, a capping wafer could be added.

![Figure 5.1: A packaging architecture relying on the ability to simultaneously pattern features on the various facets of micromachined silicon.](image)

A test structure used to examine such an architecture is suggested in Figure 5.2. Fabrication of the structure consisted of wet anisotropic etching of (001) silicon in TMAH, electrodeposition of PEPR 2400, and metal liftoff (1000Å Ti/ 1 μm Au). The details of anisotropic etching and patterning with PEPR 2400 may be found in chapter 2.
and chapter 4 respectively. Figure 5.3 shows a scanning electron image of a transition revealing some key features of the realized structure.

Figure 5.2: Schematic representation of the multilevel test structure.

Figure 5.3: SEM image of an FGC multilevel transition. The line of impedance $Z_1$ is printed on the top surface of the wafer and that of impedance $Z_2$ is realized in the bottom of a micromachined cavity (110 μm deep in this case).
Figure 5.3 reveals that the fabricated FGC line is not perfectly uniform along its length. The lengths of transmission line patterned on the top surface were measured to have center conductor, slot, and ground plane widths of 92 μm, 72 μm and 140 μm (92/72/140) respectively. As described in chapter 4, diffraction of UV light occurs during the pattern exposure step due to the gap (110 μm in this case) that exists between the mask and the bottom of the micromachined cavity. This unwanted diffraction tends to smear patterns, and transmission lines of dimensions 104/58/156 were resolved on the bottom surface of the cavities. Bulging of the transmission line is visible at the intersection of the cavity surface and the slanting sidewall and is an artifact of increased resist thickness at such locations (see Figure 4.7), the resist drying procedure, and diffraction. The dimensions of such section were measured to be approximately 125/35/178.

The impedance of each of these sections of transmission line was estimated using IE3D and found to be 59 Ω (92/72/140), 53 Ω (104/58/156) and 44 Ω (125/35/178) respectively. Due to this mismatch in impedance, it was anticipated that a standing wave pattern would be evident in the measured results. Indeed, such a pattern can be seen in the measured return loss given in Figure 5.4. The measurements were performed using an HP8510C network analyzer and a set of 40A picoprobes with on-wafer calibration made possible through a TRL protocol (see section 3.2). The measured structure is that depicted in Figure 5.2 with L1 = 8 mm (after de-embedding), L2 = 5 mm, and d = 110 μm. In addition to the measured data, Figure 5.4 includes the s-parameters of a LIBRA-based model.
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The LIBRA model broke the structure up into sections of transmission line of impedance $Z_1=59\ \Omega$ and $Z_2=55\Omega$ (see Figure 5.3), corresponding to the impedance of the sections of line on the top and bottom surfaces. Due to their small length, the bulging sections with impedance of 44 $\Omega$ were ignored in this simplified model, though perhaps their effects start to be felt at the highest frequencies tested. In the LIBRA model, each section of transmission line was given the appropriate impedance (from IE3D), length (measured), effective dielectric constant (IE3D) and attenuation (measured). The attenuation of each segment was estimated using the measured attenuation at 20 GHz (as determined with MultiCal [58]) of the 92/72/140 line. An illustration of the LIBRA model is given in Figure 5.5.

![Graph](image)

**Figure 5.4:** Measured and modeled results of a back-to-back multilevel FGC transition.

Since the measured results were calibrated with an on-wafer protocol to the 59 $\Omega$ transmission line sections (the top sections – those that were physically probed), the port impedance in the LIBRA model was set to 59 $\Omega$. The lengths of the sections were taken to be $(L_1-L_2)/2$ for the $Z_1$ sections and $L_2$ for the $Z_2$ section. In fact the $L_2$ section of
the actual structure was somewhat less owing to the sloping sidewalls of the cavity.

Again, the bulging sections were ignored. Parasitic capacitance that exists at the bending sections of line was modeled with shunt capacitors. The capacitor value (0.0111 pF) was that obtained by matching the first null in the modeled return loss with that of the measured data through an optimization routine in LIBRA.

![Figure 5.5: LIBRA model of the back-to-back multilevel transition. The port impedances were set to 59 Ω.](image)

Good agreement between the measured and modeled results extend throughout most of the 2-40 GHz measurement band with some breakdown in the model beginning to occur near 30 GHz. Such departure between measured and modeled results at the high frequency end seems likely due to the simple circuit model used. A more accurate accounting of the actual lengths of the sections and inclusion of the bulging sections seem necessary to precisely model the transition near 40 GHz.

The insertion loss of a back-to-back transition was compared to that of a planar line of equal horizontal extent. Specifically the planar line was 8 mm long and the back-to-back transition slightly longer (8.156 mm) due to the sloping cavity sidewalls. An average loss of less than 0.08 dB per transition was measured with a maximum loss of approximately
0.17 dB in the 2-40 GHz range. The average and maximum values are based on measurement of five identical test structures.

One potential extension of this work could come in the form of through-wafer vertical transitions as suggested in Figure 5.6. Herrick et al. [79] have investigated a three-via vertical interconnect using 90 \( \mu \text{m} \) thick micromachined silicon. In this work, they report an impressive minimum loss per transition of 0.6 dB (at 90 GHz), which when scaled scaled to 30 GHz, is expected to exhibit an insertion loss of less than 0.2 dB. The transition reported here compares favorably to the three-via transition in several ways.

The measured loss per transition of the single-via structure described above exhibits an average loss of only 0.08 dB per transition across the 2-40 GHz band, requiring neither the quarter-wavelength stub nor the capacitive airbridge found in the three-via transition. Even a modest decrease in insertion loss per transition would pay dividends when considering the many transitions need on a given MMIC. In addition, the single-via transition detailed in this chapter is more compact than the three via interconnect with multiple transitions per via possible. These advantages are only potential as further work is necessary to extend the multilevel transition to a thru-wafer vertical interconnect.

![Figure 5.6: Schematic representation of single-via vertical transitions micromachined through multiple silicon wafers.](image)

It is worthy to note some work presently being investigated at Michigan which combines the multilevel transition with a three-via interconnect. The idea behind this
effort is to provide a hermetic package for an RF-MEM switches. In such a scheme, the switch is to be accessed through a combination of a multilevel transition (100 μm deep) with a 100 μm deep three-via vertical interconnect. In this manner both rf and dc is made available to a switch that is established on the opposite side of the wafer. The switch is to be surrounded by a gold-plated rectangle; a similar rectangular pattern is developed on a capping wafer that is to be bonded to the wafer carrying the switch. In such a manner a hermetic seal is to be provided [80].

5.3: Simulation of a DRIE Three-Via Interconnect

Chapter 2 discussed the use of DRIE for silicon micromachining. Part of the attraction of the DRIE process stems from the fact that etching is no longer crystal-orientation dependent, thus allowing a variety of shapes to be realized. Another attractive feature of DRIE is that it is a dry process requiring only a simple photoresist mask. It seems that these features could be exploited in both the multilevel transition/three-via switch package and perhaps in a compact three-via transition.

One potential process flow for developing a three-via deep-etched vertical transition is given in Figure 5.7. In the first step, a Ti metalization (step a) is deposited on the top surface. Apertures are opened in the Ti layer (step b) to be used as windows for subsequent deep etching. In step c, FGC lines are patterned on the top surface. In step d, deep-etched vias originating from the top surface are developed to act as backside alignment keys. Backside IR alignment could be used instead. In step (e), the three-via interconnect is etched and terminates at the bottom of the top layer metalization. Step (f) illustrates the finished product – a metalization has been sputtered and defined photolithographically on the wafer bottom.
Figure 5.7: A proposed process flow for a deep-etched thru-wafer interconnect.

Finally, since there are no micromachined apertures on the top layer, defining additional metalization and/or dielectric layers on the top surface should be straightforward. Even if deep etching is done after developing the circuitry on the top surface, since the etching is
a dry process and is masked by photoresist, the circuitry should be easily protected which may not be the case with anisotropic etching.

To begin to evaluate the electromagnetic behavior of the transition, initial IE3D simulation results are included. The first structure to be simulated resembles that of Figure 5.7f with Figure 5.8 revealing its precise dimensions. Simulation results of this structure are given in Figure 5.9 from which it appears that the transition performs reasonable well up to a few GHz whereupon the amount of signal transmitted begins to steadily drop. To better understand the transition a simple LIBRA-based model was constructed.

In the model, the feed lines (60/40/130) are represented by their 51 Ω impedance. The three-via combination is treated as a separate 200 μm long transmission line. The impedance of this section was determined with MAWELL 2D and found to be roughly 28 Ω. The impedance of this section in considerably lower than that of the feed lines as the via is imbedded in silicon thus increasing the line capacitance. The effective dielectric constant of this section is that of silicon, 11.7.

![Diagram](image)

**Figure 5.8: Schematic representation of a deep-etched thru-wafer interconnect.**
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Figure 5.9: Simulated performance of a deep-etched three-via thru-wafer interconnect.

Since the IE3D model assumed perfect conductors, ideal transmission lines were used in the LIBRA model. With such an element, one is required to enter the line's impedance and electrical length at a given frequency. The 28 Ω via has an electrical length of 0.82° at 1 GHz. Since the via is electrically small in length at 1 GHz, the effects of its lower impedance are not felt. The increase in return loss as frequency increases is due in part to the increasing electrical length of the via, thus making the impedance mismatch between feed line and via more important. Naturally, parasitic reactive elements also play a significant role in the transition's performance. It was felt that if the impedance of the via could be set to that of the feed lines, the return loss would be greatly reduced. Using MAXWELL 2D the dimensions of a near 50 Ω (actually 46.5 Ω) via were established. Back-to-back DRIE-via transitions with the appropriate dimensions were simulated with the results given in Figure 5.10. The design included tapering of the FGC lines to the vias.
Figure 5.10: Simulated performance of an improved version of a deep-etched three-via thru-wafer interconnect. The results are for back-to-back transitions.

A comparison between Figure 5.9 and Figure 5.10 shows a clear improvement in the transition performance. A loss of about 0.1 dB per transition exists at 40 GHz in the improved design. Further modeling including an accurate accounting of both conductive and radiation loss as well as fabrication and testing are necessary to allow definitive analysis of deep-etched transition and to arrive at an optimum design.

As a final note, even if radiation loss becomes a problem in the deep-etched transition, a variety of means may be explored to mitigate the effect. One rather novel means may be to include deep-etched holes around the via to help suppress surface waves. In short, with further investigation the deep-etched thru-wafer interconnect may prove an attractive alternative to the wet-etched three-via interconnect.
CHAPTER 6

MICROMACHINED WAVEGUIDES

6.1: Introduction

The attractive signal transfer properties of hollow metal waveguides as well as the difficulties of manufacturing precise waveguides at THz frequencies were described in chapter 2. A variety of micromachining techniques have been investigated over recent years to alleviate these manufacturing difficulties. In this chapter the properties of three "micromachinable" waveguides are investigated. Two of the guides are realizable through wet anisotropic etching of (001) silicon and are defined by \{111\} planes, with the third of rectangular cross section made possible with DRIE. Measured results of an anisotropically etched silicon diamond waveguide for operation at W-band is given.

6.2: Silicon Micromachined Waveguide Geometries

Three waveguide cross sections that are realizable through silicon micromachining are displayed in Figure 6.1. The rectangular waveguide may be formed through DRIE of silicon or through wet anisotropic etching of (110) oriented silicon as in [11]. Both the silicon diamond waveguide and the silicon hexagonal waveguide evolve quite naturally from the \{111\} crystal planes of anisotropically etched (001) silicon. The propagation
characteristics, demonstrating the dominant mode cutoff frequency of each waveguide, are given in Figure 6.2.

Figure 6.1: Cross sections of three waveguides realizable via silicon micromachining: rectangular waveguide, silicon diamond waveguide and silicon hexagonal waveguide.

Figure 6.2: The propagation characteristic of three waveguides of differing cross section.

Figure 6.2 is based on each waveguide sharing the same broad wall dimension $a$. Furthermore, the rectangular waveguide and the silicon hexagonal waveguide have the
same height, \( b \). The \( c \) and \( b_{\text{dia}} \) dimensions of the silicon hexagonal and diamond waveguides are based on the sloping \{111\} planes of crystalline silicon and are thus defined as \( c = b/(2\sqrt{2}) \) and \( b_{\text{dia}} = a/\sqrt{2} \). In the figure, the insertion loss of each guide is plotted against a normalized frequency, given as the ratio of the frequency to that of the cutoff frequency of the rectangular waveguide.

From the figure, it is clear that for given \( a \) and \( b \) dimensions, the cutoff frequency of the silicon hexagonal guide is roughly 0.85 that of the rectangular waveguide with the cutoff frequency of the silicon diamond waveguide pushed considerably past that of the other two. Differences in the cutoff frequency are of course a result of the variations in cross section. By properly modifying the dimensions of the hexagonal and diamond guides, their cutoff frequencies may be matched to that of a given rectangular guide. More important than the absolute value of the waveguide’s cutoff frequency however is the guide’s single-mode bandwidth. The single-mode bandwidth of the standard rectangular waveguide (\( a=2b \)) is 2:1, that of the silicon hexagonal waveguide is nearly 2:1 and that of the diamond waveguide roughly 1.33:1.

Analytical expressions for the defining parameters of the rectangular waveguide and the silicon diamond waveguide will be given below. Due to the failure to establish a viable transition from a planar line to the silicon hexagonal waveguide (see Chapter 7), we omit any further discussion of this waveguide.

6.2.1: Rectangular Waveguide

The most typical hollow metal waveguide is of rectangular cross section. The characteristics of rectangular waveguide are well understood and are conveniently defined analytically. Signal propagation is carried through transverse electrical (TE)
and/or transverse magnetic (TM) modes in accord with the cross sectional dimensions of the waveguide (see Figure 6.1) and the operating frequency. The cutoff frequencies of the infinite possible TE modes and TM modes are given as follows:

\[
f_{c_{m,n}} = \frac{1}{2\pi \sqrt{\mu \varepsilon}} \sqrt{\left( \frac{m\pi}{a} \right)^2 + \left( \frac{n\pi}{b} \right)^2}.
\]

For TE modes, \( m \) and \( n \) may take on any integer value whereas TM modes are only defined for nonzero values of \( m \) and \( n \). We will focus exclusively on rectangular waveguides with \( a = 2b \), filled by vacuum (\( \mu = \mu_0 \) and \( \varepsilon = \varepsilon_0 \)). Furthermore we will restrict the waveguide to frequencies of single mode operation. In such a case, the cutoff frequency of the single propagating mode is that of the dominant TE\(_{10} \) mode, and given by the following:

\[
f_{c_{1,0}} = \frac{c}{2a}.
\]

Dropping the subscript for simplicity in notation, the propagation constant, guided wavelength, phase velocity and wave impedance of the dominant mode are as follows:

\[
\beta = \sqrt{k^2 - \left( \frac{\pi}{a} \right)^2},
\]

\[
\lambda_g = \frac{2\pi}{\beta},
\]

\[
u_p = \frac{\omega}{\beta},
\]

and,
\[ Z_{TE} = \frac{k}{\beta} \eta. \]

In the above equations the wavenumber (free-space), \( k \), and the intrinsic impedance of free space, \( \eta \) are given as follows:

\[ k = \frac{2\pi f}{c}, \]

and,

\[ \eta = 120\pi. \]

In addition to the wave impedance, \( Z_{TE} \), impedance expressions based on power and current, power and voltage and voltage and current may be defined as follows for a rectangular waveguide [81]:

\[ Z_{pi} = Z_{TE} \frac{\pi^2 b}{8a} \tag{6.1} \]

\[ Z_{pv} = Z_{TE} \frac{2b}{a} \tag{6.2} \]

\[ Z_{vi} = Z_{TE} \frac{\pi b}{2a} \tag{6.3} \]

The availability of analytical expressions for the various parameters of the waveguides presented in this study may aid in modeling waveguide behavior in terms of transmission lines. For this reason, similar expressions for the silicon diamond waveguide will be given in the following section.

6.2.2: Silicon Diamond Waveguide

In expressing the governing equations of the diamond waveguide it is helpful to define a factor \( c_r \), which is simply the ratio of the cutoff frequency of the dominant mode in a
rectangular guide of broad wall dimension \( a \) to that of a diamond guide of corresponding dimension \( a \). (See Figure 6.1). That is,

\[
c_r = \frac{f_{c,\text{rect}}}{f_{c,\text{diamond}}} = 0.685.
\]

The numerical value of 0.685 was determined through the results of full-wave simulation using HFSS. The cutoff frequency, propagation constant and wave impedance of the dominant mode of the silicon diamond guide may then be expressed as follows.

\[
f_{c,\text{diamond}} = \frac{c}{2ac_r},
\]

\[
\beta_{\text{Diamond}} = \sqrt{k^2 - \left(\frac{\pi}{ac_r}\right)^2},
\]

\[
Z_{\text{Diamond}} = \frac{k}{\beta_{\text{Diamond}}} \eta,
\]

and,

\[
Z_{\text{Diamond}} = \eta \left[1 - \left(\frac{f_{c,\text{Diamond}}}{f}\right)^2\right]^{-1/2}.
\]

HFSS simulation has demonstrated that the dominant mode is TE in nature and thus the dominant-mode impedance is that of a TE mode. (See [81] for additional details on the modes of the diamond waveguide.) The phase constant of a W-band diamond waveguide (\( a = 2.540 \) mm) as determined with HFSS, along with a curve computed using the corresponding equation, are given in Figure 6.3. The analytical curve and full-wave simulation results agree within 1% over most of the frequency range suggesting the accuracy of the analytical expression.
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The impedance equations [6.1] through [6.3] of the rectangular waveguide are all simply the wave impedance of the guide multiplied by a constant that depends on the $a$ and $b$ dimensions. It is expected that similar expressions should be available for the silicon diamond waveguide. In the case of the diamond waveguide, the $b_{dia}$ dimension is set by selection of the $a$ dimension and as a result, no independent control of these two dimensions is possible. For this reason, the impedance expressions for the silicon diamond waveguide may be expressed without reference to the cross sectional dimensions. (The effects of the diamond’s dimensions are of course felt in the waveguide’s wave impedance.) The impedance expressions for the silicon diamond waveguide are given as follows:

\[
Z_{\text{Diamond,pi}} = 0.482Z_{\text{Diamond}} \quad [6.4]
\]

\[
Z_{\text{Diamond,pv}} = 1.25Z_{\text{Diamond}} \quad [6.5]
\]

\[
Z_{\text{Diamond,vi}} = 1.292Z_{\text{Diamond}} \quad [6.6]
\]

As an example of the accuracy of the impedance equations, Figure 6.4, displays the voltage-current impedance as determined with equation [6.6] along with the corresponding full-wave simulation results (HFSS). The agreement between the simulated and calculated impedance values is within 1\% throughout most of the single-mode frequency range of the waveguide. Similar agreement exists between HFSS and the corresponding analytical equations for $Z_{\text{Diamond,pi}}$ and $Z_{\text{Diamond,pv}}$. This is true for two reasons. First, the expression for the wave impedance of the diamond waveguide (TE mode) gives the proper form to the impedance curves and second, the scaling factors were selected such that each analytical curve matched that of HFSS at 110 GHz. The
impedance equations [6.1] through [6.6] may be used in circuit modeling of the diamond waveguide as outlined in Appendix E.

**Figure 6.3:** Phase constant of a W-band silicon diamond waveguide (a=2.540 mm) – both full-wave and analytical results are given.

**Figure 6.4:** Voltage-Current impedance (Z\text{vi}) of a diamond waveguide with a = 2.54 mm.
6.3: Measured and Modeled Performance of the Si Diamond Waveguide

6.3.1: Measured results

Initial work in fabricating and testing micromachined waveguides has been carried out. Each waveguide was formed in a split-block manner in which the two halves of the waveguide were anisotropically wet etched in TMAH. The pieces of micromachined silicon (2mm thick) were then diced, cleaned in a "piranha" etch, metalized (Ti/Au – 750 Å /1.1 µm) through sputter deposition and bonded using an Electronic Visions bonder.

The top and bottom halves of the waveguide were aligned using etched pits and glass spheres. Increased undercut due to changing solution concentrations caused the pits in the tested samples to be somewhat larger than expected. Due to the enlarged alignment pits, some misalignment of the top and bottom halves was experienced. Figures 6.5 shows a scanning electron micrograph image of the cross section of a bonded diamond waveguide.

![Figure 6.5: SEM of the cross section of a bonded silicon diamond waveguide. The 64 µm lateral offset between the upper and lower halves is a result of enlarged alignment pits.](image)
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waveguide – roughly 64 μm of misalignment exist between the two portions of the waveguide. The measured results presented later in this chapter are for a waveguide with a misalignment of less than 10 μm. Near perfect alignment is anticipated in a re-fabrication and has been routinely achieved with previous devices.

Diamond waveguides were measured at W-band using a WR-10 based measurement system. To aid in aligning the diamond waveguide to the input and output WR-10 of the measurement system, silicon micromachined flanges were attached to each end of the diamond waveguide. These flanges, mimicking standard waveguide flanges, were micromachined using DRIE. Figures 6.6 and 6.7 displays photographs of micromachined waveguides with attached flanges. Figure 6.8 shows a close-up of a silicon diamond waveguide and Figure 6.9 a close-up of a deep etched WR-3.

Figure 6.6: Photograph of both conventional (the leftmost and rightmost) and micromachined waveguides.
Figure 6.7: Micromachined and conventional (leftmost and rightmost) waveguides.

Figure 6.8: Close-up of a silicon diamond waveguide.

Figure 6.9: Close-up of a DRIE silicon WR-3.
The measurement system was calibrated to the ends of the input and output WR-10 ports using a standard waveguide calibration routine (short, offset short, matched load, and thru). Proper calibration was verified by examining the calibrated response of both the thru line and the short. The thru line exhibited negligible insertion loss and a return loss of better than -50 dB throughout the measurement range of 75-110 GHz. The calibrated response of the waveguide short exhibited a minimum return loss of -0.18 dB and phase = 180° ± 0.03° throughout. Figure 6.10 shows two photographs of the connection of the diamond section with the WR-10 feeds.

![Figure 6.10: Two photographs of the connection of a section of W-band silicon diamond waveguide with conventional machined WR-10 feeds.](image)

The measured response of a section of diamond waveguide of length 2.73 cm and cross sectional dimensions a = 2418 μm, b = 1710 μm is given in Figure 6.11. Clearly present in the insertion loss curve is the typical cutoff behavior of the dominant mode of a waveguide. Using equation 6.11, with a = 2514 μm, we expect a cutoff frequency of ~87.1 GHz which agrees well with the measured data. The standing wave pattern of the return loss is due to the mismatch between the WR-10 ports and the diamond waveguide. The nulls correspond to roughly λg/2 separation between the WR-10 ports, where λg is
the guided wavelength of the diamond waveguide, with reactive elements at the junction

 displacing the nulls slightly from exact $\lambda_d/2$ locations.

Figure 6.11: Measured s-parameters of a section of silicon diamond waveguide with dimensions of $a = 2514 \ \mu m$, $b = 1778 \ \mu m$, and length = 2.73 cm.

Figure 6.12: Passband s-parameters of a section of silicon diamond waveguide with dimensions of $a = 2514 \ \mu m$, $b = 1778 \ \mu m$, and length = 2.73 cm.
Figure 6.12 shows a close-up of the waveguide’s passband. We see that the trend in the return loss is such that its peaks are steadily decreasing with frequency. This is a result of the decreasing impedance of the silicon diamond waveguide with increasing frequency, which thus becomes closer to that of the WR-10 ports.

6.3.2: Modeling of the diamond waveguide and test setup

Scanning electron microscopy and a conventional microscope revealed that the cross sectional dimensions of the measured diamond waveguide were approximately 2514 \( \mu \text{m} \times 1778 \ \mu \text{m (a x b)} \) with a length of 2.73 cm (determined with a caliper). Full-wave simulation of the structure was completed using HFSS. The model consisted of a 2.73 cm section of diamond waveguide with appropriate cross sectional dimensions. Small sections of WR-10 were used to excite the diamond waveguide and the S-parameters de-embedded to the flange of the diamond guide. Such a model mimicked the measured setup (recall a waveguide calibration was used to move the reference plane to the flange of the diamond waveguide).

The conductivity of the walls of the modeled diamond waveguide was adjusted until the simulated insertion loss matched the measured results at the low frequency end of the diamond waveguide’s passband. The frequency range to match simulated and measured insertion loss results was chosen at the low end of the scale as it was felt that parasitics due to imperfect connection between the WR-10 feeds and the diamond waveguide would be not be as critical at that part of the passband. A conductivity of \( 5.0 \times 10^6 \ (\Omega\cdot\text{m})^{-1} \) was found to result in good agreement at the low frequency end. The return and insertion loss of the measured waveguide and the simulated version just described are given in Figure 6.13.
Figure 6.13: Simulated and measured insertion loss of a diamond waveguide \((a = 2514 \ \mu m, b = 1788 \ \mu m, \text{length} = 2.73 \ \text{cm})\). A metal conductivity of \(5.0 \times 10^6 \ (\Omega \cdot \text{m})^{-1}\) was assumed for simulation.

The simulated and measured results of Figure 6.13 agree quite well in form over the waveguide's passband. The magnitude of the insertion loss of the measured guide falls short of the simulated results at higher frequencies. This result is believed to be an artifact of an imperfect connection between the diamond waveguide and the WR-10 feed ports. An example of the importance of the integrity of waveguide connections is demonstrated in Figure 6.14. In the figure, the \(s\)-parameters of a straight section of WR-10 are given for the case in which the guide is connected with two tightened screws at each connection and the case in which one of the screws at one of the connections is slightly loosened. A noticeable variation in the \(s\)-parameter response is evident in both the insertion and return loss results. The amount transmitted in the case in which a single screw is loosened is less, by as much as 0.37 dB, than that in the fully tightened case.
Clearly the quality of the connection can have a significant impact on the measured loss of the waveguide.

![Graph showing return loss and insertion loss for different conditions.]

**Figure 6.14:** S-parameters of a straight section of WR-10. The solid curves display the performance of the waveguide when the flange connections to the excitation guides are properly tightened. The dashed curves give the results when a single connection screw is loosened.

Figure 6.15 displays the loss per guided wavelength as a function of frequency for the diamond waveguide of Figures 6.11 through 6.13. The isolated dots represent results based explicitly on measured insertion loss at the given frequency. These data points do not take into consideration the mismatch that exists between the waveguides and so overestimate the loss. The data points were selected at frequencies at which the return loss exhibited local minima however, and thus inaccuracies due to neglecting the return loss are mitigated. Further discussion of modeling the interconnection of the WR-10 feeds and the diamond waveguide is given in Appendix E.

The curves in Figure 6.15 were generated using insertion loss results from modeling the waveguide in HFSS. In these simulations, the excitation ports were defined to be the
diamond waveguide apertures and thus no mismatch existed in the simulated structures. As mentioned previously, an assumed conductivity of $5.0 \times 10^6 \, (\Omega\cdot m)^{-1}$ was found to match the insertion loss of the measured waveguide quite well at the low frequency end (up to about 93 GHz). For this reason, one of the curves (the solid curve) of Figure 6.15 shows the results of an HFSS simulation of a diamond waveguide assuming this conductivity. The simulated loss curve agrees quite well with the measured data at the low frequency end. A similar simulation was run with an assumed conductivity of $1.0 \times 10^6 \, (\Omega\cdot m)^{-1}$. In this case the simulated waveguide exhibits a higher loss than the measured guide at lower frequencies but is closer to the measured results at the high frequency end.

![Graph showing loss performance of a W-band diamond waveguide](image)

Figure 6.15: Loss performance of a W-band diamond waveguide ($a = 2514 \, \mu m, b = 1788 \, \mu m$). The dots represent loss per guided wavelength results based explicitly on measured insertion loss. The curves represent loss as determined through full-wave simulation for varying conductivities.

It seems quite reasonable that the conductivity of $5.0 \times 10^6 \, (\Omega\cdot m)^{-1}$ is more representative of the actual conductivity of the guide and that the waveguide's higher
frequency performance is obscured to some degree by the imperfect connections at the input and output flanges. Finally in Figure 6.15 simulation results for case of an assumed metal conductivity of $4.1 \times 10^7$ $(\Omega\cdot m)^1$ (that of gold) is given and represents the optimum performance that could be reasonably expected.

The measured performance of the silicon diamond waveguide is compared in Figure 6.16 with that of other transmission lines developed on silicon. The results for the Finite Ground Coplanar (FGC) transmission line and the Micromachined Finite Ground Coplanar (MFGC) transmission line are taken from Table 2.1 of Herrick [9] and represent the best results found in that table. Extrapolated values for the FGC and MFGC were calculated based on conductive loss only. The microshield transmission line has been discussed in [83] and [84] – the results of Figure 6.16 are extrapolated based on the work of Weller [83]. Specifically, the best results of Figure 2.7 of [83] were used; at 40 GHz, the microshield in question exhibited a loss of $\sim 0.3$ dB/cm. The dB/λg value of the microshield was calculated assuming an effective dielectric constant of 1.07 (see relevant curves of [83]).

<table>
<thead>
<tr>
<th>Transmission Line</th>
<th>Frequency</th>
<th>$\alpha$ (dB/cm)</th>
<th>$\alpha$ (dB/λg)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si WR-10</td>
<td>110 GHz</td>
<td>0.12</td>
<td>0.04</td>
<td>[11]</td>
</tr>
<tr>
<td>Si Diamond Waveguide</td>
<td>110 GHz</td>
<td>0.30</td>
<td>0.08 (0.135)</td>
<td>This work</td>
</tr>
<tr>
<td>SU-8 WR-10 (Reduced Height)</td>
<td>110 GHz</td>
<td>1.58</td>
<td>0.5</td>
<td>[32]</td>
</tr>
<tr>
<td>FGC</td>
<td>94 GHz</td>
<td>1.95</td>
<td>0.26</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td>110 GHz</td>
<td>2.108</td>
<td>0.24</td>
<td>Extrapolated</td>
</tr>
<tr>
<td>MFGC</td>
<td>94 GHz</td>
<td>0.80</td>
<td>0.10</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td>110 GHz</td>
<td>0.87</td>
<td>0.12</td>
<td>Extrapolated</td>
</tr>
<tr>
<td>Microshield</td>
<td>110 GHz</td>
<td>0.493</td>
<td>0.13</td>
<td>Extrapolated from [83]</td>
</tr>
</tbody>
</table>

Figure 6.16: Attenuation table of various transmission lines developed on silicon.
The results from the Si micromachined WR-10 are taken from the work of McGrath [11]. The quoted value of 0.04 dB/λg for the silicon WR-10 was actually determined at 100 GHz, but "the measured loss is about 0.04 dB per wavelength across most of the band" [11]. While no value for the loss in dB per unit length was given in the paper, 0.04 dB per wavelength should translate into an attenuation of ~0.11 dB/cm at 110 GHz for a WR-10. The quoted value of 0.135 dB/λg for the diamond waveguide is that taken directly from measurement and 0.08 dB/λg from the assumed conductivity of 5 x 10^6 (Ω-m)^1 that was found to fit the measured data very well at lower frequencies. As evidenced by the values presented in Figure 6.16, the silicon diamond waveguide exhibits attenuation values that are competitive with the best results of planar lines developed on silicon and approach those of the silicon micromachined WR-10.

6.4: Conclusions

The difficulty in conventional manufacturing of THz waveguides has led investigators to explore micromachining techniques to replace conventional fabrication techniques. In this study, the silicon diamond waveguide has been fabricated and tested at W-band and has demonstrated loss performance competitive with (if not superior to) the best results from planar lines on silicon and a silicon WR-10. It is believed that the reported performance of the silicon diamond waveguide was limited by the integrity of the connection of the guide to the test structure and not by the inherent properties of the waveguide itself.

Through polishing to improve surface quality of the waveguide at the flanges and through the use of a flange that would allow tightening, it is believed that the performance of the diamond waveguide should approach its ideal. In an actual system,
the diamond may not need to be connected externally but rather utilize micromachined horn antennas to transmit and receive signals making the interconnection problem moot. To the author's knowledge the results presented herein are the only measured results reported on the silicon diamond waveguide. Interest in the diamond waveguide is evidenced by the work of Shenouda et al. [82] who have reported calculated attenuation curves for the diamond waveguide and measured radiation patterns of horn antennas that evolve naturally from the diamond waveguide.

The limited single-mode bandwidth of the diamond waveguide may be a concern in some systems. While Shenouda et al. [82] have proposed the incorporation of metallic fins within the diamond waveguide as a means to improve bandwidth, fabrication complexities may make development more difficult. A rectangular waveguide exhibits a significantly larger bandwidth than the diamond waveguide and should be characterized by lower loss. Deep reactive ion etching (DRIE) is a means to develop such waveguides in silicon. Figures 6.6, 6.7 and 6.9 show a WR-3 waveguide realized in silicon using DRIE; due to a lack of proper test equipment, the waveguide has not yet been tested. Perhaps the most important issue in developing the deep-etched waveguide is surface roughness. Future measurements should help address the prospect of employing DRIE of waveguides for THz system applications.
CHAPTER 7

PLANAR LINE TO MICROMACHINED WAVEGUIDE TRANSITIONS

7.1: Introduction

There are a variety of means used to couple signals from either coax or from planar
circuitry to waveguides. While considerable work has been done on microstrip-to-
waveguide transitions, comparatively fewer efforts have been made to establish suitable
transitions from waveguide to FGC lines [85],[86]. In this chapter both magnetic and
electric field coupling from an FGC transmission line to a micromachined waveguide are
considered.

Analytical examination of an ideal side-launch magnetic coupling transition is detailed
in the first part of this chapter. While the analytical model provides insight into the
operation of the transition, its approximating nature underscores the need for full-wave
simulation. Converting the idealized transition to a realizable micromachined version
revealed that substrate coupling causes the magnetic-coupled micromachined version to
be impractical. For this reason, an E-plane probe has been developed and is reported in
the later portion of this chapter. Initial results demonstrate the viability of a fully
micromachined version at 100 GHz. While the initial results are encouraging, additional
fabrication challenges exist for extending the transition to true terahertz frequencies.
7.2: Magnetic field coupling

One means of coupling to a waveguide is through the use of a probe that interacts with the magnetic field existing within the guide. The proper orientation of a given probe is dictated by the mode pattern of the field. Below in Figure 7.1 is a schematic diagram of a rectangular waveguide with arrows suggesting the form of the magnetic field of the dominant TE mode (a > b).

![Diagram of waveguide with arrows indicating propagation direction and labels for end-launch and side-launch probes.]

**Figure 7.1:** Schematic representation of coupling to the dominant-mode (via the magnetic field) in a rectangular waveguide using of either an end-launch or a side-launch loop probe.

Two probes are included in the figure, either of which can be used to couple with the magnetic field, and thus with the dominant mode. In both cases shown in the figure, the probe enters the waveguide through the narrow wall and forms a full loop by connection with the bottom wall of the waveguide. The end-launch loop is formed in the direction of propagation (i.e. the axial direction) and the side-launching loop tranverse to the
direction of propagation. Figures 7.2 and 7.3 reveal, as originally envisioned, physically realizable side- and end-launch transitions to a micromachined waveguide. Both transitions rely on the extension of a signal ledge into the guide and upon which a loop is patterned. To begin discussion of magnetic coupling to the waveguide, a simplified model is pursued.

Figure 7.2: “Exploded” view of the originally proposed side-launch transition.

Figure 7.3: Schematic diagram of the originally proposed end-launch transition. A backing wafer could be included to allow for metallization underneath the signal ledge.
7.2.1: "Coaxial FGC" Side-Launching Transition Structure

In this section we consider a rectangular waveguide fed with a fully-shielded FGC line. Simple schematic diagrams of the structure are given in Figures 7.4 and 7.6. Such a structure is chosen as a starting point for several reasons. First, this transition affords the best possibility to form an analytical solution of the problem of achieving efficient signal transfer from the line to the guide. It was hoped that the basic model built on this analytical solution should serve as a guideline to aid in developing the more complex transition of Figure 7.2. A second reason why the structure is attractive as a starting point rests in the fact that it is fully-shielded thus eliminating radiation loss. To further simplify matters, all conductors are considered to be perfectly conducting. By neglecting loss, simulation time is significantly improved; more important is the fact that deembedding along the FGC line to the mouth of the feed will allow us to get an accurate feel for the input impedance at that point.

An accurate accounting of the input impedance at the feed point is of course critical for matching to the transmission line. It has been found that when employing an unshielded line in the waveguide feed structure, a significant portion of the reflected signal may be lost to radiation and thus is unaccounted for in the return loss, as monitored at the excitation port of the FGC line feed. In such cases, deembedding to the mouth of the feed does not give an accurate indication of the input impedance at that point.

A static field analysis using Maxwell 2D (Ansoft HFSS) aided in selecting an appropriate geometry for the coaxial FGC line; a schematic diagram of the chosen geometry is given in Figure 7-5. An impedance of 55 Ω was settled on for the coaxial FGC. This coaxial FGC line was then used to feed a rectangular waveguide as suggested
in Figure 7.6. The top wall of the guide is omitted from the figure for clarity. The position of the loop from the backshort (denoted "\( \ell \)") and the loop's "extension length" (denoted "L") may be varied to help effect a good match between the transmission line and the waveguide. The height of the probe (h) is fixed at half the waveguide height in order to facilitate potential fabrication (see Figure 7.22 for clarification of this point).

**Backshort**

![Backshort Diagram](image)

**Figure 7.4:** Schematic diagram of the initial side-launch structure – a rectangular waveguide fed with an fully shielded FGC line.

![Diagram](image)

**Figure 7.5:** Schematic diagram of the selected coaxial FGC line.
Figure 7.6: Schematic diagram illustrating the parameters used to match the FGC line to the waveguide. The top wall of the waveguide has been omitted for clarity.

7.2.2: Analytical Analysis of the Coaxially-fed Side-Launching Loop

The analysis that follows draws heavily from the work of Harrington [87]. Figure 7.7 offers additional views of the side-launching transition depicted in Figure 7.6 and will serve as aid during our analytical analysis. The waveguide has the cross-sectional dimensions of width $a$ and height $b$, with the magnetic probe considered to lie exclusively in the $z = 0$ cross-section.

Figure 7.7: Top and axial views of a coax-to-waveguide feed that utilizes magnetic field coupling via a side-launching loop.
For this transition to operate, a backshort is placed at \( z = -\ell \) and it is assumed that the guide has a matched termination at \( z = +\infty \). Since the boundary conditions that we will invoke are based upon the transverse (i.e. the x and y) components of the electromagnetic field, we write:

\[
\tilde{E}_{i}^+ = \sum_{i} \frac{V_i}{1 + \Gamma_i^+} \left( e^{-\gamma_i z} + \Gamma_i^+ e^{\gamma_i z} \right) \hat{e}_i
\]  \[7.1\]

and

\[
\tilde{H}_{i}^+ = \sum_{i} \frac{V_i Y_i}{1 + \Gamma_i^+} \left( e^{-\gamma_i z} - \Gamma_i^+ e^{\gamma_i z} \right) \hat{h}_i
\]  \[7.2\]

for the \( z \geq 0 \) region.

The following define the symbols in the above equations:

- \( \tilde{E} \equiv \) electric field,
- \( \tilde{H} \equiv \) magnetic field,
- \( t \equiv \) transverse component,
- \( + \equiv +z \) component or coefficient,
- \( V_i \equiv \) mode voltage of the \( i^{th} \) mode,
- \( \Gamma_i^+ \equiv +z \) reflection coefficient for the \( i^{th} \) mode referred to \( z=0 \),
- \( \gamma_i \equiv \) propagation constant for the \( i^{th} \) mode,
- \( Y_i \equiv \) characteristic admittance of the \( i^{th} \) mode,
- \( \hat{e}_i \equiv \) electric field mode function of the \( i^{th} \) mode, and
- \( \hat{h}_i \equiv \) magnetic field mode function of the \( i^{th} \) mode.

In a similar fashion for the \( z \leq 0 \) region, we have:
\[
\vec{E}_t^- = \sum_i \frac{V_i}{1+\Gamma_i^-} \left( e^{\gamma_i^- z} + \Gamma_i^- e^{-\gamma_i^- z} \right) \hat{e}_i
\]

and

\[
\vec{H}_t^- = -\sum_i \frac{V_i Y_i}{1+\Gamma_i^-} \left( e^{\gamma_i^- z} - \Gamma_i^- e^{-\gamma_i^- z} \right) \hat{h}_i.
\]

It should be noted that the \(1 + \Gamma\) factor in the denominator of equations [7.1] through [7.4] has been added to simplify the expressions ensuring continuity of the transverse component of the electric field at \(z = 0\). This is illustrated by recalling that the \(\Gamma_i\)'s have \(z = 0\) as their reference plane. That is,

\[
\vec{E}_t^+(z = 0) = \sum_i \frac{V_i}{1+\Gamma_i^+} \left( e^{-\gamma_i^+ z} + \Gamma_i^+ e^{-\gamma_i^+ z} \right) \hat{e}_i = \sum_i V_i \hat{e}_i
\]

and

\[
\vec{E}_t^-(z = 0) = \sum_i \frac{V_i}{1+\Gamma_i^-} \left( e^{-\gamma_i^- z} + \Gamma_i^- e^{-\gamma_i^- z} \right) \hat{e}_i = \sum_i V_i \hat{e}_i.
\]

The boundary condition for the transverse component of the magnetic field in the cross-section of the probe states that

\[
\vec{J}_s = \hat{u}_z \times \left( \vec{H}_t^+ - \vec{H}_t^- \right) \bigg|_{z=0}
\]

where \(\vec{J}_s\) is simply the current in the \(z = 0\) cross-section and exists on the loop probe.

Inserting equations [7.2] and [7.4] into equation [7.5] we find that,

\[
\vec{J}_s = \hat{u}_z \times \left( \sum_i \frac{V_i Y_i}{1+\Gamma_i^+} (1 - \Gamma_i^+) \hat{h}_i + \sum_i \frac{V_i Y_i}{1+\Gamma_i^-} (1 - \Gamma_i^-) \hat{h}_i \right)
\]

or simply.
\[ \bar{J}_s = \hat{u}_z \times \left( \sum_i V_i Y_i \left( \frac{1 - \Gamma_i^-}{1 + \Gamma_i^-} + \frac{1 - \Gamma_i^+}{1 + \Gamma_i^+} \right) \hat{n}_i \right). \]  [7.6]

Now let's scalar multiply both sides by \( \hat{e}_i \), thus obtaining for each mode \( i \):

\[ -\bar{J}_s \cdot \hat{e}_i = V_i Y_i \left( \frac{1 - \Gamma_i^-}{1 + \Gamma_i^-} + \frac{1 - \Gamma_i^+}{1 + \Gamma_i^+} \right) e_i^2. \]

One property of the normalized mode vector is that (see page 383 of [87])

\[ \int_s e_i^2 ds = 1. \]  [7.7]

Therefore, integrating over the \( z = 0 \) cross-section for a single mode, we find that

\[ -\int_s \bar{J}_s \cdot \hat{e}_i ds = V_i Y_i \left( \frac{1 - \Gamma_i^-}{1 + \Gamma_i^-} + \frac{1 - \Gamma_i^+}{1 + \Gamma_i^+} \right). \]  [7.8]

From the above series of equations we see that the fields can be completely determined if the excitation source \( \bar{J}_s \) and the mode reflection coefficients are known. That is, the mode voltages may be determined from [7.8] and then used in [7.1] through [7.3]. This will not be our approach however as we will derive a value for the input impedance based on an assumed current distribution and the known mode vectors.

The stationary formulation for the input impedance yields the result that

\[ Z_{in} = -\frac{1}{I_{in}^2} \int_s \bar{E} \cdot \bar{J}_s ds \]  [7.9]

where the integration is over the \( z = 0 \) cross-section and \( I_{in} \) refers to the input current at
\[ x = 0. \text{ Since } \vec{I}_s \text{ has only a transverse component (i.e. no z component), the transverse electric field is the only component of the electric field that would survive in the dot product of equation [7.9] and is given by:} \]

\[ \vec{E}_t \bigg|_{z=0} = \sum_i V_i \hat{e}_i. \quad [7.10] \]

Recognizing that \( \hat{u}_x \times \hat{h}_i = -\hat{e}_i \), we find using equations [7.6] and [7.10], that equation [7.9] may be recast as

\[ Z_{in} = \frac{1}{l_{in}^2} \int_s \sum_i V_i^2 Y_i \left( \frac{1 - \Gamma_i^-}{1 + \Gamma_i^-} + \frac{1 - \Gamma_i^+}{1 + \Gamma_i^+} \right) e_i^2 ds. \]

Once again invoking equation [7.7], we have

\[ Z_{in} = \frac{1}{l_{in}^2} \sum_i V_i^2 Y_i \left( \frac{1 - \Gamma_i^-}{1 + \Gamma_i^-} + \frac{1 - \Gamma_i^+}{1 + \Gamma_i^+} \right). \quad [7-11] \]

Solving equation [7.8] for \( V_i \) and recognizing \( 1/Y_i \) as the characteristic impedance of mode \( i \), denoted \( Z_i \), we may write that

\[ V_i = -\frac{Z_i \int_s \vec{J}_s \cdot \hat{e}_i ds}{\frac{1 - \Gamma_i^-}{1 + \Gamma_i^-} + \frac{1 - \Gamma_i^+}{1 + \Gamma_i^+}}. \]

Using this result in equation [7.11] we arrive at a stationary formula for the input impedance of a zero-thickness (i.e. probe with negligible axial dimension) coax-to-waveguide feed, (equation 8-143 of [87]) namely,
Equation [7.12] may be recast by noting that the plus and minus wave impedances of the
ith mode referred to z = 0 are as follows:

\[ \hat{Z}_i^+ = Z_i \frac{1 + \Gamma_i^+}{1 - \Gamma_i^+} \]  \hspace{1cm} [7.13]

and

\[ \hat{Z}_i^- = Z_i \frac{1 + \Gamma_i^-}{1 - \Gamma_i^-} \]  \hspace{1cm} [7.14]

These results are derived as follows by considering continuity of the wave impedance at
the z = 0 interface. For instance, in the z ≥ 0 region,

\[ Z_i^+(z) = \frac{E_i^+(z)}{H_i^+(z)} = \frac{V_i}{1 + \Gamma_i^+} \left( e^{-\gamma z} + \Gamma_i^+ e^{\gamma z} \right) \]

Evaluating the above expression at z = 0 we obtain expression [7.13]; and in a similar
fashion from \( \hat{Z}_i^- \), expression [7.14].

Now let's take the parallel combination of the + and − impedances at z = 0. That is,

\[ \hat{Z}_i^+ \parallel \hat{Z}_i^- = \frac{\hat{Z}_i^+ \hat{Z}_i^-}{\hat{Z}_i^+ + \hat{Z}_i^-} \]

which can be rewritten as follows:
\[ \hat{Z}_i^+ \parallel \hat{Z}_i^- = Z_i \frac{\frac{(1+\Gamma_i^+)(1+\Gamma_i^-)}{(1-\Gamma_i^+)(1-\Gamma_i^-)} + \frac{(1+\Gamma_i^-)(1+\Gamma_i^-)}{(1+\Gamma_i^-)(1-\Gamma_i^-)}}{\frac{(1+\Gamma_i^-)(1-\Gamma_i^-)}{(1+\Gamma_i^-)(1-\Gamma_i^-)}}. \]

And thus,

\[ \hat{Z}_i^+ \parallel \hat{Z}_i^- = Z_i \frac{(1+\Gamma_i^+)(1+\Gamma_i^-)}{(1+\Gamma_i^-)(1-\Gamma_i^-) + (1+\Gamma_i^-)(1-\Gamma_i^-)}. \]  \hfill (7.15)

Now the denominator of equation (7.12) may be arranged as follows:

\[ \frac{1-\Gamma_i^- + 1-\Gamma_i^+}{1+\Gamma_i^- + 1+\Gamma_i^+} = \left[ \frac{(1+\Gamma_i^+)(1+\Gamma_i^-)}{(1+\Gamma_i^-)(1-\Gamma_i^-) + (1+\Gamma_i^-)(1-\Gamma_i^-)} \right]^{-1}. \]

Thus equation (7.12) can be rewritten as

\[ Z_{in} = \frac{1}{\Gamma_{in}^2} \sum_i \left( \int \tilde{J}_s \cdot \hat{e}_i ds \right)^2 \frac{(1+\Gamma_i^+)(1+\Gamma_i^-)}{(1+\Gamma_i^-)(1-\Gamma_i^-) + (1+\Gamma_i^-)(1-\Gamma_i^-)}, \]

which using equation (7.15) leads finally to

\[ Z_{in} = \sum \left( \frac{1-\Gamma_i^-}{\Gamma_i^-} - \frac{1-\Gamma_i^+}{\Gamma_i^+} \right). \]

\hfill (7.16)

Equation (7.16) suggests, as Harrington ([87] p. 427) points out, the result that the \( z > 0 \) and \( z < 0 \) guides appear in parallel for each mode. We now take departure from Harrington's analysis to investigate the effects of the backshort that exists at \( z = -\ell \) (see Figure 7.7).
We will concern ourselves with the effects of the backshort on \( Z_i^-(z) \), and then transfer its effects via boundary conditions at the \( z = 0 \) interface.

In the region \( z \leq 0 \),

\[
Z_i^-(z) = -\frac{E_i^-(z)}{H_i^-(z)} = \frac{V_i}{1 + \Gamma_i^-(z)} \left( e^{\gamma_i z} + \Gamma_i^-(z) e^{-\gamma_i z} \right) \frac{V_i Y_i}{1 + \Gamma_i^-(z)} \left( e^{\gamma_i z} - \Gamma_i^-(z) e^{-\gamma_i z} \right).
\]

This may be expressed as follows:

\[
Z_i^-(z) = Z_i \frac{e^{\gamma_i z} + \Gamma_i^-(z) e^{-\gamma_i z}}{e^{\gamma_i z} - \Gamma_i^-(z) e^{-\gamma_i z}}. \tag{7.17}
\]

From equation (7.17) it is clear that we must determine the minus reflection coefficient for each mode as a function of \( z \) (in the \( z \leq 0 \) region). To aid in this effort, consider the following figure (Figure 7.8) that depicts the \( z \leq 0 \) region as a uniform transmission line with characteristic impedance \( Z_i \) and propagation constant \( \gamma_i \), each corresponding to the mode \( i \). The line is terminated with a load impedance \( Z_L \) located at \( z = -l \).

![Figure 7.8: A transmission line representation of the z \leq 0 region of the waveguide.](image-url)
The excitation source, namely the loop as depicted in Figure 7.7, lies in the $z = 0$ cross-section. The incident wave in the $z \leq 0$ region (i.e. that incident on the load) may thus be expressed as follows:

$$\text{Incident Wave} \equiv V_i^- e^{j\gamma_i z}.$$  

Any mismatch that exists between the line and the load impedance produces a reflected wave that may be expressed as:

$$\text{Reflected Wave} \equiv V_i^+ e^{-j\gamma_i z}.$$  

It is important to note that $V_i^+$ and $V_i^-$ are both referenced to $z = 0$ to be in accord with the stationary impedance formulation detailed above. The total voltage and current on the line (again, in the $z \leq 0$ region) of the $i$th mode may be expressed as:

$$V_i^{z \leq 0}(z) = V_i^+ e^{-j\gamma_i z} + V_i^- e^{j\gamma_i z}$$

and

$$I_i^{z \leq 0}(z) = \frac{V_i^+}{Z_i} e^{-j\gamma_i z} - \frac{V_i^-}{Z_i} e^{j\gamma_i z}$$

respectively. The total voltage and current are related at the load by the load impedance as shown below. That is,

$$Z_L = \frac{V_i^{z \leq 0}(-\ell)}{I_i^{z \leq 0}(-\ell)} = \frac{V_i^+ e^{j\gamma_i \ell} + V_i^- e^{-j\gamma_i \ell}}{V_i^+ e^{j\gamma_i \ell} - V_i^- e^{-j\gamma_i \ell}}$$

or,

$$Z_L = Z_i \frac{V_i^+ e^{j\gamma_i \ell} + V_i^- e^{-j\gamma_i \ell}}{V_i^+ e^{j\gamma_i \ell} - V_i^- e^{-j\gamma_i \ell}}.$$  

Rearranging the above equation we find that
\[ Z_L \left( V_i^+ e^{j \gamma_i} - V_i^- e^{-j \gamma_i} \right) = Z_i \left( V_i^+ e^{j \gamma_i} + V_i^- e^{-j \gamma_i} \right) \]

or,

\[ V_i^+ e^{j \gamma_i} (Z_L - Z_i) = V_i^- e^{-j \gamma_i} (Z_L + Z_i). \]

Recalling that \( V_i^+ \) corresponds to the reflected wave in this case, it is true that

\[ \frac{V_i^+ e^{j \gamma_i}}{V_i^- e^{-j \gamma_i}} = \frac{Z_L + Z_i}{Z_L - Z_i} = \Gamma_i^- (z = -\ell). \]

In the case of Figure 7.7, \( Z_L = 0 \) and therefore,

\[ \Gamma_i^- (z = -\ell) = \frac{V_i^+ e^{j \gamma_i}}{V_i^- e^{-j \gamma_i}} = -1. \]  \[ (7.18) \]

Equation [7.18] may be rearranges to reveal that

\[ V_i^+ = -V_i^- e^{-j 2 \gamma_i}. \]  \[ (7.19) \]

Equation [7.17] calls for a knowledge of the \( \Gamma_i^- \)’s; at \( z = 0 \),

\[ \Gamma_i^- (z = 0) = \frac{V_i^+}{V_i^-} = -e^{-j 2 \gamma_i}. \]  \[ (7.20) \]

Making use of equation [7.19] for the \( z \leq 0 \) region we find that,

\[ \Gamma_i^- (z) = \frac{V_i^+ e^{-j \gamma_i z}}{V_i^- e^{j \gamma_i z}} = \frac{-V_i^- e^{-j 2 \gamma_i \ell} e^{-j \gamma_i z}}{V_i^- e^{j \gamma_i z}}. \]

Simplifying the above equation we arrive at the following:

\[ \Gamma_i^- (z) = e^{-j \gamma_i z}. \]  \[ (7.21) \]

It is clear that expression [7.21] satisfies both [7.18] and [7.20]. Inserting equation [7.21] into [7.17], we find that
\[ Z_i(z) = Z_i \frac{e^{\gamma_i z} - e^{-j2\gamma_i(z+\ell)}e^{-\gamma_i z}}{e^{\gamma_i z} + e^{-j2\gamma_i(z+\ell)}e^{-\gamma_i z}} . \]

This leaves us with the following expression for the wave impedance of the i\(^{th}\) mode as a function of z in the \(z \leq 0\) region:

\[ Z_i^-(z) = Z_i \frac{e^{\gamma_i z} - e^{-j2\gamma_i(3z+2\ell)}}{e^{\gamma_i z} + e^{-j2\gamma_i(3z+2\ell)}} . \]  \[\text{[7.22]}\]

When evaluated at \(z = 0\), equation [7.22] reduces to the following expression:

\[ Z_i^-(z = 0) = \hat{Z}_i^+ = Z_i \frac{1 - e^{-j2\gamma_i\ell}}{1 + e^{-j2\gamma_i\ell}} . \]  \[\text{[7.23]}\]

We assume that the waveguide is matched in the \(z \geq 0\) region and thus all \(\Gamma_i^+\)'s = 0. This implies that (see equation [7.13]),

\[ \hat{Z}_i^+ = Z_i \] for all \(i\).

Thus equation [7.16] may be recast to reveal that

\[ Z_{in} = \frac{1}{l_{in}} \sum_i \left( \int_{\Gamma} \vec{J}_s \cdot \hat{e}_i d\Gamma \right)^2 Z_i \parallel \hat{Z}_i^- . \]  \[\text{[7.24]}\]

Let us further assume that the only propagating mode is the dominant mode (\(i = 0\) mode), that is, we are operating in the waveguide's proscribed single-mode frequency band. Under such an assumption the following are true:

\[ Z_i \] is real for \(i = 0\)

and

\[ Z_i \] is imaginary for all \(i \neq 0\).

Consider again equation [7.23], and replacing \(2\gamma_i\ell\) with \(\theta\), we find that
\[ Z_i(z = 0) = \hat{Z}_i = \frac{1 - e^{-j\theta}}{1 + e^{-j\theta}}. \]

This expression may be expanded and then simplified as follows:

\[ \hat{Z}_i = Z_i \frac{1 - e^{-j\theta}}{1 + e^{-j\theta}} = Z_i \frac{[1 - \cos(\theta)] + j\sin(\theta)}{[1 + \cos(\theta)] - j\sin(\theta)}. \]

Multiplying by the complex conjugate of the denominator and continuing from there we find that,

\[ \hat{Z}_i = Z_i \frac{1 - \cos^2(\theta) + j2\sin(\theta) - \sin^2(\theta)}{[1 + \cos(\theta)]^2 + \sin^2(\theta)}. \]

We can manipulate the above equation to reveal that

\[ \hat{Z}_i = Z_i \frac{j2\sin(\theta)}{2[1 + \cos(\theta)]} = jZ_i \frac{2\sin\left(\frac{\theta}{2}\right)\cos\left(\frac{\theta}{2}\right)}{2\cos^2\left(\frac{\theta}{2}\right)} = jZ_i \tan\left(\frac{\theta}{2}\right), \]

and thus,

\[ \hat{Z}_i = jZ_i \tan(\gamma_i \ell). \quad \text{[7.25]} \]

Returning to equation [7.24], we see that the parallel combination of \( Z_i \) and \( \hat{Z}_i \) is of interest, and which, using [7.25], may be expressed in a convenient form as demonstrated below. Namely,

\[ Z_i \parallel \hat{Z}_i = Z_i \parallel jZ_i \tan(\gamma_i \ell) = \frac{jZ_i^2 \tan(\gamma_i \ell)}{Z_i + jZ_i \tan(\gamma_i \ell)} \]

or,

\[ Z_i \parallel \hat{Z}_i = Z_i \frac{\tan^2(\gamma_i \ell)}{1 + \tan^2(\gamma_i \ell)} + jZ_i \frac{\tan(\gamma_i \ell)}{1 + \tan^2(\gamma_i \ell)}. \]
We may further simplify the previous equation to reveal that,

\[ Z_i \| \hat{Z}_i^- = Z_i \sin^2(\gamma_i \ell) + jZ_i \frac{1}{2} \sin(2\gamma_i \ell) \, . \]  \[7.26\]

The parallel combination of the impedances exhibits the following properties:

\[ Z_i \| \hat{Z}_i^- = 0 \text{ when } \gamma_i \ell = n\pi \text{ where } n = 0, 1, 2, 3, \ldots \]

\[ Z_i \| \hat{Z}_i^- = Z_i \text{ when } \gamma_i \ell = \frac{m\pi}{2} \text{ where } m = 1, 3, 5, \ldots \]

or,

\[ Z_i \| \hat{Z}_i^- = 0 \text{ when } \ell = n\frac{\lambda_{gi}}{2} \text{ where } n = 0, 1, 2, 3, \ldots \]

\[ Z_i \| \hat{Z}_i^- = Z_i \text{ when } \ell = m\frac{\lambda_{gi}}{4} \text{ where } m = 1, 3, 5, \ldots \]

The above conditions reveal that we may short out a given mode by locating the loop an integer number of half-wavelengths (for the given mode) from the backshort. By placing the loop an odd integer number of quarter-wavelengths for the given mode from the backshort, we are left with simply the mode impedance. Of course, in the general case, each mode will contribute to both the real and imaginary portions of the input impedance.

We now may rewrite [7.24] as

\[ Z_{in} = \frac{1}{l_{in}^2} \sum Z_i \left( \int \ddot{J}_s \cdot \ddot{\varepsilon}_i \, ds \right)^2 \left( Z_i \sin^2(\gamma_i \ell) + jZ_i \frac{1}{2} \sin(2\gamma_i \ell) \right) \, . \]  \[7.27\]

As long as there are no obstacles in the guide near the feed, we may assume that \( \Gamma_i^- = \Gamma_i^+ = 0 \) for all \( i \neq 0 \) as the \( i \neq 0 \) modes are evanescent in the frequency range.
considered and thus will rapidly decay from the $z = 0$ cross-section. This implies that, in accord with [7.13] and [7.14],
\[
\hat{Z}_i^+ = \hat{Z}_i^- = Z_i \quad \text{for } i \neq 0
\]
and
\[
\hat{Z}_i^+ \parallel \hat{Z}_i^- = \frac{Z_i}{2} \quad \text{for } i \neq 0.
\]

Now let's define "n" as does Harrington ([87] p. 427), namely,
\[
n^2 = \frac{1}{L_{in}^2} \left( \int_s \vec{j}_s \cdot \hat{e}_0 \, ds \right)^2.
\]  
[7.28]

With the help of [7.28], equation [7.27] may be expressed as,
\[
Z_{in} = n^2 \left[ Z_0 \sin^2 (\gamma_0 \ell) + jZ_0 \frac{1}{2} \sin (2\gamma_0 \ell) \right] + \frac{1}{L_{in}^2} \sum_{i \neq 0} \left( \int_s \vec{j}_s \cdot \hat{e}_i \, ds \right)^2 \frac{Z_i}{2}.
\]  
[7.29]

This expression for the input impedance may be broken up into its real and imaginary components as follows. Recalling that all $Z_i$ for $i \neq 0$ are imaginary, we may write
\[
R_{in} = n^2 Z_0 \sin \theta.
\]  
[7.30]

and
\[
X_{in} = -n^2 Z_0 \sin (2\gamma_0 \ell) + \frac{1}{L_{in}^2} \sum_{i \neq 0} \left( \int_s \vec{j}_s \cdot \hat{e}_i \, ds \right)^2 \frac{Z_i}{2}.
\]  
[7.31]

Our next step is to consider the current distribution on the probe. Before doing so however we express the input impedance in the rather general form from which we will build an equivalent circuit. Specifically,
\[ Z_{in} = n^2 Z_0 \parallel \hat{Z}_0 - jX \]  

where

\[ X = \frac{1}{I_{in}^2} \sum_{i \neq 0} \left( \int_{S_i} j \mathbf{J}_s \cdot \mathbf{\hat{e}}_i ds \right)^2 |Z_i \parallel \hat{Z}_i| . \]

From equation (7.32), the following equivalent circuit (Figure 7.9) for the transition may be constructed (and is similar to that given in Harrington [87] Figure 8-26a). We see that the factor \( n \) may be considered as the turns ratio of a transformer. It should be kept in mind that the transforming action on the parallel combination of the dominant mode impedances results in a contribution to both the real and imaginary parts of \( Z_{in} \) as, while \( Z_0 \) is purely real, \( \hat{Z}_0 \) is in general imaginary.

**Figure 7.9:** An equivalent circuit for the side-launching waveguide transition.

To determine the turns ratio \( n \), we must obtain an expression for \( \mathbf{I}_s \), the current existing on the loop. In Figure 7.10 below, the schematic diagram of Figure 7.7 is given with the addition of a few key dimensions to aid in our description of \( \mathbf{I}_s \).
Figure 7.10: Top and axial views of a coax-to-waveguide feed that utilizes magnetic field coupling via a side-launching loop.

We divide the probe into sections AB and BC corresponding to the $\hat{x}$ and $\hat{y}$ components of the probe (and thus current) respectively. We consider the case in which the current is assumed to be cosinusoidal.

For section AB,

$$\tilde{J}_{AB} = \begin{cases} 
\hat{x}\cos(k(L + h - x))\delta(y - h)\delta(z) & 0 \leq x \leq L \\
0 & \text{otherwise}
\end{cases}$$  \[7.33\]

and for section BC,

$$\tilde{J}_{BC} = \begin{cases} 
\hat{y}\cos(ky)\delta(x - L)\delta(z) & 0 \leq y \leq h \\
0 & \text{otherwise}
\end{cases}$$  \[7.34\]

where $k = 2\pi\lambda$ is the wavenumber of free space.

The dominant mode (TE$_{10}$) vector, in the case of a rectangular waveguide of cross-section dimensions as depicted in Figures 7.10 (a>b), may be expressed as follows:
\[ \hat{e}_0 = \frac{\tilde{E}_{t_i=0}}{V_0} = \hat{y} \frac{E_t \sin \left( \frac{\pi x}{a} \right)}{bE_t} = \hat{y} \frac{1}{b} \sin \left( \frac{\pi x}{a} \right). \]

A discussion of mode voltages, currents and vectors may be found in [87] (pp. 71-72 and 383-388) and [88] (pp. 316-319).

Now,

\[ I_{in} = \left| \overrightarrow{\bar{J}}_s \right|_{x=0, y=h, z=0} = \cos \left[ k(L + h) \right]. \tag{7.35} \]

Therefore from equation [7.28], we may write that

\[ n^2 = \frac{1}{\cos^2 \left[ k(L + h) \right]} \left( \int_{s} (\overrightarrow{\bar{J}}_{AB} + \overrightarrow{\bar{J}}_{BC}) \cdot \hat{e}_0 ds \right)^2. \]

We note that the current in arm AB, \( \overrightarrow{\bar{J}}_{AB} \), does not interact with the dominant mode defined by the mode vector \( \hat{e}_0 \) (i.e. \( \overrightarrow{\bar{J}}_{AB} \cdot \hat{e}_0 = 0 \)). Therefore the expression for the turns ratio simplifies as follows:

\[ n^2 = \frac{1}{\cos^2 \left[ k(L + h) \right]} \left( \int_{s} \overrightarrow{\bar{J}}_{BC} \cdot \hat{e}_0 ds \right)^2. \tag{7.36} \]

The question may arise as to with which modes the current in arm AB would interact. \( \overrightarrow{\bar{J}}_{AB} \) creates an electric filed in the \( \hat{x} \) direction. Modes having components in such a direction would be \( \text{TE}_{nm} \) where \( m \neq 0 \), and all TM modes. Since such modes are at best evanescent in the frequency range of interest, their effect would only be felt in terms of the reactive component of the input impedance, and will be considered shortly. Substituting [7.34] into [7.35] and taking the square root, we are left with the following:
\[ n = \frac{1}{\cos[k(L + h)]} \int_0^a \int_0^b \hat{y} \cos(ky) \delta(x - L) \delta(z) \cdot \hat{y} \frac{1}{b} \sin \left( \frac{\pi x}{a} \right) dx dy. \]

Since we are integrating in the \( z = 0 \) cross-section, \( \delta(z) \) in effect drops out of the equation. The integration with respect to \( x \) will also be conveniently evaluated due to the \( \delta(x - L) \) factor. Finally the evaluation range of the \( y \) integration is reduced to \( 0 \) to \( h \) – the extent of the BC arm. This leaves us with:

\[ n = \frac{1}{b \cos[k(L + h)]} \int_0^a \sin \left( \frac{\pi x}{a} \right) \delta(x - L) dx \int_0^h \cos(ky) dy \]

which may be evaluated as follows:

\[ n = \frac{1}{b \cos[k(L + h)]} \left[ \frac{\sin \left( \frac{\pi L}{a} \right)}{k} \right]_0^h \]

or,

\[ n = \frac{1}{b k \cos[k(L + h)]} (\sin(kh)). \]

Finally we find that

\[ n^2 = \frac{1}{b^2} \left[ \frac{\sin \left( \frac{\pi L}{a} \right) \sin(kh)}{k \cos[k(L + h)]} \right]_0^h. \quad [7.37] \]

From equation [7.29] we find that
\[ Z_{in} = \frac{1}{b^2} \left[ \sin \left( \frac{\pi L}{a} \right) \sin (kh) \right]^2 \left[ Z_0 \sin^2 (\gamma_i \ell) + jZ_0 \frac{1}{2} \sin (2\gamma_i \ell) \right] \]

\[ + \frac{1}{l_{in}^2} \sum_{i \neq 0} \left( \int_{x} f_s \cdot \hat{e}_i ds \right)^2 \frac{Z_i}{2}. \]  

[7.38]

To utilize [7.38] we must evaluate the variables that comprise the equation. Since we are considering a frequency range in which the dominant mode is propagating

\[ \gamma_0 = j\beta_0 = jk \sqrt{1 - \left( \frac{f_{c0}}{f} \right)^2}, \]

where, assuming free space to be the dielectric filling the waveguide, the wavenumber \( k \) is given by

\[ k = \omega \sqrt{\varepsilon_0 \mu_0}. \]

The cutoff frequency of a rectangular waveguide is given by:

\[ f_c = \frac{1}{2 \sqrt{\varepsilon_0 \mu_0}} \sqrt{\left( \frac{m}{a} \right)^2 + \left( \frac{n}{b} \right)^2}, \]

which for the dominant mode (TE_{10}, i.e. \( m = 1, n = 0 \)) is simplified to reveal that

\[ f_{c0} = \frac{1}{2a \sqrt{\varepsilon_0 \mu_0}}. \]

The characteristic wave impedance of the dominant mode when \( f > f_{c0} \) is:

\[ Z_0 = \frac{\eta}{\sqrt{1 - \left( \frac{f_{c0}}{f} \right)^2}}, \]

where \( \eta \) is the characteristic wave impedance in free space \( \eta = \sqrt{\mu_0 / \varepsilon_0} = 377 \, \Omega \).
For the evanescent modes (i.e. $f < f_{ci}$),

$$
\gamma_i = \alpha_i = k_{ci} \sqrt{1 - \left( \frac{f}{f_{ci}} \right)^2}
$$

where the cutoff wavenumber, $k_{ci}$, is given by

$$
k_{ci} = 2\pi f_{ci} \sqrt{\varepsilon_{o} \mu_{o}}.
$$

The characteristic wave impedance of the $i^{th}$ mode (again evanescent as $f < f_{ci}$) may be expressed as follows:

$$
Z_i = j \frac{\eta}{\sqrt{\left( \frac{f_{ci}}{f} \right)^2 - 1}}.
$$

We now plot, in Figure 7.11, the input resistance and input reactance of the coax-to-waveguide transition as a function of loop distance to the backshort (i.e. $\ell$ is varied while keeping all other geometrical parameters constant). The chosen frequency is 94 GHz which is within single-mode frequency range of the waveguide. The chosen parameters are as follows, $a = 2540 \, \mu m$, $b = 800 \, \mu m$, and $L = 1270 \, \mu m$ (i.e. $L = a/2$). It is important to note that the results in Figure 7.11 are arrived at considering only dominant mode propagation. Having completed a “first-order” look at the input impedance of the coax-to-waveguide transition as a function of the distance of the loop to the backshort, we turn to full-wave analysis using HFSS to corroborate our results.
Figure 7.11: The predicted input resistance of the coax-to-waveguide feed versus loop distance from the backshort for an assumed cosinusoidal current distribution. Only the dominant mode is considered.

7.2.3: Simulated Results – Coaxial FGC-to-Rectangular Waveguide Transition

Full wave simulations of the coaxial FGC-to-waveguide transition (see Figures 7.4 and 7.5 for details) were accomplished with HFSS. The loop is extended through the narrow wall as in Figure 5.7 to a distance of a/2. A plot of the cross-section is given in Figure 7.12 below.

Figure 7.12: Axial view of probe used for the full-wave results given in Figure 7.13.
Figures 7.13 and 7.14 are plots of the input resistance and reactance at 94 GHz versus probe distance to the backshort (i.e. "\( \theta \)" in Figure 7.6) respectively. Included in the plots are the analytical results of Figure 7.11. The full-wave results in these plots were constructed by simulating the s-parameters of the structure for each "\( \theta \)" (from \(-0.5\) mm to \(4\) mm in steps of \(0.1\) mm), deembedding along the FGC line to the "feed point," and using the magnitude and phase of the deembedded reflection coefficient, \( \Gamma_{in} \), in the following equations:

\[
R_{in} = Z_o \frac{1 - \left( \text{Re}[\Gamma_{in}] \right)^2 - \left( \text{Imag}[\Gamma_{in}] \right)^2}{\left(1 - \text{Re}[\Gamma_{in}]\right)^2 + \left(\text{Imag}[\Gamma_{in}]\right)^2}
\]

and,

\[
X_{in} = Z_o \frac{2\text{Imag}[\Gamma_{in}]}{\left(1 - \text{Re}[\Gamma_{in}]\right)^2 + \left(\text{Imag}[\Gamma_{in}]\right)^2}.
\]

These equations may be obtained by algebraic manipulation of the following relation in which \( Z_o \) refers to the impedance of the feed line:

\[
Z_{in} = Z_o \frac{1+\Gamma}{1-\Gamma}.
\]

Figures 7.13 and 7.14 demonstrate rather good qualitative agreement between the full-wave results and those obtained with our simplified analytical model based on the stationary form of the input impedance. Quantitatively, there exists a maximum error of \(~10\)% between the simulated and analytical results for the input resistance and \(~60\)% for the input reactance. It is quite interesting to note that there is a vertical shift in the reactance curves between the HFSS results and those of the analytical model. While the analytical results are centered at zero, the HFSS results are centered at approximately \(j14\)
Ω. This difference between the HFSS simulations and the analytical model are perhaps most visually understood by viewing the “reactive offset” in the Smith chart of Figure 7.15. Factors such as the simplified current assumption and the neglecting of both evanescent modes in the guide (and thus their contribution to the reactive component of the input impedance) and the parasitics that exist at the feed location, contribute to the differences between the analytical model and full-wave simulation. While the above analysis is helpful in obtaining a better understanding of the operation of the magnetically coupled transition, full-wave simulation is necessary for obtaining precise matching and will be used throughout the remainder of this chapter.

**Figure 7.13:** A comparison of the simulated (HFSS) and analytical results for the input resistance of the coaxial FGC-to-rectangular waveguide transition.
Input Reactance Of Coaxial FGC-to-Rectangular Waveguide Transition

Figure 7.14: A comparison of the simulated (HFSS) and analytical results for the input reactance of the coaxial FGC-to-rectangular waveguide transition.

Side launch coaxial FGC-to-rectangular waveguide transition

Figure 7.15: Smith chart revealing the "reactive offset" of the analytical model as evidenced by the relative rotation of the two impedance circles.
7.2.4: Magnetic Coupling to A Micromachined Waveguide

As a means to determine the fabrication complexities and to develop a fabrication protocol for constructing the magnetically coupled FGC line-to-micromachined waveguide transition, the end-launch structure of Figure 7.3 was considered first. It was determined that the undercutting phenomenon that occurs during anisotropic etching of convex corners in (001) silicon restricts the minimum ledge width that can be obtained while maintaining 90° corners. Using <010> compensation (see section 3.1.1), the minimum ledge thickness is \( \sim 4 \text{ (etch depth)}/\sqrt{2} \). This would make the ledge nearly as wide as a standard waveguide and thus is undesirable. Since corner compensation is not an issue in the side-launch structure of Figure 7.16 (also shown in Figure 7.2), the depicted architecture was studied.

![Diagram of the original side-launch transition](image)

**Figure 7.16:** “Exploded” view of the originally proposed side-launch transition.

The micromachined side-launch architecture differs in two key ways from the ideal side launch structure studied in the analytical portion of this chapter. First, the feed line
in the micromachined version is not perfectly shielded, having only a capping shield. Second, in the idealized structure there is no need for the signal ledge that protrudes into the micromachined waveguide.

![Unmetalized apertures]

**Figure 7.17:** A portion of the micromachined side-launch transition illustrating the apertures that cannot be metalized.

An extensive HFSS study was devoted toward developing a suitable transition based on the realizable geometry. As it turns out, the two triangular apertures where the signal ledge meets the waveguide walls allow the signal to be coupled out of the guide and into the substrate. These triangular regions are pointed out more clearly in Figure 7.17.

Full wave simulations were run on the silicon micromachined hexagonal waveguide to determine the extent to which radiation from the slots played in the demise of the transition. Cases were run assuming an aperture with $t = 50 \, \mu m$ which made the aperture base $616 \, \mu m$ (a W-band waveguide was modeled; $a = 2260 \, \mu m$, $b = 800 \, \mu m$, $c = 283 \, \mu m$—see Figure 6.1). The waveguide was fed at its two ends with the dominant TE mode.

It was found that the unmetalized section of the waveguide caused only a small degree of loss (waveguide insertion loss of $-0.029 \, \text{dB}$ at 94 GHz) when the ledge that causes
them in the realized version were not included. By including the ledge as well as the unmetalized apertures, the simulated insertion loss was −1.15 dB – an unacceptable amount. In light of the difficulties presented above, the magnetically coupled transition was abandoned and an E-plane transition was developed.

7.3: Electric Field Coupling

7.3.1: Micromachined Probe, Conventionally Machined Waveguide Version

An FGC line-to-rectangular waveguide transition has been demonstrated by Tentzeris [85] and converted to a fully micromachined version in this study. A sketch of the initial structure used to convert to the fully micromachined version may be found in Figure 7.18. In this figure, a micromachined piece of silicon is placed in the E-plane of a conventionally machined rectangular waveguide. An FGC transmission line and patch are printed on the piece of silicon with the patch aligned with the E-field of the waveguide’s dominant mode. A back-to-back transition of this structure was demonstrated at K-band [89] with the measured results presented in Figure 7.19.

![Sketch of the excitation of a rectangular waveguide with a silicon micromachined probe.](image)

Figure 7.18: Sketch of the excitation of a rectangular waveguide with a silicon micromachined probe.
Measurement of the back-to-back transition was performed using an HP 8510C network analyzer and a pair of HP Q281A coaxial waveguide adapters. The return loss is better than −10 dB across the entire waveguide band, with the majority of the band exhibiting better than −20 dB performance. The insertion loss presented in the figure is that calculated after de-embedding both the loss of the coaxial adapters and that of the FGC line itself. The de-embedded loss of the FGC line was measured through an on-wafer calibration protocol using Multical [58]. Further simulation, not shown here, indicate that simple scaling can be used to produce similar transitions for operation in higher-frequency bands. As mentioned previously however, conventional machining of metal waveguides and their fixtures for circuit operation at higher frequencies becomes increasing difficult and thus costly. For this reason, a silicon micromachined waveguide / FGC line combination was developed.

![Graph](image)

**Figure 7.19:** Measured results [89] of a back-to-back FGC line-to-rectangular waveguide transition. The FGC line and patch were printed on micromachined silicon and the waveguide conventionally machined.
7.3.2: Fully Micromachined Transition

A schematic diagram of the proposed transition from an FGC line to a silicon diamond waveguide is given in Figure 7.20. As demonstrated in Chapter 6, the waveguide is formed in a “split-block” manner by combining two silicon wafers, each which has been anisotropically etched to the depth of $a/2$. The top wafer is suggested in outline in the figure. An additional groove has been etched into the bottom half of the guide, with the groove serving to support a probe; a similar groove in the top wafer is etched to act as a shield for the probe. Wet anisotropic etching of the two additional grooves would be problematic due to the severe undercutting that occurs at convex corner during such etching [90] – thus compromising the dimensional accuracy of a wet-etched structure. Instead, DRIE was used to etch the additional grooves.

![Figure 7.20: Sketch of a fully micromachined FGC-to-waveguide transition.](image)

As conceived in the figure, the probe is rotated by 90° with respect to its position as depicted in Figure 7.18. Figure 7.21 shows this rotation more clearly. Full-wave simulation results have revealed that such a probe rotation, when made with a transition
to a rectangular guide, though requiring different matching parameters, nevertheless allows for operation across the full band of the waveguide. The 90° rotated configuration is preferred from a fabrication standpoint in the fully micromachined version.

Figure 7.21: Illustration showing the 90° rotation of the probe for implementation of the fully micromachined transition.

Full-wave simulation results of the rotated transition to the silicon diamond waveguide are given in Figure 7.22, with the relevant dimensions of the simulated transition structure given in Figure 7.23. A single transition is found to exhibit a −15dB bandwidth of ~ 12.5 % and a −10 dB bandwidth greater than 20%. The bandwidth of the transition is considerably less than that with a rectangular waveguide and is attributed to the variation in waveguide impedance as explained below.

The dimensions of the standard rectangular waveguide (b = a/2) are chosen to establish a 2:1 frequency range of single-mode operation. The single-mode bandwidth of the silicon diamond guide is significantly less, being only approximately 1.33:1 as discussed in chapter 6. The advantages of a larger single-mode bandwidth for the rectangular guide are manifested in at least two ways.

The impedance of a given mode in a waveguide becomes purely real at cutoff and decreases with increasing frequency in the case of the dominant TE mode, approaching a value of the characteristic impedance of the medium that fills the guide. By operating a
waveguide well above its cutoff frequency, a nearly constant value of impedance is obtained. Since the single-mode bandwidth of the diamond waveguide is substantially less than that of its rectangular counterpart, we expect a greater variation of impedance as we cannot operate too far from its dominant mode cutoff frequency lest we overmode the guide. In fact, while the impedance of the appropriate rectangular waveguide varies only by a factor of 1.1 from 90-100 GHz, that of the silicon diamond counterpart varies by approximately a factor of 2.1.

![Figure 7.22: Simulation results of a single FGC-to-silicon diamond waveguide transition.](image)

Operating a waveguide well above cutoff offers reduced loss as well. Not surprisingly then, the loss of the silicon diamond waveguide as determined with HFSS was found to be somewhat larger that that of a rectangular waveguide. In the simulation, a gold metalization of several skin depths was assumed and the loss of the diamond waveguide found to be a factor of 1.6 (in dB per guided wavelength) above that of the rectangular waveguide at 110 GHz. A means to increase the bandwidth of the silicon diamond waveguide through use of a fin-line, and thus improve its attenuation and single-mode
characteristics, is described in [82]. Regardless, the FGC-to-Si diamond waveguide transition should be suitable for applications that require bandwidths on the order of 10%.

Fabrication Details

To investigate the possibilities of the FGC-to-silicon diamond waveguide E-plane transition, a back-to-back structure consisting of input and output FGC probes feeding a single diamond waveguide was fabricated. The starting material for the top and bottom halves of the waveguide was (001)-oriented high resistivity (> 1kΩ-cm) silicon wafers. Since the waveguides and the transition were designed for operation within W-band (i.e. 75-110 GHz), the a dimension of the waveguide (see Figure 7.20) was chosen to be that of a conventional WR-10, specifically 2.54 mm. To realize the waveguide in the split-block method suggested in Figure 7.20, and to provide adequate mechanical stability of the etched structure, a wafer thickness of 2 mm was chosen. A thermal oxide approximately 8000 Å thick was grown on the bare wafers to serve as a masking layer.

![Diagram](image)

**Figure 7.23: Dimensions of the modeled transition.**

$L = 1.5 \text{ mm}$

$FGC = 36/30/114 \, \mu \text{m}$

$b_{dia} = 1.796 \, \text{mm}$

$x = .160 \, \text{mm}$

$L_p = .578 \, \text{mm}$

$W_p = .192 \, \text{mm}$
Rectangular apertures for subsequent anisotropic etching of the waveguide halves were opened in the oxide via standard photolithography and chemical etching using buffered hydrofluoric acid. The remaining oxide then served as a masking layer for wet anisotropic etching of the waveguide groove using 25% tetramethyl ammonium hydroxide (TMAH). TMAH was chosen due to the etchant's ability to provide extremely smooth sidewalls. Unfortunately, the (100)/(111) selectivity is not as great with TMAH as it is with other wet anisotropic etchants such as potassium hydroxide and thus mask undercutting had to be taken into account. The etch rate was approximately 20 μm/hour and the (100)/(111) selectivity taken to be 10/1. After wet anisotropic etching, the oxide mask was stripped.

Photoresist was then used as a masking layer for etching of both the cradles (i.e. additional groove on the bottom wafer) used to hold the micromachined probes and the transmission line shields (etched on the top wafer). Applying photoresist to micromachined structures via typical wafer spinning is a troublesome proposition in that the applied resist is not uniform. A non-uniform resist coating leads to difficulty in properly resolving features photolithographically and to providing adequate protection to underlying layers where photoresist is to serve as an etch mask. A means to employ electrodeposition of photoresist was discussed extensively in Chapter 4 and largely mitigates the problems encountered in resist spinning on micromachined structures. In future iterations of the work presented here we intend to introduce the electrodeposited resist into our fabrication process, but have for the present have used conventional wafer spinning to apply photoresist. Roughly 7 μm of resist served as the etch mask for deep reactive ion etching (DRIE).
The DRIE system used is a Surface Technology Systems (STS) tool that employs a time-multiplexed process to etch silicon (see section 3.1.2). The process utilized in this study consisted of a 7 second passivation step using $\text{C}_4\text{F}_8$ and a 13 second etch step using $\text{SF}_6$ which yielded profiles approximately $5^\circ$ from vertical. The etch rate, which depends upon the exposed area and pattern dimensions, was approximately 6 $\mu$m/min for the structures developed here and thus etching a depth of 100 microns required approximately 17 minutes of cycling through the passivation and etching steps.

After deep etching, the protective resist layer was removed using acetone and the wafer cleaned in a "Piranha" etch consisting of a 1:1.2 mixture of 30% hydrogen peroxide and sulfuric acid for 10 minutes. The wafer was then coated with a sputtered bilayer of 750 Å of titanium which served as an adhesion layer, followed by a 1.6 $\mu$m thick layer of gold. A scanning electron micrograph of the micromachined structure (prior to metalization) is given in Figure 7.24.

![Alignment key and probe cradle](image)

Figure 7.24: Scanning electron micrograph of the bottom half of the micromachined waveguide in plan view.
It is interesting to note that the alignment key was not entirely etched as a small silicon island exists in one corner of the key. This small island is due to incomplete removal of the photoresist mask prior to deep etching and is evidence of the potential difficulties arising from spinning resist on micromachined surfaces. Another deleterious effect of wafer spinning of the resist is evident in the thin etched groove that surrounds the waveguide. The resist tends to be quite thin on the immediate edge of a micromachined cavity or groove, a problem that is exacerbated by reflow occurring during resist softbaking. To solve these problems, electrodepositable may be used.

The FGC probes used in the fully micromachined module were fabricated using 100 µm thick high-resistivity (ρ>2000 Ω-cm) bare silicon wafers. The metalization pattern was formed on the top surface using a trilayer of chromium (500 Å), gold (0.9 µm), and Ti (500 Å) in a standard lift-off process. The etching pattern was formed on the frontside of the wafer and properly registered to the top metalization. The patterned wafer was then mounted on a carrier wafer and micromachined using the STS system until the 100 µm wafer was etched entirely through. The probes were then released in acetone and thoroughly cleaned with hot PRS-2000. The Ti layer was finally etched, thus completing probe fabrication. A schematic drawing of an etched FGC probe is given in Figure 7.25.

Arm-like appendages were developed on the probes (the probe cradles on the lower waveguide wafer had the identical arms) to ensure that the probes would not shift when placed in the probe cradle. Finally Figure 7.26 displays a photomicrograph of a probe that has been inserted into the bottom half of a waveguide. Again, incomplete etching of the alignment key is evident. The pits visible in the lower left-hand corner of the micrograph were wet etched in TMAH and were introduced to accommodate NIST
traceable glass microspheres. Similar pits were etched in the top half of the guide thus allowing simple alignment of the top and bottom halves of the waveguide.

![Schematic diagram of an etched FGC probe and probe cradle.](image)

**Figure 7.25:** Schematic diagram of an etched FGC probe and probe cradle.

![A scanning electron micrograph of the bottom half of the micromachined waveguide with an FGC probe inserted into its cradle.](image)

**Figure 7.26:** A scanning electron micrograph of the bottom half of the micromachined waveguide with an FGC probe inserted into its cradle.

**Measured Results**

A back-to-back transition consisting of input and output FGC lines was measured in W-band using an HP 8510C vector network analyzer and a set of ground-signal-ground
model 120 GGB Picoprobes. On-wafer calibration was achieved through the use of a TRL protocol. The simulated and measured results of a back-to-back transition are given in Figure 7.27.

The results of Figure 7.27 have been de-embedded to the mouth of the waveguide. The assumed loss due to propagation in the waveguide has been removed from the measured data. This was done by simulating the waveguide in HFSS using an assumed metal conductivity of $5 \times 10^6 \, \text{S/m}$ (see chapter 6). The simulation results shown in Figure 7.27 are for the lossless case.

![Graph of Insertion Loss and Return Loss vs Frequency](image)

**Figure 7.27:** Simulated and measured results of a back-to-back FGC-to-Si micromachined waveguide transition.

The fact that the structure’s transmission characteristic does not increase as rapidly as the simulation predicts is due at least in part to the fact that the fabricated waveguide was slightly smaller than designed, thus moving the waveguide’s cutoff frequency somewhat higher. Most likely the greatest cause of the difference between measurement and simulation rests in the fact that the halves of the measured structure were clipped together.
and not bonded. Modeling of the structure with imperfect bonding is rather difficult as precise knowledge of the location and size of gaps between the wafers is unknown. Several comments with regard to the performance of the transition are nevertheless in order.

The $-10$ dB bandwidth of the back-to-back transition is approximately 13%, roughly what is expected. Between 98 and 102 GHz, the transition performs reasonably well with a measured insertion loss per transition less than 0.45 dB. It is believed that the performance of the transition will be significantly improved with elimination of such imperfections as the thin etched groove that surrounds the guide and through use of thermo-compression bonding of the waveguide halves.

7.4: Conclusions

A theoretical model of a transmission line-to-waveguide transition was investigated for the case of side-launching magnetic coupling. Due to the added complexities that realizable geometries present, full-wave simulation was found necessary to develop efficient transitions. Development of a suitable side-launching magnetic-coupled micromachined waveguide transition was hindered by substrate coupling through apertures inherent in the waveguide structure. For this reason an E-plane scheme was investigated. The initial fabricated design exhibited an insertion loss of less than 0.45 dB from 98 to 102 GHz. Bonding of the waveguide halves is expected to markedly improve the performance of the transition.

The use of micromachining for THz systems has been investigated for nearly a decade; a thorough review of these efforts is found in [91]. At the time of this writing however, the author knows of only one example of a fully micromachined waveguide
transition other than that presented herein. In that work [92], a 585 GHz Schottky mixer is demonstrated using micromachined silicon and SU-8. The performance of the micromachined version was found to be equivalent to that obtained through conventional machining of the waveguide block.
CHAPTER 8

SUMMARY AND RECOMMENDATIONS FOR FUTURE WORK

8.1: Summary

Silicon micromachining has been investigated in both the development of novel 3D packaging technology and in demonstrating 0.1 THz waveguides and waveguide transitions. Electrophoretic deposition using PEPR 2400 was demonstrated to be an enabling technology for simultaneously patterning features on the various facets of micromachined silicon. Using this technique, a multilevel transition characterized by an average loss of only 0.08 dB per transition was demonstrated up to 40 GHz. A deep reactive ion etched three-via transition has been proposed with initial simulation results suggesting that such a structure could challenge existing three-via micromachined structures and allow for simpler fabrication.

Diamond shaped hollow waveguides that evolve naturally from the \{111\} sidewalls of anisotropically etched silicon have been demonstrated at W-band frequencies with a measured loss of 0.135 dB/λg at 110 GHz. As measured, the performance of the waveguide was not limited by its inherent characteristics, but rather by imperfect interconnection to the input and output feeds. WR-3 waveguides have been fabricated using deep reactive ion etching, but have not as yet been measured due to the lack of a suitable testing facility at Michigan.
A fully micromachined transition from an FGC line to a silicon diamond waveguide was developed at W-band. A loss of less than 0.45 dB per transition from 98-102 GHz (0.25 dB at 100 GHz) was demonstrated. It is anticipated that the performance of the transition will be significantly improved in terms of operation bandwidth (a bandwidth of greater than 10% is expected) through use of thermo-compression bonding.

8.2: Recommendations for Future Work

8.2.1: Micromachined Packaging and Electrodeposition of Photoresist

While the results demonstrated herein are promising with regards to the development of efficient packaging structures, several caveats are in order. Improvement in the developed process of electrophoretic deposition of PEPR 2400 photoresist and subsequent photolithographic patterning and metalization is necessary. Initial results of the liftoff process developed in this investigation were quite successful. With aging of the resist and with subsequent batches of resist, the process window has drifted somewhat. Even the yield over a single wafer is presently not acceptable for industrial applications. It is felt by the author that another investigation of this technique is warranted.

Several skin depths of circuit metal is often sought in the development of microwave circuits and thus metal layer thickness can become substantial at k-band and below. In such cases, a 1 \( \mu \)m thick lift-off process is not ideal. Rather, a metal plating technique in which metal thickness on the order of 3 \( \mu \)m could be readily established would be preferred. The author found that adhesion between the electrodeposited resist and metal seed layer to be problematic. This finding was corroborated by a representative at
Shipley, the manufacturer of PEPR 2400. It seems then that some novel means to improve adhesion of PEPR 2400 is required. Could this be realized with a copper seed layer or through different deposition conditions? Would the resist be more stable in alternate metal plating baths? These are questions that could be investigated.

Even if a robust electrodepositable technique could be established, diffraction will ultimately limit the ability to resolve tiny features at the depths of micromachined cavities using contact printing. PEPR 2400 may have an immediate impact on secondary etching of micromachined structures in which the photoresist could be used as an etch mask. Thus electrodeposition of resist and subsequent deep reactive ion etching could prove to be a powerful combination in developing structures defined by multiple etching steps. Such a combination could be used in the waveguide transition architecture as described in chapter 7. Various "photonic bandgap" may be realized through such a technique as well.

8.2.2: Terahertz Waveguides and Transitions

The development of hollow waveguides in silicon seems an ideal solution to the development of low loss, low cost signal transmission at THz frequencies. Surface roughness of waveguide walls is a significant issue and should be addressed for applications at these frequencies. While traditional anisotropic wet etching yields smooth sidewalls, geometries are limited. In many systems, specifically those in which only straight sections of waveguide are needed, this may not be a problem. In circuitry in which waveguide bends are necessary, techniques such as deep reactive ion etching and laser milling may be necessary. The use of thermal oxidation should be investigated to
reduce the surface roughness of waveguide walls etched through one of the later techniques.

While silicon may prove to be an ideal solution to the development of passive structures at THz frequencies, compound semiconductors such as GaAs are required for active circuitry. Thus the effective combination of passive support and signal distribution with active circuitry is paramount to a successful system. This is a tremendous challenge due to the small wavelength at these frequencies. While the silicon probe was demonstrated to be effective at 100 GHz and may perhaps be pushed to the edge of the submillimeter-wave range, other solutions may be necessary at true THz frequencies. Organic polymer membranes or thinned quartz may be appropriate alternatives.

8.2.3: Silicon Micromachined Power Combining Modules

The development of compact power sources at THz frequencies will require the use of power combining techniques to generate significant power levels. As mentioned in Chapter 1, the state-of-the-art Gunn diodes are capable of producing approximately 1 mW at the edge of the submillimeter range (300 GHz). Diode based multipliers may be used to extend the frequency range of such sources, with efficiency being a critical concern.

A possible power combining architecture using the waveguides and transitions investigated in this dissertation is suggested in Figure 8.1. As conceived in the figure, the module consists of a 2D array of integrated diamond waveguides and horns. Each waveguide is fed with a Gunn diode/frequency multiplier combination through an E-plane transition. A DC network provides the required bias to the individual sources. In such a manner a large number of solid-state devices could be orchestrated using spatial
power combining in free space. Since the module should be limited by the performance of the active and not the passive elements, improvement in the performance of the waveguide transition is needed before moving forward with such a concept.

Figure 8.1: A potential silicon micromachined THz power combining module.
APPENDIX A

DEEP REACTIVE ION ETCHING PROCESS PARAMETERS

A.1 Introduction

A standard “Thru Wafer” recipe was used for all deep reactive ion etching discussed in this dissertation. The user has control of a variety of parameters to adjust etch rate, selectivity and etch profile. The parameters listed below yielded an etch profile ~ 5° from vertical and an etch rate on the order of 5 μm/minute (depending on etching area).

A.2 Process Parameters

- Pump Down Time: 20 seconds
- Gas Stabilization: 30 seconds
- Process Time: user input
- Pumpout Time: 30 seconds
- Order of Etching: passivation first
- Etch Time: 13 seconds
- Passivation Time: 7 seconds
- APC Mode: Manual
- APC Setting: 67%
- Base Pressure: 0.2 mT
- Pressure Trip: 94 mT
- C₄F₉: Flow = 85 sccm; Tolerance = 50 %
- SF₆: Flow = 160 sccm; Tolerance = 50 %
- O₂: Flow = 0 sccm; Tolerance = 5 %
- Ar: Flow = 0 sccm: Tolerance = 5%
- RF Etch Power: 250 W
- Matching: Auto: Match Load = 50 %. Match Tune = 50 %
- Coil Generator: Etch = 800 V, Passivation = 600 V; Tolerance = 50%
APPENDIX B

FABRICATION PROCEDURES

B.1: Introduction

This appendix provides process flow details for fabrication of the various structures detailed in this dissertation. In Section B.2, the process parameters for the various resists used in this work are given. Section B.3 lists two wafer cleaning procedures and B.4 the general anisotropic etching procedure. Section B.5 details the fabrication procedure for realizing the micromachined E-Plane probes described in chapter 7. Section B.6 gives an accounting of the fabrication steps for realizing a waveguide half for use in an FGC-to-micromachined waveguide transition. The simple diamond waveguides of chapter 6 were fabricated in the same manner excepting the deep etching steps.

B.2: Resist Recipes

HMDS Adhesion Promoter

• Spin Speed: Same as for given resist
• Spin Time: 30 seconds

1827

• Spin HMDS as above if on non-metalized surface
• Spin Speed: 3.5 krpm (maximum ramp)

• Spin Time: 30 seconds

• Soft Bake: 105°C hotplate for 1 minute 15 seconds
  
  (3 minutes for 2 mm thick substrate)

• Exposure: 11 seconds at 20 mW/cm²

• Develop in DI:351 concentrate (5:1) for 45 seconds

• Hard Bake: 130°C hotplate for 2 minutes

4620

• Spin HMDS as above if on non-metalized surface

  • Spin Speed: 4 krpm (maximum ramp)

  • Spin Time: 30 seconds

  • Soft Bake: 105°C hotplate for 2.5 minutes
  
  (3 minutes for 2 mm thick substrate)

  • Exposure: 30 seconds at 20 mW/cm²

  • Develop in DI:MF 351 concentrate (5:1) for 2 minutes

  Resist Thickness ~ 7 µm

5214 (For Metal Lift off – Image Reversal Process)

• Spin HMDS as above if on non-metalized surface

  • Spin Speed: 2.5 krpm

  • Spin Time: 30 seconds

  • Soft Bake: 105°C hotplate for 1 minute

  • Exposure: 4 seconds at 20 mW/cm²
• Reversal Bake: 130°C hotplate for 1 minute

• Flood Expose: 90 seconds at 20 mW/cm^2

• Develop in AZ327 for 50 seconds

Good for 1 μm metal liftoff

B.3 Wafer Cleaning

“Piranha” Clean

• Pour 1:1.2 mixture of hydrogen peroxide and sulfuric acid (make certain to add sulfuric acid to hydrogen peroxide and not vice versa)

• Immerse sample in solution for 10 minutes

• Rinse in DI for at least 2 minutes

Solvent Clean

• Immerse sample in acetone for 2 minutes

• Immerse sample in isopropyl alcohol (IPA) for 2 minutes

• Dry using an N2 gun

B.4 Anisotropic Etching With TMAH

Thermal oxide was used as a mask in wet anisotropic etching of silicon. The selectivity ratio of silicon-to-silicon dioxide the TMAH is extremely large. The author has comfortably etched more than 1 millimeter deep into silicon in TMAH using an oxide mask only 8000 Å thick.

• Spin HMDS

• Spin 1827 @ 3.5 krpm (maximum ramp) for 30 seconds

• Soft Bake: 105°C hotplate for 1 minute 15 seconds
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• Exposure: 11 seconds at 20 mW/cm²

• Develop in DI:351 concentrate (5:1) for 45 seconds

• Rinse in DI for 2 minutes

• Hard Bake: 130°C hotplate for 2 minutes

• Spin 1827 on backside @ 3.5 krpm (maximum ramp) for 30 seconds

• Soft Bake: 105°C hotplate for 2 minutes propped on glass slides so pattern on front side is not damaged

• Hard Bake: 130°C hotplate for 2 minutes propped on glass slides

• Etch oxide in BHF (etch rate ~ 900 Å/minute)

• Rinse in DI for 2 minutes

• Remove resist in Acetone – 1 minute

• IPA rinse for 1 minute

• BHF dip for 10 seconds

• Rinse in DI for 2 minutes and transport sample immersed in DI

• Remove sample from DI and immediately place in TMAH

• Etch conditions: 25 wt.% TMAH @ 80°C

• When etching finished, rinse thoroughly in DI

B.5 Probe Fabrication with Frontside Metalization

Starting Material: ¼ of a 4" diameter bare silicon wafer

- Thickness = 100 μm

- Resistivity > 2000 Ωcm

- Double side polished
1) **Wafer Mounting #1**

   A) Spin 1827 on 3"x 2" glass slide @ 3.5 krpm for 30 seconds

   B) Place wafer on slide

   C) Bake resist on 80°C hotplate for 2 minutes, then on 130°C hotplate for 2 minutes

2) **Metalization**

   A) Spin HMDS @ 2.5 krpm for 30 seconds

   B) Spin 5214 @ 2.5 krpm for 30 seconds

   C) Bake resist on 105°C hotplate for 1 minute 15 seconds

   D) Expose at 20 mW/cm² for 4.5 seconds

   E) Reversal bake on 130°C hotplate for 1 minute

   F) Flood exposure at 20 mW/cm² for 90 seconds

   G) Develop in AZ327 for 50 seconds

   H) Metal Evaporation: Cr/Au/Ti (500 Å / 9000 Å / 500 Å)

   I) Lift off and wafer detachment from slide: soak in acetone overnight, apply heat if necessary

***NOTE*** *On mask pattern, leave a 4 μm gap between any metalization and area to be etched to protect Au from being etched.*

3) **Wafer Mounting #2**

   A) Spin 1827 on ¼ wafer piece, 400 μm thick @ 3.5 krpm for 30 seconds

   B) Place 100 μm wafer, metal side up, on 400 μm wafer

   D) Bake resist on 80°C hotplate for 2 minutes then on 130°C hotplate for 2 minutes

4) **Patterning of Deep Etch Mask**

   A) Spin HMDS @ 4.0 krpm for 30 seconds
B) Spin 4620 @ 4.0 krpm for 30 seconds

C) Bake resist on 105°C hotplate for 2.5 minutes

D) Align and expose at 20 mW/cm² for 30 seconds

E) Develop in 351:DI (1:5) for 2 minutes

5) Wafer Mounting #3

A) Spin HMDS on full 4” diameter wafer (400 μm thick with thermal oxide) @ 4.0 krpm for 30 seconds

B) Spin 4620 @ 4.0 krpm for 30 seconds

C) Place 100 μm / 400 μm ¼ wafer assembly on full 4” wafer

D) Bake resist at 110°C in oven for 40 minutes

6) Deep Etch and Probe Release

Use thru wafer recipe found in Appendix A.2. Etch rate depends rather strongly on pattern to be etched. Etch rates from ~2.6 to 6 μm/minute have been measured. Release in Acetone. Etch Ti layer to expose Au for probing.

B.6 Waveguide Fabrication

Starting Material: ¼ of a 4” diameter Silicon wafer

- Thickness = 2000 μm

- Resistivity > 2000 Ωcm

- Double side polished

- Thermal oxide ~ 8000 Å

1) Etching of Waveguides

A) Spin HMDS

B) Spin 1827 @ 3.5 krpm (maximum ramp) for 30 seconds
C) Soft Bake on 105°C hotplate for 2 minutes

D) Exposure: 11 seconds at 20 mW/cm²

E) Develop in DI:351 concentrate (5:1) for 45 seconds

F) Rinse in DI for 2 minutes

G) Hard Bake: 130°C hotplate for 2 minutes

H) Spin 1827 on backside @ 3.5 krpm (maximum ramp) for 30 seconds

I) Soft Bake: 105°C hotplate for 2 minutes propped on glass slides so pattern on front side is not damaged

J) Hard Bake: 130°C hotplate for 2 minutes propped on glass slides

K) Etch oxide in buffered hydrofluoric acid (BHF): etch rate ~ 900 Å/minute

L) Rinse in DI for 2 minutes

M) Remove resist in Acetone – 1 minute

N) IPA rinse for 1 minute, N₂ dry

O) BHF dip for 10 seconds

P) Rinse in DI for 2 minutes and keep sample immersed in DI

Q) Remove sample from DI and immediately place in TMAH

R) Etch conditions: 25 wt.% TMAH @ 80°C

S) When etching finished, rinse thoroughly in DI

2) Etching of Probe Cradle (or shield)

A) Spin HMDS 4 krpm for 30 seconds

B) Spin 4260 4 krpm for 30 seconds

C) Resist bake 105°C hotplate for 3 minutes

D) Exposure: 20 mW/cm² for 30 seconds
E) Development DI:351 (5:1) for 2 minutes

F) Wafer Mounting: Spin HMDS on full 4" diameter wafer (400 μm thick with thermal oxide on both sides) @ 4.0 krpm for 30 seconds

G) Spin 4620 @ 4.0 krpm for 30 seconds and place 2mm thick ¼ wafer piece on full 4" wafer

H) Resist bake at 110°C in oven for 40 minutes

I) Use thru wafer recipe found in A.2. Release in acetone.

3) Dicing of waveguides
   A) Spindle speed: 5.0 krpm (Norton representative suggests 3.0 krpm)
   B) Cutting speed: 40 mils/second
   C) Maximum depth per pass: 3 mils (Norton representative suggests 10 mils)
   D) Height = 2 mils
   E) Thickness = 84 mils

4) Metalization of waveguides
   A) Piranha clean etched wafers (See section B.3)
   B) Sputter 500Å Ti and 1.1 μm of Au

5) Assembly of waveguide
   A) Insert probes into cradles of bottom wafer
   B) Insert glass spheres into alignment pits
   C) Align top wafer manually
   D) Bond using EV-bonder: 22 N/cm² @ 350°C for 30 minutes
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Figure C.1: Schematic diagram of oxidation boat designed to accommodate 2mm thick silicon.
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APPENDIX D

OPERATION INSTRUCTIONS FOR ELECTRODEPOSITION

SETUP

(1) Fill appropriate beaker with a 1:1 mixture of PEPR 2400 photoresist and deionized water. Introduce a stirring rod.

- Fill with 1:1 mixture to 1200 ml total for a 2000 ml beaker.

- Fill with 1:1 mixture to 1800 ml for the rectangular beaker.

(2) Set stirrer to 200 rpm.

(3) Cover with polypropylene cover and insert cathode(s) using the appropriate sized tube connectors. The yellow and black leads from the power supply are for the cathodes. If but one cathode is used (i.e. a single-sided deposition) connect yellow and black leads together.

(4) Set plate temperature to 52°C for the 2000 ml beaker or to 64°C for the rectangular beaker. Wait for approximately 2-3 hours for the mixture to come to the operating temperature of 30°C. Verify operating temperature with hotplate probe and readjust hotplate temperature if necessary. Be careful not to significantly overheat the mixture lest excessive solvent is driven off.

(5) From Windows operating system, select "HP VEE 3.0" and then "HPVEE."
(6) Select File → open → EPDFINAL(.VEE)

(7) Plug HP6035A power supply into designated outlet (outlet in room 1403 EECS).

(8) Turn on power supply.

(9) Press and hold “OVP” to verify that overprotection is set to 359 V. To adjust voltage overprotection level consult HP6035A instruction manual.

(10) Reset power supply as follows. (Note: Resetting the supply is necessary to ensure that the desired voltage is supplied by the HP6035A during actual runs.)

- Select “run” from the deposition program window.
- Input desired voltage and hit “OK”
- Input deposition time and hit “OK”
- Once deposition has started and a voltage is registering on the power supply hit “STOP” and then “RESET.”

***Always verify that the power supply is registering zero volts before proceeding***

(11) Introduce sample by dipping once in the solution, pulling it out momentarily, and then reintroducing. Such a dipping procedure is intended to foster wetting.

(12) Press “LCL” on HP6035A (“Current” light should illuminate).

(13) Hold “Display Setting” on HP6035A and rotate knob to maximum desired current (maximum value is 5.12 A).

(14) Run deposition

- Select “run” from the deposition program window.
- Input desired voltage and hit “OK.”
- Input deposition time and hit “OK.”
- The power supply will provide the desired voltage for the proscribed time and then will bring the voltage back to zero.

- After deposition hit “AUTOSCALE” from the deposition window. The current profile will then be properly displayed. The current profile is saved under: c:\wee_user\myfile. Column one of the file is the deposition time in seconds and column two the current in amperes. The file will be replaced each time the program is run.

***Always verify that the power supply is registering zero volts before proceeding***

(15) Remove sample and rinse in a 500 ml beaker filled with deionized water.

(16) Rinse in second 500 ml beaker filled with deionized water and dry using the N₂ gun.

*Return to “press LCL” step (step 12) for further depositions.*
APPENDIX E

ON THE INTERCONNECTION OF RECTANGULAR
AND DIAMOND WAVEGUIDES

E.1 Introduction

Various methods were considered as means to measure the attenuation in the diamond waveguide. Time gating was ruled out due to the lack of sufficient bandwidth to make such a measurement meaningful. A TRL-type protocol in which a thru, a short and delays would be fabricated in diamond waveguide was also considered, but shelved in favor of attempting a simple mismatched connection. In section E.2, an examination of extracting the propagation constant of a transmission line in such a cascaded connection is presented.

E.2 Extraction of Line Parameters

Cascaded Waveguide Connection

A photograph of the test setup is given in Figure E.1 along with a transmission line representation of the setup. The setup consists of a series connection of spans of waveguide, with a section of silicon diamond waveguide connected at both ends with sections of WR-10. Such a series of cascaded two-ports may be analyzed with the aid of
[ABCD] matrices as the overall [ABCD] for the system is a simple multiplication of the individual matrices. The resulting cascade equations become surprisingly complex and so two alternate means of developing the required equations for line parameter extraction are pursued.

Figure E.1: Connection of silicon diamond waveguide to the test ports and a first-order transmission line representation of the setup.

Multiple Reflection Method

We may consider the cascaded transmission line problem as similar to many optical transmission/reflection problems. A schematic diagram given in Figure E.2 that will aid in an analysis along these lines.

We assume that a wave propagating in medium 1 is incident at the interface between medium 1 and medium 2. A portion of this signal (A) is immediately reflected if there is an impedance mismatch between the two media, and a portion transmitted into medium 2 (unless medium 2 is a totally reflecting surface). This signal (B) propagates in medium 2 suffering attenuation in accord with the attenuation constant of the medium. Once the signal reaches the second interface it is partially reflected back toward the first interface and partially transmitted into medium 3 (assumed to have the same properties as medium 1 thus mimicking our experimental setup). The process continues indefinitely with the
signal strength of the propagating wave ever dwindling. Expressions for the signal at locations A through K are given below.

\[
\begin{align*}
A &= \Gamma_1 \\
B &= 1 - \Gamma_1 \\
C &= (1 - \Gamma_1) e^{-\gamma_1 t_2} \\
D &= (1 - \Gamma_1)(1 - \Gamma_2) e^{-\gamma_1 t_2} \\
E &= (1 - \Gamma_1)\Gamma_2 e^{-\gamma_2 t_2} \\
F &= (1 - \Gamma_1)\Gamma_2 e^{-2\gamma_2 t_2} \\
G &= (1 - \Gamma_1)(1 - \Gamma_2)\Gamma_2 e^{-2\gamma_2 t_2} \\
H &= (1 - \Gamma_1)\Gamma_2^2 e^{-2\gamma_2 t_2} \\
I &= (1 - \Gamma_1)\Gamma_2^2 e^{-3\gamma_2 t_2} \\
J &= (1 - \Gamma_1)(1 - \Gamma_2)\Gamma_2^2 e^{-3\gamma_2 t_2} \\
K &= (1 - \Gamma_1)\Gamma_2^3 e^{-3\gamma_2 t_2}
\end{align*}
\]

Figure E.2: Schematic representation of the multiple reflections in a simple three medium connection.
Recalling that medium 1 and medium 3 are composed of the same material, the two reflection coefficients are given by

\[ \Gamma_1 = \frac{Z_2 - Z_1}{Z_2 + Z_1} \]

\[ \Gamma_2 = \frac{Z_1 - Z_2}{Z_1 + Z_2} \]

It should also be mentioned that reflection coefficient 1 corresponds to the case of a wave incident on the medium 1 / medium 2 interface looking from medium 1, and reflection coefficient 2 corresponds to the case of a wave incident on the interface looking from medium 2. In light of these definitions we may understand that \( \Gamma_1 \) will only occur once in our equations corresponding to the initial reflection. The overall reflection coefficient looking from medium 1 is the sum of an infinite number of terms, a few of which are given below.

\[ S_{11} = \Gamma_1 + (1 - \Gamma_1)(1 - \Gamma_2)\Gamma_2 e^{-2\gamma_2t_2} + (1 - \Gamma_1)(1 - \Gamma_2)\Gamma_2^3 e^{-4\gamma_2t_2} + \cdots \]

We can rewrite this in terms of the following infinite sum:

\[ S_{11} = \Gamma_1 + (1 - \Gamma_1)(1 - \Gamma_2) \sum_{n=0}^{\infty} \Gamma_2^{2n+1} e^{-2(n+1)\gamma_2t_2} \]

or,

\[ S_{11} = \Gamma_1 + (1 - \Gamma_1)(1 - \Gamma_2) \Gamma_2 e^{-2\gamma_2t_2} \sum_{n=0}^{\infty} \Gamma_2^{2n} e^{-2n\gamma_2t_2} \]

We may use the following identity to remove the summation from the above equation:

\[ \sum_{n=0}^{\infty} s^n = \frac{1}{1-s} \]
Doing so, we are left with the following expression for the overall reflection coefficient of the system:

\[ S_{11} = \Gamma_1 + (1 - \Gamma_1)(1 - \Gamma_2) \frac{e^{-2\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}}. \]

Algebraic manipulation leads us to the more compact form given below, namely,

\[ S_{11} = \frac{\Gamma_1 + \Gamma_2 e^{-2\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}}. \]

An expression for \( S_{21} \) may be derived in a similar manner as follows:

\[ S_{21} = (1 - \Gamma_1)(1 - \Gamma_2)e^{-\gamma t_2} + (1 - \Gamma_1)(1 - \Gamma_2)\Gamma_2^2 e^{-3\gamma t_2} + (1 - \Gamma_1)(1 - \Gamma_2)\Gamma_2^4 e^{-5\gamma t_2} + \cdots. \]

\[ S_{21} = (1 - \Gamma_1)(1 - \Gamma_2) \sum_{n=0}^{\infty} \Gamma_2^{2n} e^{(2n+1)\gamma t_2}. \]

\[ S_{21} = (1 - \Gamma_1)(1 - \Gamma_2) e^{-\gamma t_2} \sum_{n=0}^{\infty} \Gamma_2^{2n} e^{-2n\gamma t_2}. \]

and finally,

\[ S_{21} = (1 - \Gamma_1)(1 - \Gamma_2) \frac{e^{-\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}} = (1 + \Gamma_1 \Gamma_2) \frac{e^{-\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}}. \]

Since \( \Gamma_1 = -\Gamma_2 \), we have.

\[ S_{11} = \frac{\Gamma_1 + \Gamma_2 e^{-2\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}} = \frac{\Gamma_2 (e^{-2\gamma t_2} - 1)}{1 - \Gamma_2^2 e^{-2\gamma t_2}} \]

and

\[ S_{21} = (1 + \Gamma_1 \Gamma_2) \frac{e^{-\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}} = \left(1 - \Gamma_2^2 \right) \frac{e^{-\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}}. \]

Letting \( \Gamma_2 = A + jB \), we find:
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\[ S_{11} = \frac{(A + jB)(e^{-2(\alpha_2 + j\beta_2)t_2} - 1)}{1 - (A + jB)^2 e^{-2(\alpha_2 + j\beta_2)t_2}} \]  

[\text{E.1}]

and

\[ S_{21} = \left(1 - (A + jB)^2\right) \frac{e^{(\alpha_2 + j\beta_2)t_2}}{1 - (A + jB)^2 e^{-2(\alpha_2 + j\beta_2)t_2}} \]  

[\text{E.2}]

Under the case in which medium 2 is lossless the above expressions become:

\[ S_{11} = \frac{A(e^{-2j\beta_2t_2} - 1)}{1 - A^2 e^{-2j\beta_2t_2}} \]

and

\[ S_{21} = \left(1 - A^2\right) \frac{e^{-j\beta_2t_2}}{1 - A^2 e^{-2j\beta_2t_2}} \]

**Total Wave Impedance Method**

As an alternate means of deriving the structure's reflection coefficient, we may use the concept of total wave impedance. In such a method the total wave impedance, which is simply the ratio of the total wave voltage to total wave current (i.e. we include both forward and backward waves), is used as a boundary condition when moving from one medium (or transmission line) to the next. Figure E.3 below will aid in the analysis.

![Figure E.3: Schematic of transmission line cascade.](image)
As a first step we determine the total wave impedance at $z = 0^+$. We assume that transmission line 3 (TL 3) is infinitely long and thus there will be no backward travelling wave on this line. This is exactly what is to be expected upon calibration of our experimental setup. Thus on TL 3 the total wave impedance is simply the characteristic impedance of the line. We may invoke continuity of the total wave impedance across the $z = 0$ boundary. That is,

$$Z_{\text{TOTAL}}(z = 0^-) = Z_{\text{TOTAL}}(z = 0^+) = Z_1.$$ 

Since we are interested in the reflection on TL 1, we now must travel along TL 2 from $z = 0$ to $z = -\ell_2$. In doing so, we utilize the wave impedance to generate the reflection coefficient, which is readily transferred along a line. The reflection coefficient at $z = 0^-$ is given by

$$\Gamma(z = 0^-) = \frac{Z_{\text{TOTAL}}(z = 0^-) - Z_2}{Z_{\text{TOTAL}}(z = 0^-) + Z_2} = \frac{Z_1 - Z_2}{Z_1 + Z_2}.$$ 

At $z = -\ell_2^+$, the reflection coefficient transfers to

$$\Gamma(z = -\ell_2^+) = \Gamma(z = 0^-)e^{-2\ell_2}\ell_2 = \frac{Z_1 - Z_2}{Z_1 + Z_2} e^{-2\ell_2}\ell_2.$$ 

We wish to now cross the boundary from TL 2 to TL 1, but to do so we need to convert back to the total wave impedance, which is given by the following equation.

$$Z_{\text{TOTAL}}(z = -\ell_2^+) = Z_2 \frac{1 + \Gamma(z = -\ell_2^+)}{1 - \Gamma(z = -\ell_2^+)}.$$ 

Transferring this impedance across the boundary we now have the result that

$$Z_{\text{TOTAL}}(z = -\ell_2) = Z_{\text{TOTAL}}(z = -\ell_2^+) = Z_2 \frac{1 + \Gamma(z = -\ell_2^+)}{1 - \Gamma(z = -\ell_2^+)}.$$ 
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The total reflection coefficient as seen from TL 1 looking in the z-direction is thus

\[ S_{11} = \Gamma(z = -\xi_2) = \frac{Z_{\text{TOTAL}}(z = -\xi_2) - Z_1}{Z_{\text{TOTAL}}(z = -\xi_2) + Z_1}. \]

Substituting for \( Z_{\text{TOTAL}}(z = -\xi_2) \), we find that

\[ S_{11} = \Gamma(z = -\xi_2) = \frac{Z_2 \frac{1 + \Gamma(z = -\xi_2^+)}{1 - \Gamma(z = -\xi_2^+)} - Z_1}{Z_2 \frac{1 + \Gamma(z = -\xi_2^+)}{1 - \Gamma(z = -\xi_2^+)} + Z_1}. \]

or

\[ S_{11} = \Gamma(z = -\xi_2) = \frac{Z_2 \left( 1 + \Gamma(z = -\xi_2^+) \right) - Z_1 \left( 1 - \Gamma(z = -\xi_2^+) \right)}{Z_2 \left( 1 + \Gamma(z = -\xi_2^+) \right) + Z_1 \left( 1 - \Gamma(z = -\xi_2^+) \right)}. \]

In light of the previous section we may write the following:

\[ \Gamma(z = -\xi_2^+) = \Gamma(z = 0^-) e^{-2\gamma t_2} = \frac{Z_1 - Z_2}{Z_1 + Z_2} e^{-2\gamma t_2} = \Gamma_2 e^{-2\gamma t_2}. \]

This allows us to write \( S_{11} \) as

\[ S_{11} = \Gamma(z = -\xi_2) = \frac{Z_2 \left( 1 + \Gamma_2 e^{-2\gamma t_2} \right) - Z_1 \left( 1 - \Gamma_2 e^{-2\gamma t_2} \right)}{Z_2 \left( 1 + \Gamma_2 e^{-2\gamma t_2} \right) + Z_1 \left( 1 - \Gamma_2 e^{-2\gamma t_2} \right)}. \]

or

\[ S_{11} = \Gamma(z = -\xi_2) = \frac{(Z_2 - Z_1) + \Gamma_2 e^{-2\gamma t_2} (Z_1 + Z_2)}{(Z_1 + Z_2) - \Gamma_2 e^{-2\gamma t_2} (Z_1 - Z_2)}. \]

Dividing numerator and denominator by \((Z_1 + Z_2)\) we continue and find that

\[ S_{11} = \Gamma(z = -\xi_2) = \frac{\Gamma_1 + \Gamma_2 e^{-2\gamma t_2}}{1 - \Gamma_2^2 e^{-2\gamma t_2}}. \]
The above equation is identical to that derived in the previous section.

In measuring the performance of the silicon diamond waveguide, we will of course know the length of the section of guide ($\ell_{SD}$). In addition, the impedance of the section of rectangular waveguide ($Z_{WR}$) is available in the standard formulas for such structures. This leaves us with two unknowns which are potentially complex numbers, $\gamma_{SD}$ and $Z_{osSD}$. We are interested in frequencies at which $Z_{osSD}$ is purely real, that is, we will only consider frequencies above the silicon diamond waveguide’s fundamental cutoff frequency. (At these frequencies, the WR-10 sections are also above cutoff.) Equations found in chapter 6 are available for obtaining the impedance of the waveguides under this condition. This leaves us with but one complex variable, $\gamma_{SD}$, which can be expressed as

$$\gamma_{SD}(f) = \alpha_{SD}(f) + j\beta_{SD}(f)$$

Thus by measuring the complex return and insertion loss, the propagation constant of the diamond waveguide may be obtained from the four equations that result by breaking equations E.1 and E.2 into real and imaginary components. This was the tactic to be taken. In the process of analyzing the first set of measured data it became clear that the simple transmission line model was not sufficient and that reactive elements at the waveguide junctions would need to be considered.

As mentioned in Chapter 6, the flange connection between the diamond waveguide and the feed WR-10 sections was far from perfect due to the lack of sufficient tightening. In such a case, determining the parasitic junction elements (both those inherent at the junction and those due to imperfect connection) would be difficult, the values of which may different in each measurement case. For this reason, the attenuation in the diamond waveguide was determined solely through the insertion loss and thus overestimates the
loss to some degree. (Again, the attenuation values were determined at local minima in
the return loss to lessen the effect of neglecting the return loss in the attenuation
calculation.) To conclude this look at the diamond waveguide measurement, an example
of the inherent reactive elements at a rectangular waveguide/diamond waveguide junction
is considered. Specifically, a model of the equivalent circuit of a diamond iris in a
rectangular waveguide is given.

**Diamond Iris in a Rectangular Waveguide**

A sketch of the junction between a rectangular waveguide and diamond waveguide is
illustrated in Figure E.4. The actual silicon diamond waveguide sections were formed in
a split block manner (cut along waveguide’s E-plane) using two 2mm thick wafers. The
diamond waveguide blocks were diced to be 6 mm wide. Though not shown in the
sketch of Figure E.4, the diamond waveguide and WR-10 were aligned with flange as
described in Chapter 6. To investigate the properties of the waveguide junction, a full-
wave simulation of an infinitesimally thin diamond iris in a WR-10 was simulated using
HFSS and modeled using LIBRA. A sketch of the simulated structure is given in Figure
E.5. (A model of the actual junction would include a finite length of diamond
waveguide; the iris is a convenient tool for illustration of the existence of reactive
elements.)
Figure E.4: End and side views of the connection of a section of silicon diamond waveguide and WR-10.

Figure E.5: Schematic diagram of a "diamond iris" in a rectangular waveguide.

Since the iris may be considered to consist of both inductive and capacitive diaphragms, a simple parallel LC was used to model the obstruction. A LIBRA circuit schematic of the equivalent circuit model is given in Figure E.6.

Figure E.6: LIBRA schematic of the equivalent circuit for the waveguide and iris of Figure E.5.
To isolate the behavior of the iris, the simulation results of HFSS were de-embedded from each WR-10 excitation port to the precise location of the iris. To model the structure in LIBRA, the 50Ω ports (P1 and P2 in Figure E.6) were stepped up to the wave impedance of the WR-10 through the input and output transformers (XFER1 and XFER2) by adjusting the turns ratio. The L and C values were then optimized to fit the magnitude and phase of S11 at the extremities of the frequency range (75 and 110 GHz) as per the LIBRA test bench shown in Figure E.7. A LIBRA optimization routine returned values of 1.74 nH and 5.56 x 10⁻¹⁶ F for the inductor and capacitor respectively.

Figure E.7: LIBRA Test Bench for simulation of diamond iris obstruction.

Expressions for a variety of obstructions in rectangular waveguide have been provided by Marcuvitz [91]. Consider Figure E.8 in which an effort is made to cast the diamond iris into equivalent inductive diaphragm that is described in [93]. One means to arrive at an equivalent value for d’ is to equate obstruction area. In the case of the inductive diaphragm we have the following:

\[
\text{Diamond Iris Area} = 4\left(\frac{1}{2}x_d y_d\right) = 2x_d y_d.
\]
Inductive Diaphragm Area = 2bd',

and

\[ d' = \frac{x_d y_d}{b} \]

Figure E.8: The diamond iris as an equivalent shunt inductance.

For the case of the diamond iris the effective \( d' = 449 \ \mu \text{m} \). Equation 1c on page 221 of [93] gives:

\[ \frac{jX}{Z_o} \approx \frac{a}{\lambda g} \cot^2 \left( \frac{\pi d'}{a} \right) \left[ 1 + \frac{2}{3} \left( \frac{\pi d' \lambda^2}{a} \right) \right] \]

Evaluating this expression yields \( L = X/\omega = 1.77 \ \text{nH} \), suggesting that the optimized inductance value is quite reasonable. Now consider Figure E.9 in which the diamond iris is cast into an equivalent capacitive diaphragm. In a similar manner:

Diamond Iris Area = \[ 4 \left( \frac{1}{2} x_d y_d \right) = 2x_d y_d \]

Capacitive Diaphragm Area = 2af'
and

\[ f' = \frac{x_d y_d}{a} \]

Figure E.9: The diamond iris as an equivalent shunt capacitance.

For the case of the diamond iris, the effective \( f' = 224.5 \, \mu \text{m} \). Equation 2a on page 218 of [93] gives:

\[
\frac{B}{Y_0} = \frac{4b}{\lambda_g} \left[ \ln \left( \csc \frac{\pi d}{2b} \right) + \frac{Q_2 \cos^2 \frac{\pi d}{2b} \left( b \right)^2 \left( 1 - 3 \sin^2 \frac{\pi d}{2b} \right)^2 \cos \frac{\pi d}{2b}}{1 + Q_2 \sin^2 \frac{\pi d}{2b}} \right]
\]

where

\[
Q_2 = \frac{1}{\sqrt{1 - \left( \frac{2b}{n \lambda_g} \right)^2}} - 1
\]

Evaluating this expression gives \( C = \frac{B}{\omega} = 8.664 \times 10^{-16} \, \text{F} \). This value for the shunt capacitance is quite close to the optimized value from LIBRA. One reason that the analytical value is a bit larger than the LIBRA value may rest in the fact that the diamond
iris (for $a_{WR10} = a_{silicon\ diamond}$) does not provide shunt capacitance at $x = a/2$ - the region of maximum electric field. The inductive character of the diamond iris is seemingly unaffected by the iris’ shape perhaps due to the fact that magnitude of the magnetic field of the dominant mode does not vary along the $y$ dimension.

A comparison between the HFSS simulation of the diamond iris and the equivalent circuit model of the iris is given in Figure E.10. Excellent agreement between the HFSS simulation results and the LIBRA model exist in both magnitude and phase of the return loss.

![Graph showing Return Loss](image)

**Figure E.10:** Simulated magnitude and phase of the return loss of a diamond iris – both HFSS and LIBRA model results shown.
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