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CHAPTER I

Introduction

1.1 Motivation for Multi-sensor Systems

In many applications requiring the detection and identification of buried or ob-

scured objects single-sensor systems, which provide sensitivity to a single target

property, are not capable of providing sufficiently accurate results. It is oftentimes

necessary in such cases to develop systems with sensitivity to multiple target prop-

erties to obtain the desired accuracy. Such multi-sensor systems, which combine

relevant single-sensor technologies and their advantages, provide additional infor-

mation about the target and are a logical next step in obtaining a more reliable

system.

This research is based on using the interaction of acoustic and electromagnetic

waves to detect and distinguish objects. Since both acoustic and electromagnetic

target properties determine how the waves interact, sensitivity to both types of

target properties is inherent in the approach. Acousto-electromagnetic (acousto-

EM) wave interaction phenomena produces information which is unavailable using

separate acoustic and/or electromagnetic sensors. As a result, an additional data

space, which augments those from individual acoustic and electromagnetic sensors,

is obtained, allowing for more accurate detection and identification.
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1.2 Definition of Acousto-Electromagnetic Wave Interaction

Acousto-EM wave interaction refers to the interaction of acoustic and electro-

magnetic waves that occurs when an electromagnetic wave scatters from an object

under seismic or acoustic illumination, as shown in Figure 1.1. The incident acous-

tic excitation causes boundary displacement and density modulation on and within

the object, which both contribute to the Doppler component. The vibration of the

object under acoustic excitation gives rise to a frequency modulated electromagnetic

scattered field, the spectrum of which contains a small Doppler component shifted

in frequency by the acoustic frequency of vibration, as shown in Figure 1.2. The

Doppler component depends on both the object physical parameters (density, dielec-

tric contrast from background, geometry, shear modulus, etc.) and electromagnetic

and acoustic source parameters (acoustic: frequency and power, electromagnetic:

frequency and polarization). At certain acoustic frequencies, determined by the den-

sity contrast between the object and the background and the object’s mechanical

properties [1], the boundary and density modulations are enhanced and the largest

Doppler component is obtained. Therefore, the prediction and extraction of the res-

onant frequencies and Doppler component, or object signature, would be extremely

useful for detection and imaging purposes.

It is noted that the interaction is considered as a one-way process; in other words,

the acoustic wave, or pressure variation affects the local index of refraction which

in turns results in scattering and reflection of the interrogating electromagnetic sig-

nal. The converse scenario of electrostriction, where the propagating electromagnetic

field intensity creates a local mechanical deformation which, in turn, is capable of

generating acoustic waves and affecting the propagation of existing acoustic waves,
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Figure 1.1: Diagram of acousto-EM wave interaction. Acoustic or seismic excitation causes the ob-
ject to vibrate. The incident electromagnetic wave is modulated by the object vibration
giving rise to the Doppler component in the scattered signal.

is not considered.

1.3 Advantages Over Single-Sensor Systems

As noted above, the Doppler component arising from acoustic and electromagnetic

wave interaction is sensitive to multiple target properties. The advantages of the

acousto-EM system over single-sensor, all-acoustic or all-electromagnetic, systems

are summarized in the following paragraphs.

• Advantages over an all-acoustic system

– One advantage of using the acousto-EM approach is increased sensitivity to

the target interior. The large acoustic impedance mismatch between most

solids and the surrounding fluid, air, in this case, implies that coupling

acoustic energy into the target is difficult. As a result, much of the incident

acoustic energy is reflected from the target boundary and only a small

amount penetrates into the interior. This is especially true away from

target resonances; at resonance the coupling of acoustic energy into the
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Figure 1.2: Sample spectrum of electromagnetic field scattered from an object mechanically vibrat-
ing at acoustic frequency fa. The unshifted electromagnetic frequency is denoted by
fEM .

target is improved. Chapter VII compares the sensitivity of both acoustic

and electromagnetic waves to flaws within the target.

– In high acoustic clutter environments, measuring the bistatic scattered

pressure is difficult because multi-path signals can arrive at the receiver

simultaneously, saturating the return and obscuring the desired signal.

The acousto-EM approach, however, can separate direct-path and reflected

acoustic signals scattering off of nearby objects. Since only the resonant

target has displacements large enough to produce the Doppler component

in the scattered electromagnetic field, the proposed approach effectively

isolates the resonant target.

– Acoustic systems have difficulty detecting shear modes because the shear

waves cannot propagate into the surrounding fluid. In an acousto-EM sys-

tem, detection does not rely on acoustic wave propagation back to the

receiver. Therefore, the proposed approach does not suffer from this lim-

itation and can remotely detect the target motion caused by the acoustic

excitation.
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– In an acoustic imaging system, higher frequencies are sometimes required

to achieve sufficient resolution to detect certain features of interest. In the

acousto-EM approach, lower frequencies, which experience much lower loss

in air, are adequate since the acoustic energy is used to excite resonant

modes of the target rather than to image the target.

• Advantages over an all-electromagnetic system

– An electromagnetic system cannot look inside metallic, metal-coated, or

very electromagnetically lossy targets because the electromagnetic wave

does not penetrate significantly into the target interior. An acousto-EM

system, however, can detect acoustic resonance frequencies and is also sen-

sitive to the boundary perturbation which occurs at the acoustic resonances.

This information, which is unavailable using a conventional electromagnetic

system, provides additional information about the target which aids in de-

tection and identification.

– The electromagnetic signal level and bistatic patterns do not change signif-

icantly at electromagnetic resonances of the target. As a result, informa-

tion embedded in these resonances cannot be used for identification. In an

acousto-EM system, mechanical resonances, which also contain information

about the target properties, are used as an additional target descriptor.

1.4 Overview of Previous Work

This section outlines previous research on the interaction of electromagnetic and

acoustic waves and seeks to provide historical background for this research. Brillouin

first studied the effects of sound fluctuations of thermal origin on the propagation

of electromagnetic waves in fluids and solids in the early 1920’s [2, 3]. He predicted
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that electromagnetic waves would undergo a Doppler shift as a result of interaction

with acoustic phonons [3]. Experiments performed nearly ten years later verified

this prediction by observing the Doppler shift on light scattering from propagating

acoustic wavefronts within liquid media [4]. The maximum scattering angles are

determined by the relative acoustic and electromagnetic wavelengths and correspond

to the Bragg condition; the Doppler shift on the electromagnetic signal indicates the

velocity of the acoustic wavefronts [4, 5]. With the invention of highly chromatic

light sources, such as lasers, subsequent experiments were able to more easily discern

the Doppler shift and measure the velocity of the hypersonic acoustic waves [5]. The

invention of lasers also created the need for means of controlling the laser light beams.

Numerous devices based on the acousto-optic effect were subsequently developed out

of this practical necessity. An interesting account of the history of acousto-optics

and a discussion of acousto-optical devices is presented in reference [2].

Another application of acoustic and electromagnetic wave interaction is atmo-

spheric temperature profiling and air quality estimation. The idea of using the inter-

action for temperature profiling originated in the early 1960’s while practical system

development began in the early 1970’s [6, 7, 8]. The first Radio Acoustic Sounding

System (RASS) was developed at Stanford University to measure atmospheric tem-

perature profiles in the lower troposphere [6]. More recent deployment of RASS has

been for studying air quality via temperature profile information [9].

A basic RASS tracks the velocity of sound waves propagating in the atmosphere

using an electromagnetic radar system [6]. An acoustic source launches a spherical

pulse into the atmosphere; as the pulse propagates, its speed is affected by the lo-

cal temperature. The pressure variations, due to compression and rarifaction of the

atmosphere from the acoustic wave, slightly affect the local permittivity. A radar
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system simultaneously emits an electromagnetic signal which reflects off the slight

pressure variation. The radar system then measures the reflected electromagnetic

signal as a function of range, determines the acoustic wave propagation speed, and

infers the local temperature. To be sure, the reflected signal is quite small; however,

two features of the system yield a measurable signal. First, since the acoustic and

electromagnetic sources are in close proximity on the ground, the acoustic wavefronts

acts as a spherical reflector focusing the reflected electromagnetic wave at the radar

receiver. Second, a Bragg condition is set up by using an acoustic wavelength that is

approximately one half of the electromagnetic wavelength. This ensures that succes-

sive reflected electromagnetic wavefronts add coherently at the receiver. Advantages

of RASS include its relatively low cost in comparison with radiosonde measurement

and its real-time capabilities [6, 9]. In addition, it is entirely ground-based and does

not expend equipment launching it into the atmosphere.

In order to minimize the acoustic scattering and loss and to maximize the possible

measurement range, a very low acoustic frequency is generally used. The original

system developed at Stanford used 85 Hz and 36 MHz as the acoustic and elec-

tromagnetic frequencies, respectively [6]. This system was capable of measuring

temperatures up to altitudes of 3 km in low wind conditions and 1 km in average

wind conditions. More recent systems using more complex radar systems and signal

processing are capable of measurement up to the tens of kilometers [10]. The sys-

tem described in [11] uses a higher acoustic frequency of 1 kHz in order to reduce

system size; this system works up to altitudes of about 1 km. RASS for air quality

measurement use even higher acoustic frequencies, on the order of 2 − 3 kHz, and

can provide data up to altitudes on the order of only hundreds of meters [9]; the

electromagnetic portions of these systems operate at UHF.
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The work outlined above relies on maintaining an appropriate relationship be-

tween the electromagnetic and acoustic wavelengths to maximize the reflected elec-

tromagnetic signal. Another body of research uses the wave interaction to formulate

an inverse problem where the desired unknowns are the local, pressure dependent ma-

terial parameters within a given region [12]. The model has initially been tested using

data obtained by simulating the electromagnetic signal propagation through Debye

media with the finite-difference time-domain (FDTD) method [13]. The change to

the local index of refraction as a result of the propagating pressure wave is modeled

as a linear perturbation with coefficients derived from physical considerations and

the Debye material model. A subsequent experimental system sought to measure

the wave interaction using a TEM half-plane antenna and a slab of agar gel en-

closed in plexiglass [14]. In the experiments, the electromagnetic signal is a short,

approximately 8 ns, pulse and the acoustic excitation is provided by an ultrasound

transducer operating at 215 kHz. The pressure wave amplitude in the agar was es-

timated to be on the order of 0.1 Pa. The experiment was ultimately unsuccessful

since no sizeable return of the reflected electromagnetic signal was measured [14].

A required pressure wave amplitude of 8 × 108 Pa in the agar is predicted to be

necessary in order to yield a measurable reflected signal; measurable is assumed to

be a signal that is 0.1% of the incident wave. The authors do not mention using any

target resonance or the Bragg condition to enhance electromagnetic scattering.

It is expected that under the conditions in the experiment carried out in [14]

it would be nearly impossible to detect the Doppler component of the scattered

electromagnetic field. For discrete targets, away from resonance, an incident acoustic

wave largely scatters from the target surface, leaving the target largely unperturbed,

and creating little displacement to induce the Doppler effect. Likewise, in the above
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experiment, there is very little density modulation in the agar gel from which an

electromagnetic wave would scatter. In the model presented herein, the normal

resonant modes of discrete objects are used to enhance the Doppler shifted portion

of the scattered electromagnetic signal.

Systems using both the acoustic approach and the electromagnetic approach have

also been under investigation for applications in buried object detection. This ap-

proach was first suggested in the context of landmine detection in [15, 16]. In one

system, surface acoustic waves interact with a buried target, causing displacements

on the soil surface and the target [17, 18]; a ground penetrating radar (GPR) system

is then used to detect these displacements. Reference [19] also alludes to using the

resonances of the target to enhance the Doppler component. A numerical finite-

difference model of elastic wave propagation in two and three-dimensions has been

developed and qualitative agreement with experiments in a laboratory environment

has been established [20, 19]. Displacements as small as 1 nm have been detected.

Analytical work has also predicted the Doppler component scattered from res-

onant dielectric and metallic cylinders. The analytical solution is derived using

perturbation analysis in conjunction with the quasi-stationary approximation, which

will be described, and known acoustic scattering solutions. In the case of dielec-

tric cylinders, the analysis is separated into the boundary and density modulation

contributions to the Doppler field. Sheet boundary conditions have also been devel-

oped to accurately and efficiently model small perturbations to scatterer boundaries

[21]. These will be used extensively in the derivation of the boundary perturbation

Doppler component. In the following chapters, additional previous work specific to

certain aspects of the acousto-EM model will be mentioned where appropriate.
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1.5 Summary of Contribution

This research generalizes the theoretical acousto-EM model of the scattered Doppler

component to arbitrary two-dimensional targets. Previously, the Doppler component

was only known for infinite cylindrical geometries. The extended model described

herein can be used to test and verify the utility of the acousto-EM approach in more

general cases. A qualitative summary of Doppler component characteristics is initi-

ated to generalize the results from the simple cases considered herein. In addition,

the potential for the approach in a particular application, non-destructive evalua-

tion, is considered. It is demonstrated that the Doppler component could be a useful

means of locating and detecting flaws within a target.

1.6 Document Overview

The document can be outlined as follows. Chapter I defines the acousto-EM ap-

proach, presents its advantages, and provides historical background and previous

work that investigates acoustic and electromagnetic wave interaction. Chapter II de-

scribes three specific applications of acousto-EM wave interaction. The time-domain

model and important simplifying assumptions are discussed in Chapter III. Imple-

mentation of the model is covered in Chapter IV; verification of the implementation

is presented where analytical solutions are available. The two-step physical model,

which is the core of the general two-dimensional model, is discussed in Chapter V.

The first step is the simulation of acoustic scattering which produces the required

target displacements; the second step is the electromagnetic simulation which uses

the acoustic displacements to produce the Doppler component. Case studies are

presented in Chapter VI; the bistatic Doppler component at a single electromagnetic

frequency is presented for various modes of homogeneous and layered cylindrical
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geometries. Relevant observations that seek to generalize the Doppler component

from the relatively simple cases considered herein are also stated at the conclusion

of this chapter. The application of acousto-EM interaction to non-destructive evalu-

ation is presented in Chapter VII. This chapter compares the sensitivity of acoustic

waves, the unshifted electromagnetic fields, and the Doppler component to small

flaws within the target. Unique target signatures are obtained for the wideband,

bistatic Doppler component; the signatures demonstrate the Doppler component

sensitivity to the target interior. Chapter VIII describes a time-reversal focusing

approach that is used to locate flaws interior to the target. Focusing localizes the

incident electromagnetic field at a desired focal point. Appropriate processing of the

scattered fields produces an image related to the amount of scattering from each

point within the target; increased scattering of the Doppler component fields is ob-

served where the interior displacements and strain is maximized, i.e. near flaws. It

is also demonstrated that focusing yields more information regarding location of the

flaw as well as increased sensitivity to the flaw than the bistatic Doppler component

scattered from the target. Finally, systems for detection are discussed in Chapter IX;

various considerations and issues which may arise in a practical system are addressed

in this chapter. Relevant research on antenna designs amenable to incorporation in

a receiver for an acousto-EM system is also presented. Conclusions and future work

are outlined in Chapter XI.
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CHAPTER II

Applications

There are various areas where acousto-EM wave interaction could be used in a

multi-sensor system for remote detection and identification. This chapter focuses on

the following three, primary applications: buried object detection, tumor detection,

and non-destructive evaluation. Enormous research efforts have been devoted to each

topic; this chapter only attempts to provide relevant references. Within each section,

current work is reviewed and then a description of how the acousto-EM approach

could be used in that application is provided.

2.1 Buried Object Detection

An important are of ongoing research is the detection and identification of buried

man-made targets for civilian and military applications. Among civilian applica-

tions, the detection of pipes and tunnels under the earth’s surface is important for

maintainance and environmental protection purposes. Military applications include

the detection of landmines and unexploded ordnance devices.

A 2003 survey reports that there are approximately 45-50 million landmines world-

wide that remain to be cleared [22]. In spite of global efforts to remove landmines, it

is estimated that there are between 15,000-20,000 victims each year. These devices

are easy and inexpensive to deploy during conflicts; however, they remain active in-
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definitely until they are cleared or detonated by either the intended military target

or by civilians. There are hundreds of various types of mines which fall into two

main categories, anti-tank (AT) mines and anti-personnel (AP) mines. Anti-tank

mines are much larger and are designed to inflict damage on military tanks and

vehicles. Anti-personnel mines, however, pose a greater threat to civilian safety.

Anti-personnel mines are further classified as “blast” or “fragmentation” mines [22].

Blast mines are generally triggered by pressure and are buried at shallow depths.

They usually have little metallic content and a plastic casing. This type of mine

inflicts damage by causing the activating object, i.e. a foot, to fragment and blast

upwards. Fragmentation mines, on the other hand, contain material fragments which

are sent radially outward upon detonation. Bounding mines, which are buried, upon

detonation are propelled upward and subsequently explode, sending fragments about

one meter off the ground in a large radius, fall into this category. Other types of

fragmentation mines are mounted on stakes or tree trunks. Fragmentation mines are

usually larger than blast mines and have higher metal content, making them easy to

detect with a metal detector. On the other hand, they are often detonated with a

trip wire, prohibiting location with a hand-held detector.

Numerous single sensor technologies have been developed for buried object de-

tection. Ideally, a system would provide a high probability of detection with low

false alarm rates using remote interrogation. Most of these approaches for landmine

detection suffer from high false alarm rates. Each false alarm must be carefully

handled and treated as if it were a mine, limiting the speed and cost of demining

with these approaches. The oldest and most developed detection methodology is a

metal detector. These devices operate based on electromagnetic induction (EMI)

[23]. Current flowing in a transmitting coil produces a time-varying magnetic field
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in the ground. If metallic targets are present, eddy currents will be induced on their

surface, producing an additional, lower intensity magnetic field which is detected by a

receiver coil. Metal detectors were first used in World War I and were further refined

during World War II. The technology has changed little since its development in the

early 20th century, however, device operation has been improved and the size and

weight have been reduced. EMI detectors are capable of extreme sensitivity to metal

content in the soil. However, with increased sensitivity comes increased false alarm

rate due to metallic clutter. This is the primary limitation of detection modalities

based on EMI. This approach is also unable to provide object depth information.

Non-metallic objects, which are more difficult to detect because of the low dielec-

tric contrast from the background soil medium, require a different approach for suc-

cessful detection. Non-metallic mine detection originated with the balanced bridge

approach during World War II [24]. Basically, sub-surface anomalies, such as mines,

change the radiation resistance of a transmitting antenna, producing a measurable

change in the signal at the receiver antenna. As the technology matured, more com-

plex systems were developed using multiple antennas and arrays. The approach has

many limitations, including its inherent sensitivity to variations in antenna height

and tilt and soil moisture; it also has limited sensitivity to small AP mines and

limited capability to distinguish between mines and clutter.

GPR has been extensively investigated for use in buried object detection [25]. In

this approach radio or microwaves are used to interrogate an area under test. Con-

trast in the dielectric properties of the ground and buried targets produce reflected

waves which are subsequently detected and processed. The choice of operational

frequency is critical to system performance; lower frequencies provide improved sig-

nal depth penetration while wideband systems provide improved range resolution.
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An important advantage of GPR systems is the ability to conduct investigations

remotely, minimizing operator risk. Detection accuracy is limited in cases where

dielectric contrast between the mine and the background soil medium is low enough

to be comparable to variations within the heterogeneous soil itself. In addition, the

backscattered signal from the mine is small compared with the primary backscat-

tered signal due to rough surface scattering at the soil-air interface. This method is

also subject to environmental conditions, such as soil moisture, implying that, while

a particular setup may be optimized for certain conditions, it can yield poor results

in others.

Another system which is being developed uses acoustic waves to detect landmines

[26, 22]. In this approach acoustic energy is coupled into seismic waves which prop-

agate in the ground. Rather than placing the acoustic source in contact with the

surface and coupling to Rayleigh waves, which propagate near the ground surface,

an airborne acoustic source remotely couples to Biot Type II waves which propa-

gate in the air holes within the soil. This provides more efficient coupling of the

acoustic energy, reaching depths of approximately 0.5 m below the ground surface.

The interaction of the mine container with the soil on top of it produces linear and

nonlinear disturbances which are used for detection. The container and the soil

on top of it form a mass (soil) spring (container) system; at the system resonance

maximum surface displacement is obtained. Advantages include insensitivity to the

mine material and the ability to reject clutter such as rocks, roots, or pieces of metal

which do not interact as much with the soil. Detection is currently done with a laser

Doppler vibrometer (LDV) which measures displacements on the soil surface. LDV

detection presents the primary limitations to this technology. Performance is poor

in heavily vegetated areas and at low look angles. In addition, the LDV is sensitive
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to environmental conditions, such as temperature and humidity. Alternate means of

detection, such as GPR and ultrasound (US) systems, have also been suggested.

Many different hybrid systems employing multiple sensors which collect indepen-

dent data sets are also being investigated [27]. The objective is to use sensors with

sensitivity to different mine characteristics so the data complement each other. Data

fusion may be performed at different levels, such as the pixel level for sensors with

similar resolution or in post-processing. The U.S. Army has developed the Handheld

Standoff Minefield Detection Systems (HSTAMIDS or AN/PSS-12) which combines

a GPR system with metal detection capabilities to provide high probability of de-

tection with low false alarm rates for both metallic and non-metallic AT and AP

mines [28]. Another system uses GPR, an infrared camera, and an EMI sensor oper-

ating on separate platforms and then integrates the data using a specially developed

algorithm [29]. Issues from irregular sampling, differing data formats produced by

each sensor, as well as positioning errors from indepedent sensor platforms present

difficulties in data fusion.

Systems based on both the acoustic and electromagnetic phenomena have also

been under investigation for applications involving buried object detection. A sys-

tem suggested in [26, 30] simultaneously uses both an acoustic system (with LDV

detector) and a GPR system. The interaction between the container and soil on top

of it creates the displacement on the soil surface. Since the GPR system is most

sensitive to mines buried at moderate depths while acoustic systems are most sen-

sitive to shallow mines these approaches complement each other. In addition, the

combined system takes advantage of the fast detection and resolution capabilities of

GPR as well as its sensitivity to dielectric contrast. Yet another approach, which is

briefly discussed in Section 1.4, combines acoustic excitation with electromagnetic
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Figure 2.1: Proposed approach using acousto-EM wave interaction for the detection and identifica-
tion of buried objects.

detection, overcoming the limitations of LDV detection used in acoustic systems. In

this system, soil surface displacements above acoustically excited mines are detected

using GPR.

The present research models the electromagnetic response of such targets in a

similar system, which is shown in Figure 2.1. However, in this case the acoustic source

frequency is chosen to induce the mine or buried target to enter a resonant mode

of vibration. Under this condition, the displacement of the mine and soil surface is

greatly enhanced. While it is more straightforward to detect soil displacement away

from resonance as in [20, 19], additional information contained in the scattered field

due to object vibration and the target resonances would be useful for detection and

recognition. As mentioned in Section 1.4, analytical work has been carried out to

predict the scattered Doppler component for infinite dielectric and metallic cylinders

[31, 1]. Analysis of the scattered field for more general cases, however, is necessary

for practical application of this technique in buried object detection.
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2.2 Tumor Detection

Although, the largest research efforts in acoustic and electromagnetic wave in-

teraction have been for buried object detection, the approach could also be used in

a non-invasive scheme for the early detection of tumors. A very large amount of

research has been dedicated to tumor detection. In this section microwave imaging

and two methods of elastography are described. The proposed acousto-EM approach

is also presented and its advantages are outlined.

Recently, microwave imaging has been under investigation for cancer screening

because of its ability to take advantage of the dielectric contrast between normal

and possibly cancerous tissue at microwave frequencies (1-10 GHz) [32, 33]. It is

also lower in cost than traditional means of detection. In the area of breast cancer

research ultra-wideband (UWB) radar systems have been under development since

about 1998. These systems employ antenna arrays in conjunction with specialized

beam forming techniques to identify locations of heightened scattering that indicate

possible tumors. One approach is microwave-imaging via space-time (MIST) beam-

forming which “spatially focuses the backscattered signals to discriminate against

clutter and noise while compensating for frequency-dependent propagation effects

[33].” The beam is scanned over various locations by using appropriate time shifts

between signals and adjusting processing parameters. This method has shown posi-

tive results in experimental settings, detecting breast tumors less than 5 mm in size

in a three-dimensional multilayer breast phantom that accurately reflected human

tissue dielectric properties [34]. While the dielectric contrast between normal and

malignant breast tissue is large (greater than 2:1), in other tissues, such as the kidney,

the contrast is quite low (about 5%) [35]. This suggests a limitation of microwave
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imaging in detecting other types of cancer.

Palpation has been used for centuries to detect cancerous tissue which is often

much stiffer than noncancerous tissue. Elastography is a relatively new imaging ap-

proach which effectively is remote palpation [36, 37]. Elastographic imaging seeks to

map mechanical properties of tissue, particularly the elastic (or Young’s) modulus

or the shear modulus, both of which vary over orders of magnitude within tissue,

to provide high quality images. This is in contrast to conventional US which distin-

guishes tissue type based on acoustic impedance. The acoustic impedance, in turn,

is determined by the bulk modulus of the tissue, which does not vary significantly in

soft tissue [38]. Since the mechanical attributes of tumors are not necessarily corre-

lated with distinguishing properties used in other detection techniques, such as water

content in magnetic resonance (MR) imaging or dielectric properties in microwave

imaging, elastographic imaging is capable of discerning tumors which otherwise could

have gone undetected [39, 40]. In addition, the contrast between the elastic modulus

of normal and malignant tissue is often greater than the contrast of other properties

such as dielectric permittivity. For example, the elastic modulus of breast tumors

and surrounding tissue can differ by a factor as high as 90 [36]; as mentioned above,

dielectric contrast in breast tissue is much lower. Regions with low dielectric con-

trast, such as kidneys, which are not good candidates for microwave imaging, have

also successfully been imaged with this technique [41].

The general approach in elastographic imaging is to use some type of mechan-

ical excitation to cause tissue displacement and then use a means of detection to

measure relevant quantities from which the elastic properties of the tissue can be ex-

tracted. The mechanical vibration is usually induced using static or dynamic acoustic

excitation. Static excitation methods slowly compress the tissue and then detect dis-
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placements by some means (e.g. MR or US). An estimate of strain (change in length)

is formulated, then related to the distribution of applied stress (force per unit area),

and elastic parameters are extracted. Dynamic methods apply a transient or har-

monic excitation causing tissue vibration. The displacement is then detected and

related to elastic properties of the tissue. The radiation force of ultrasound, which

can be applied to a desired location within the tissue, is an excellent means of creat-

ing internal static or dynamic excitation noninvasively because existing US hardware

can be used to generate the signal in any desired temporal shape or appropriate fre-

quency range. Dynamic methods are advantageous because they have potential to

yield additional tissue information over a spectrum of frequencies; as mentioned in

[42], dynamic stress also “allows one to analyse the object based on its structural

vibration properties as opposed to its ultrasonic parameters.” Two schemes of par-

ticular interest are sonoelastography and vibro-acoustography. Their application is

described in more detail in what follows; further information on additional means of

elastographic imaging may be found in the references.

Sonoelastography, also known as shear wave elasticity imaging, uses shear waves

to discern tissue properties such as shear viscosity and shear modulus [42, 38]. The

radiation force of a focused, low frequency (less than 1kHz) amplitude modulated

(AM) US beam induces localized acoustic waves. Shear waves at these frequencies

have wavelengths on the order of millimeters and propagate according to the shear

modulus, which varies over orders of magnitude in soft tissue. In addition, shear

waves are attenuated about three orders of magnitude more so than compressional

waves [38]. As a result, they remain localized about the US focal point, reducing

the effects of neighboring tissue. Compressional waves are not used in this approach

because they have a wavelength much longer than the scale of interest and propagate
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according the bulk modulus which varies little in soft tissue. The shear waveform and

amplitude is detected by optical means, phase sensitive MR imaging, or Doppler US.

Resolution is limited by how well the shear wave remains localized, which depends

on the US focal region and the tissue properties. This makes it difficult to esti-

mate resolution in general; an optimistic estimate for MR detection would be about

0.7 mm in diameter, the focused US beamwidth at 3 MHz, by 0.5-2 mm in depth,

typical MR resolution. Disadvantages of sonoelastography include inapplicability to

regions of hard tissue where the shear waves do not remain well localized. Detection

is problematic as well. Optical detection cannot be used in practical medical appli-

cations and MR imaging is expensive. It has also been suggested that in order to

achieve displacements large enough to be observed with Doppler US (∼ µm) the US

signal intensity would likely be above maximum recommended levels [42]. Finally,

scanning time is relatively long since the image is acquired one point at a time.

Vibro-acoustography uses ultrasound radiation force to excite tissue at acoustic

frequencies and then detect the resulting acoustic emission, or acoustic field in re-

sponse to cyclic vibration, with a hydrophone or microphone [42, 43, 44]. Figure 2.2

depicts a typical vibro-acoustography system. Rather than using a single amplitude

modulated (AM) US source, which causes acoustic emission along the path between

the source point and the desired focal point, two confocal US beams at frequencies

ω ± ∆ω/2 interfere with each other, producing an AM US beam with modulation

frequency ∆ω. Cyclic displacement of the tissue caused by the radiation force of the

AM US beam gives rise to the acoustic emission. The signal depends on the local

elastic and mechanical properties as well as the dynamic response of the tissue at

the particular acoustic frequency. A hydrophone is used to detect the acoustic sig-

nal emitted from the focal point and the amplitude and/or phase versus position is
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Figure 2.2: A typical vibro-acoustographic imaging system. Two confocal US beams produce a
single AM US beam at the desired focal point. Cyclic vibration of the tissue at the focal
point gives rise to the acoustic emission. The amplitude and/or phase of the acoustic
emission is detected with a hydrophone and a raster image is formed. Experiments are
carried out in a water tank to avoid acoustic impedance mismatches between the US
source, hydrophone, and background medium.

mapped to form the image. Vibro-acoustographic experiments are generally carried

out in a water tank, as shown in Figure 2.2, with both the US source and hydrophone

submerged in the water for improved acoustic coupling. In vivo imaging requires that

the US source and detector be held to the skin surface because of the large acoustic

impedance mismatch at the skin-air interface.

Since the two US signals propagate along different paths dynamic radiation force,

which induces mechanical vibration and motion, is produced only at the focal point,

reducing the influence of tissue between the source and the focal point. In addition,

using two interfering beams rather than a single, amplitude modulated beam reduces

the depth of the focus volume. The spatial resolution is ultimately limited by at-

tenuation within the tissue which limits the US frequency and resulting beamwidth.

Using typical parameters, one study cites a resolution diameter of about 0.7 mm and

a depth or image layer thickness of about 9 mm [44]. Hydrophones are extremely sen-

sitive and are capable of detecting acoustic intensities as small as 10−15 W/cm2 or a

few nanometers in displacement. It is noted that a recent vibro-acoustography study

22



on brachytherapy metal seed imaging found it advantageous to image at acoustic

resonances of the seeds for improved contrast and signal to noise ratio.

Disadvantages of vibro-acoustography include background interference from acous-

tic signals in the measurement environment. Since the hydrophone is not at all direc-

tive, multipath signals and sensitivity to acoustic boundaries become an issue. Also,

as shown in [44], the detected signal is proportional to a medium transfer function,

which describes the frequency response of the receiving hydrophone and the propaga-

tion effects of the background media. This is an inevitable consequence of detecting

the acoustic signal after it has propagated through the intervening tissue between the

focal point and the hydrophone. However, since the acoustic compressional wave-

length is usually large relative to the focal region, the radiation is often assumed to

originate from a point source and the transfer function is assumed constant for every

point in the region of interest. Another result of detecting the signal after it has

propagated through the neighboring tissue is the loss of information contained in the

shear waves, which are rapidly attenuated at these frequencies [45]. Since only the

compressional waves are able to propagate to the hydrophone vibro-acoustography

cannot detect shear modes of resonance. Another disadvantage is long acquisition

time since the US source must focus on one point at a time. Also, as mentioned

above, in vivo imaging requires that both the US source and hydrophone be held

in contact with the skin because of the large acoustic impedance mismatch at the

skin-air interface.

There are various configurations in which an acousto-EM approach could be used.

Figure 2.3 shows one configuration where a single AM US source produces an acoustic

plane wave for mechanical excitation. The microwave imaging system would provide

the remaining two-dimensions of resolution. For reference, the microwave imaging
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system described in [33] has resolution on the order of 5 mm. Possible types of

the microwave imaging system include a large adaptive array capable of focusing on

different spots and/or a scanning array. Acoustic resonances of discrete scatterers

within the field of view could be detected by sweeping the amplitude modulation

frequency. This system is appropriate for detecting individual lesions or microcal-

cifications and inferring their properties from the Doppler component and resonant

frequencies, not necessarily obtaining a very high resolution image.S i n g l e A M U S S o u r c e M i c r o w a v e I m a g i n g S y s t e mP r o v i d e s T r a n s v e r s e R e s o l u t i o n

U S S o u r c e P r o v i d e sD e p t h R e s o l u t i o n
A c o u s t i c P l a n e W a v e s

Figure 2.3: A possible configuration using acousto-EM wave interaction for obtaining the Doppler
response of tumors. A single AM US source provides an acoustic plane wave and the
depth resolution. The microwave imaging system provides the remaining two dimensions
of resolution and detects the Doppler component. The US source is stationary and the
non-contact microwave array can be scanning or stationary depending on the array size.

Figure 2.4 illustrates a two-dimensional view of an alternate configuration where

two planar US beams intersect along a line to produce the AM US signal as in vibro-

acoustography. The depth resolution along the focal line and Doppler component

detection would be provided by a microwave imaging system. The line of intersection
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between the US beams would be varied over the x-y plane using US beam steering

techniques, forming a three dimensional image of the region. In this case, a different

interpretation of the acoustic response would be necessary since it is determined by

the local tissue parameters rather than the resonant response of a discrete lesion or

tumor. The advantage of this approach over vibro-acoustography is reduced acqui-

sition time as a result of using the microwave system for detection and to provide

resolution along one dimension.
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Figure 2.4: Two-dimensional cut of a possible approach using acousto-EM wave interaction for

medical imaging of dielectric and elasticity properties of tissue. The two US beams
produce an AM signal with modulation frequency ∆ω along a ẑ directed line. The
microwave imaging system detects the Doppler component and provides resolution along
the z axis. The US sources and microwave system are stationary and use beam steering
to focus on different regions. The microwave imaging system is non-contact.

The proposed acousto-EM system combines the advantages of vibro-acoustography

and microwave imaging, while making use of the unique properties of the electromag-

netic Doppler signature. Using both US and microwave systems to achieve resolution

allows for faster image acquisition in two or three dimensions. The imaging system

does not need to move since spatial beamforming of the backscattered electromag-
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netic signals can be carried out following measurement. In addition, the microwave

sensor is capable of picking up the entire acoustic signature of interest from within

the object, before the signal has been affected by undesirable acoustic propagation

effects. This allows both compressional and shear waves to be detected. In contrast,

the two previous imaging techniques are sensitive to only one type of acoustic wave.

The proposed approach is also capable of acoustic spectroscopy for tumor feature

extraction. By continuously varying the frequency of the acoustic source and moni-

toring the Doppler component of microwave backscatter unique acoustic resonances

of the object, which are functions of its geometry, size, and material properties, can

be determined remotely. In the proposed system, both dielectric and elastic prop-

erties can be extracted; these combined attributes would provide a comprehensive

description of the tumor and allow detection in regions of low dielectric contrast.

The microwave imaging system is also less susceptible to background noise and more

directive than the hydrophone used for detection in vibro-acoustography; it is also

lower in cost than MR imaging used in shear wave imaging. Finally, while some

reflection of the electromagnetic signal does occur at the skin surface, the microwave

system is capable of remote detection, allowing easier bistatic measurement of the

Doppler signal.

Table 2.1 is a comparative summary of the relevant properties of microwave imag-

ing, sonoelastography, vibro-acoustography, and the first proposed acousto-EM imag-

ing approach; parameters indicated in [33] and [34] are used for the microwave (and

acousto-EM) systems. Individually, the US acoustic source and microwave imag-

ing systems have already successfully been applied in various experimental studies

[34, 43, 44]. In order to employ acousto-EM wave interaction in this application, a

connection between the observed Doppler component and resonant frequencies and
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Microwave Sonoelastography Vibro-acoustography Acousto-EM

Acoustic Source NA AM US beam Confocal US beams AM US plane wave
Detection Method NA MRI Hydrophone Microwave
Compressional Waves No No Yes Yes
Shear Waves No Yes No Yes
Dielectric Contrast Yes No No Yes
Acoustic Spectroscopy No Yes Yes Yes
Est. Image Resolution . 5 mm cube 700 µm sq × 2 mm 700 µm sq × 9 mm 700 µm × . 5 mm sq
Detector Placement Remote Remote Near surface Remote
Acquisition Time Short Long Long Short
Background Noise Low Low High Low
Cost Low Expensive Low Low

Table 2.1: Comparative summary of four imaging systems including the proposed acousto-EM
method.

the tumor geometry and elasticity needs to be developed.

2.3 Non-destructive Evaluation

Testing structural integrity is an important part of maintaining the nation’s infras-

tructure. Aging bridges and roadways need to be inspected to ensure their continued

safe use. The development of means of non-destructive evaluation (NDE) is crucial

to keeping the cost of maintainance to a minimum. Concrete, in particular, is diffi-

cult to image because of the high degree of heterogeneity and its coarse, aggregate

nature. Radiographic means of inspection, such as X-ray or gamma-ray tomography,

have been employed since the late 1960’s [46]. These systems are capable of providing

resolution as high as 1 mm, however, they are expensive and their use requires train-

ing and safety precautions. Infrared thermography is another, less expensive means

of inspection [47]. The images produced by this method, however, are difficult to

interpret and are sensitive to conditions in the testing environment, such as weather.

GPR has been used for NDE of concrete structures. Advantages of this type of

imaging include low reflection of microwave energy at the concrete-air interface and

high contrast between background concrete and steel reinforcements. One drawback

is sensitivity to moisture content which greatly affects the dielectric properties of the
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concrete under test. Acoustic imaging, another low cost imaging method, is based on

acoustic wave propagation in the medium. Adequate resolution, however, requires

a small beam size which necessitates using a large transducer or operating at high

acoustic frequency. Coupling high frequency acoustic waves into concrete is difficult

because of rapid attenuation. On the other hand, large transducers are impractical.

As mentioned in [48], the principles of vibro-acoustography are also applicable to

this area.

The acousto-EM approach could lead to a system which uses an acoustic source for

excitation and a radar system for electromagnetic detection of the Doppler compo-

nent. Since the acoustic portion of the system does not need to provide the resolution,

the problems with acoustic imaging mentioned above would be mitigated. In addi-

tion, as in the case of medical imaging, the acousto-EM approach is not hindered

by acoustic wave coupling out of the concrete. The information gained from the

proposed approach could augment that from GPR analysis, yielding a more descrip-

tive image. The relationship between the Doppler component and subsurface cracks,

delaminations, or metallic reinforcements, however, needs to be developed in order

to use an acousto-EM approach in NDE applications. The results of an investigation

into the sensitivity of the Doppler EM signature to small internal flaws are presented

in Chapter VII. It is demonstrated that the Doppler component is quite sensitive to

the presence of flaws and, as such, is a viable alternative for further investigation in

NDE applications.
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CHAPTER III

Acousto-EM Model Development

3.1 Overview

In this chapter the model for acoustic and electromagnetic wave interaction is

presented. The assumptions inherent in the model are first discussed along with

relevant references. Then the analytical formulation is outlined. Details regarding

implementation are given in the next chapter.

A great deal of effort has been devoted to the prediction of acoustic or electro-

magnetic scattering from moving or vibrating objects. These models take on various

degrees of complexity. In references [49] and [50] one-dimensional electromagnetic

scattering from a planar, perfectly conducting plate is analyzed for various plate

displacements, including bulk motion and sinusoidal vibration. The FDTD is used

in [51] to analyze one and two-dimensional scattering from vibrating perfectly con-

ducting planar objects; this formulation requires knowledge of the incident fields,

however, and is not as general as the formulation presented in Chapters III and IV.

The problem of acoustic scattering from a vibrating object is more complicated

than the electromagnetic case. Depending on the target motion and frequency, there

are two mechanisms that can give rise to a frequency modulated scattered field

[52]. The first is the target vibration and the second is nonlinear interaction of the
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incident pressure wave with the scattered pressure wave due to the target motion.

This second mechanism can dominate the scattered acoustic field in certain regimes

of vibration frequency; it is, however, due only to the nonlinear nature of acoustic

wave propagation in the surrounding medium. As such, it is not relevant in the

acousto-EM model.

The referenced publications distinguish between bulk target motion, which gives

rise to the standard Doppler shifted scattered field, and target rotation or vibration,

which modulates the scattered fields, similar to frequency modulation. The second

case is termed the micro-Doppler effect to distinguish it from the bulk or static

Doppler shift. The micro-Doppler component is analyzed for point scatterers and

cubes in [53]. As in the present case, the micro-Doppler effect embeds additional

information about the target into the scattered electromagnetic field.

This analysis relies on the Doppler shift on the electromagnetic wave due to the

target vibration. Three important assumptions are made about the wave interaction

and how the Doppler shift is imparted to the electromagnetic wave. First, interaction

between the two types of waves away from the target is neglected. This is permissible

since scattering from the resonant target itself is many orders of magnitude larger

than scattering from density fluctuations in the acoustic medium when no special

conditions are imposed, such as the Bragg condition. As mentioned in Section 1.4,

an unsuccessful attempt was made to measure the wave interaction away from a

resonant target.

The second assumption is that relativistic effects can be ignored. In the previously

referenced studies on electromagnetic scattering from moving targets, these effects

are accounted for using relativistic boundary conditions. In this model, however, the

low acoustic frequency of motion or vibration can be used to simplify the analysis.
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Figure 3.1: Two effective time scales of the problem. The electromagnetic solution reaches steady

state before the object state has changed substantially. The QS approximation considers
snapshots of the object at various instances over the acoustic time scale, labeled τi.

Since the acoustic frequency (on the order of kHz), is much less than the electro-

magnetic frequency (on the order of GHz), the problem effectively has two time

scales. One is quickly varying corresponding to the electromagnetic frequency and

the other is slowly varying with the acoustic frequency. Basically, the electromag-

netic solution reaches a steady state condition before the object state has changed

substantially, as illustrated in Figure 3.1. This allows the use of the quasi-stationary

(QS) approximation. With the QS approximation a sequence of stationary positions

corresponding to a particular mode of vibration are considered, i.e. snapshots of

the object at various instances over the acoustic time scale, labeled τi in Figure 3.1,

are considered individually. Therefore, the analysis for scattering from a slightly

unperturbed object is the same as that to be used in the case of a vibrating object.

The latter case, however, requires an additional step of reconstructing the sequence

of solutions to reflect the time varying boundary of the scatterer. The number of

required samples depends on the acoustic waveform and is ultimately determined by

the Nyquist sampling theorem. For example, sinusoidal motion requires two samples;

or, a single sample is required if only the amplitude information is desired.

While the analysis for the perturbed and vibrating cases is equivalent from the
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modeling perspective, the interpretation of the resulting scattered fields is not. For a

perturbed object, the scattered perturbation fields are not Doppler shifted and are at

the same EM frequency as the incident wave. For the vibrating object, modulation

of the incident wave occurs and the scattered, perturbation fields are the Doppler

component, shifted away from the incident EM wave frequency by an amount equal

to the acoustic frequency of motion.

The third assumption in the acousto-EM model is that the source of the Doppler

component can be separated into contributions from the boundary perturbations

and the interior density modulation. This was initially proposed in the context of

acousto-EM in [1]. It is a reasonable simplification of the wave interaction process,

given the nature of electromagnetic scattering.

Finally, the solution for the total scattered field, E, is assumed to be of the

form E = Eo + Ẽ. That is, the total scattered field is composed of two parts,

the unperturbed field, Eo, scattered from the stationary, unperturbed object and a

small perturbation component, Ẽ, scattered as a result of the object perturbation.

This form of solution is used throughout the analysis. As previously discussed,

the frequency of the perturbation component, Ẽ, depends on whether or not the

perturbation is static with respect to time or varies, as in the case of a vibrating

target. In the remainder of this document it is assumed that the target is vibrating

and the perturbation fields of interest are the Doppler component.

3.2 Boundary Perturbation

One difficulty in brute force computational analysis of scattering from an acous-

tically vibrating object or a perturbed stationary object is the fine discretization

required to resolve the object’s motion. Even at a mechanical resonance of the tar-
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get, the surface displacement of the object is quite small. While the actual value

depends on the background and target materials and the incident acoustic power, for

practical acoustic excitation, the displacement is on the order of tenths of microns.

Therefore, capturing the effects of surface vibrations using direct discretization would

require resolution smaller than the expected surface displacement. Another issue is

accurately calculating the small Doppler component of the scattered field which, as

seen in Figure 1.2, is orders of magnitude smaller than the unshifted field scattered

from the stationary object. This makes extracting the Doppler component from

straightforward numerical computation nearly impossible.

A recently derived general class of boundary conditions called sheet boundary con-

ditions (SBC) has provided the necessary tools to significantly simplify the analysis

[21, 54]. These boundary conditions are applied on the unperturbed object boundary

and account for any object motion or boundary deformation. By replacing the mov-

ing object with a stationary object having special sheet impedance and admittance,

these boundary conditions allow a single discretization of the unperturbed object.

In addition, they allow separate computation of the first-order Doppler component,

independent of the unshifted scattered fields. The method of moments has previ-

ously been used to verify the SBC and their application to simulate scattering from

vibrating circular dielectric and metallic cylinders [21, 54]. It is noted that these

boundary conditions are applicable for arbitrary perturbations to scatterers of any

geometry. They also apply to lossy dielectrics and perfect electric conductors.

Figure 3.2 depicts the application of the SBC; the subscript 1 refers to the region

external to the cylinder and 2 refers to the interior. The time varying sheet impedance

and admittance, Zs
1,2(τ) and Y s

1,2(τ), respectively, account for the boundary motion.

τ represents acoustic time.
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Figure 3.2: Applying sheet boundary conditions to the vibrating object’s surface replaces it with a
stationary scatterer having time varying surface impedance and admittance.

As mentioned, the SBC separate the dominant, unperturbed component due to

scattering from the stationary object, Eo, from the Doppler component due to the

boundary perturbation and object motion, Ẽ. This advantage of the SBC implies

that the solution to the unperturbed problem may be found once and then used to

find the scattered fields for any boundary perturbation or acoustic vibration.

The SBC are derived in [21] by considering solutions to scattering from cylinders

with slightly perturbed boundaries. As noted, relativistic effects are neglected. The

expressions are given by

n̂ × (E1 − E2) = n̂ × n̂ × (Zs
1H1 + Zs

2H2)(3.1)

−n̂ × (H1 − H2) = n̂ × n̂ × (Y s
1 E1 + Y s

2 E2)(3.2)

where (E1,H1) are the fields external to the boundary and (E2,H2) are the fields

internal to the boundary. Also, n̂ is the unit normal to the object boundary. The

sheet impedances and admittances, (Zs
1 , Y s

1 ) and (Zs
2 , Y s

2 ), reside on the exterior

and interior, respectively, of the interface between the scatterer and the background

medium as shown in Figure 3.2. The scatterer is retained after the boundary con-

ditions are applied. Second order boundary conditions are required for one of the

two expressions; for TM (TE) it is necessary to use higher order conditions for the
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magnetic (electric) field. For TM, the second order boundary condition is given by

(3.3)

− n̂ × (H1 − H2) = n̂ × n̂ ×
[

γ1E1 +
∂

∂s

(

A1
∂

∂s
E1

)

+ γ2E2 +
∂

∂s

(

A2
∂

∂s
E2

)]

where the partial derivative is with respect to the arc length along the tangent of the

object boundary. The coefficients in equations (3.1) and (3.3) for TM polarization

are given by

Zs
1 = −jk1δZ1 Zs

2 = +jk2δZ2

γ1 =
−jk1δ

Z1
γ2 =

+jk2δ

Z2

A1 =
−jδ

k1Z1
A2 =

+jδ

k2Z2

where k1,2 and Z1,2 are the propagation constants and intrinsic impedances in regions

1 and 2, respectively, and δ is the perturbation to the object boundary.

The second order boundary condition for TE is given by

(3.4) n̂ × (E1 −E2) = n̂ × n̂ ×
[

η1H1 +
∂

∂s

(

B1
∂

∂s
H1

)

+ η2H2 +
∂

∂s

(

B2
∂

∂s
H2

)]

The coefficients in equations (3.2) and (3.4) for TE polarization may be found using

duality. The following is obtained:

Y s
1 =

−jk1δ

Z1

Y s
2 =

+jk2δ

Z2

η1 = −jk1δZ1 η2 = +jk2δZ2

C1 =
−jδZ1

k1

C2 =
+jδZ2

k2

Note that all parameters on the right-hand sides of (3.1) - (3.4) are proportional to

δ. Hence for an unperturbed problem,

n̂ × (Eo1 − Eo2) = 0(3.5)

−n̂ × (Ho1 − Ho2) = 0(3.6)
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where, as before, subscripts 1 and 2 refer to the regions exterior and interior to the

boundary, respectively. Relating total fields, e.g. E1,2 = Eo1,o2 + Ẽ1,2, in equations

(3.1) and (3.3) with the sheet boundary conditions and retaining only terms which

are first order in δ yields the following for TM polarization:

n̂ × (Ẽ1 − Ẽ2) = n̂ × n̂ × (Zs
1 + Zs

2)Ho(3.7)

−n̂ × (H̃1 − H̃2) = n̂ × n̂ ×
[

(γ1 + γ2)Eo +
∂

∂s

(

(A1 + A2)
∂

∂s
Eo

)]

(3.8)

where continuity of the unperturbed tangential fields, e.g. Eo = Eo1 = Eo2, along

the object boundary is used to simplify the result. Similar expressions for TE may

be obtained using equations (3.2) and (3.4):

n̂ × (Ẽ1 − Ẽ2) = n̂ × n̂ ×
[

(η1 + η2)Ho +
∂

∂s

(

(B1 + B2)
∂

∂s
Ho

)]

(3.9)

−n̂ × (H̃1 − H̃2) = n̂ × n̂ ×
(

(Y s
1 + Y s

2 )Eo

)

(3.10)

On the left side of equations (3.7), (3.8), (3.9), and (3.10) is the unknown, Doppler

component of the scattered fields and on the right side are the known fields for the

unperturbed problem. To the first order, these fields act as electric and magnetic

surface currents on the unperturbed object, generating the Doppler component. The

unperturbed problem need only be solved once and then the unknown fields may be

found for arbitrary boundary perturbations using the appropriate δ(r, τ).

It is emphasized that the boundary perturbation, δ, is the component of the

displacement normal to the target boundary. This is a reasonable approximation

considering that the boundary perturbation Doppler component accounts for elec-

tromagnetic scattering that occurs at material interfaces. The density modulation

Doppler component, which will be discussed in the next section, accounts for shear

displacements which produce variations in material density.
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The first order approximations made in the SBC derivation imply that the bound-

ary conditions produce accurate results only for small boundary perturbations. The

limit on the magnitude of δ depends on the polarization as well as the target geome-

try and permittivity, among other factors. A value on the order of several hundredths

of a wavelength would be typical. Implementing the SBC in FDTD will be discussed

in Section 4.2.1.

3.3 Density Modulation

The second contribution to the Doppler component is from density fluctuations

within the vibrating object. The derivation of this section closely follows that of

reference [1]. This Doppler component is derived for dielectric cylinders by modeling

the permittivity as the sum of the background value and a small fluctuation due to

the displacements, or density variation, within the cylinder. The total permittivity

is then written as ǫt(r, τ) = ǫ+ δǫǫ̃(r, τ), where ǫ is the background permittivity, δǫ is

a perturbation parameter, and δǫǫ̃(r, τ) represents the fluctuation. The dependence

of permittivity on both position and acoustic time scale is emphasized. As derived

in the appendix of [1], the fluctuation can be related to the displacements, u(r, τ),

within the object by

(3.11) δǫǫ̃(r, τ) = −(ǫ − ǫo)∇ · u(r, τ).

The derivation in [1] expands the fields within the object in a perturbation series in

terms of the parameter δǫ. The series and the above expression for the permittivity

are then used in the two-dimensional wave equation. Equating powers of δǫ and
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keeping only the first order solution results in the following expression for TM:

∇2Ẽz + k2
dẼz = −ω2µǫ̃(r, τ)Ezo

= jωµJzǫ(3.12)

where kd = ω
√

µǫ is the propagation constant in the background, unperturbed object.

The typical source term on the right hand side of the wave equation is also shown; Jz,ǫ

is the equivalent volumetric current which generates the perturbation fields (Ẽ, H̃).

The derivation for TE follows the same procedure, producing the following, similar

relationship:

∇2H̃z + k2
dH̃z =

[

− jω∇ǫ̃(r, τ) × Ezo

]

z
− ω2µǫ̃(r, τ)Hzo

= jωǫMzǫ(3.13)

The currents on the right sides of equations (3.12) and (3.13) are functions of only

the known, unperturbed fields and the displacement within the object. Solving these

expressions for the currents yields

Jzǫ = jωǫ̃Eoz

Mzǫ =
[

− ∇ǫ̃

ǫo
× Eo

]

z
+ jωµ

ǫ̃

ǫo
Hoz(3.14)

As with the boundary perturbation component, the unknown, first order Doppler

component fields, (Ẽz, H̃z), are generated by the known, unperturbed fields (Eo,Ho).

Any continuous inhomogeneity within the scatterer may be accounted for using the

currents in equation 3.14; abrupt material transitions, however, should be handled

with the sheet boundary conditions of Section 3.2. Implementation of the density

modulation Doppler component in FDTD will be discussed in Section 4.2.2.
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CHAPTER IV

Implementation in the Finite-difference Time-domain

Method

The analysis in Chapter III demonstrates that the Doppler component fields are

generated by currents, which are functions of the the unperturbed fields, placed on

the surface and within the scatterer. This chapter describes how the currents are

implemented in the electromagnetic simulation. The FDTD method is chosen to real-

ize the electromagnetic simulation for various reasons. First, incorporating material

inhomogeneity is straightforward. Access to field values throughout the computa-

tional domain is provided without additional overhead; this also allows placement

of current sources at the desired locations in the simulation domain. In addition,

since FDTD is a time-domain simulation, a single analysis is capable of providing

information about a range of frequencies.

The remainder of this chapter provides a brief overview of FDTD then reviews

implementation of the Doppler component sources in the FDTD simulation. Finally,

a summary of the electromagnetic simulation is given.

4.1 Brief Introduction to Basic FDTD

The FDTD method is based on replacing the continuous temporal and spatial

derivatives in Maxwell’s equations with finite difference equations which are amenable
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to numerical computation. A leapfrog approach is used to sequentially update spa-

tially offset electric and magnetic field values. The basic algorithm was introduced

in 1966 by Yee to study scattering from a rectangular PEC cylinder [55]. In 1975

Taflove and Brodwin reintroduced Yee’s formulation to consider scattering from a di-

electric target [56]. Since Yee’s initial work a great deal of research has been devoted

to generalizing the FDTD method. In this section only developments and details

relevant to the FDTD code used in the acousto-EM implementation of the model

in Chapter III are discussed. The reader is referred to references [57] and [58] for

additional information.

The spatial sampling in the FDTD mesh is chosen to acheive the desired accu-

racy; as few as ten points per wavelength is adequate in some analyses. Maintaining

stability requires that a limit is placed on the time step size, ∆t, for a given spa-

tial sampling increment, ∆. The stability limit, referred to as the Courant limit,

ultimately restricts the relative temporal and spatial sampling such that the electro-

magnetic wave cannot propagate more than one spatial increment in one time step.

For a two-dimensional simulation on a cartesian mesh with equal spatial sampling

increments, ∆, in each direction, the Courant limit is given by ∆t ≤ ∆/(
√

2c), where

c is the propagation speed in free space. The time step must be smaller than this

limit in order to maintain field stability and finite energy. Numerous investigations

into the stability of various forms of the FDTD method have been carried out; ref-

erence [57] reviews both stability criteria and other sources of computational error,

such as dispersion and discretization errors, inherent in the FDTD method.

The development of absorbing boundary conditions, especially Berenger’s per-

fectly matched layers (PML) [59, 60], led to increased use of FDTD in solving a

variety of electromagnetic problems involving unbound domains. Gedney reformu-
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lated Berenger’s PML using a more physical and simpler development to obtain

uniaxial PML (UPML) [61]; this form of absorbing boundary condition is used in

the FDTD simulations presented herein.

The FDTD method has also been used to simulate complex media. Lossy or

dispersive media can be handled in FDTD using an auxiliary differential equation

(ADE) approach, which relates the electric flux density, D, and the electric field,

E, with an ordinary differential equation based on the form of the permittivity [62].

This requires storing and updating the flux density as well as the electric field at

each time step. When using the ADE approach for dispersive media with the UPML

formulation, it becomes necessary to store and update two auxiliary variables for

electric fields; two auxiliary variables are required for the magnetic field if magnetic

loss is also being considered.

A near-field to far-field (NF-FF) transformation is introduced in [63, 64] to obtain

field quantities in the far-field without extending the size computational domain to

include the far-field region. Equivalent currents, formulated using field quantities

in the near-field, are placed on a rectangular enclosure of the domain. The free

space Green’s function is then used to calculate the fields radiated by the equivalent

currents in the far-field. Initially, the NF-FF transformation applied only to a single

electromagnetic frequency. However, in [65, 66] the transformation is presented in the

time-domain, which takes full advantage of the time-domain simulation and results in

scattering information over a range of electromagnetic frequencies. An improvement

to the accuracy of both the frequency and time-domain NF-FF transformations is

introduced in [67]; this approach is used in the FDTD results presented herein.

In all of the results presented in the remainder of this document, the FDTD

method is implemented on a standard, two-dimensional cartesian grid. As usual for
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∆

(a) TM (b) TE

Figure 4.1: Two-dimensional FDTD mesh for TM and TE polarizations.

two-dimensional electromagnetic problems, the field components of interest may be

separated into two polarizations: tranverse magnetic (TM) and transverse electric

(TE), where the reference direction is along ẑ and the simulation takes place in the

x − y plane. Figure 4.1 depicts the mesh for each polarization and indicates the

relevant field components.

Various types of sources, including plane wave sources, sheet currents, and vol-

umetric currents are included in the acousto-EM implementation according to the

methods outlined in [57]. Implementation of a plane wave source is carried out us-

ing the total-field scattered-field (TF/SF) formulation; this allows the scattered field

to be extracted from total field values in a portion of the computational domain,

making it easier to calculate scattered fields in the far-field. Sheet and volumetric

currents are introduced by adding the appropriate source terms in the update equa-

tions. Further details regarding the sources used in the FDTD implementation of

the acousto-EM model will be given in the remaining sections of this chapter.
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4.2 Implementation

In the following expressions t = n∆t is used to denote the time scale of the

unperturbed fields and t′ = q∆t represents the perturbation field time scale; ∆t is

the FDTD time step.

4.2.1 Boundary Perturbation in FDTD

Currents, which are functions of the unperturbed solution according to equa-

tions (3.7), (3.8), (3.9), and (3.10), placed on the surface of the object will generate

the boundary perturbation Doppler component. Here, the boundaries are gener-

ally defined in terms of the contour of discontinuity of the constitutive parameters

throughout the computational domain. The currents are simply the negative of the

expressions obtained in equations (3.7) and (3.8) for TM or the corresponding ex-

pressions for TE, i.e. −M = n̂ × (Ẽ1 − Ẽ2) and −J = −n̂ × (H̃1 − H̃2). Using

ǫi = ǫ′i + σi/jω and µi = µ′
i in the coefficient expressions and transforming the

currents to the time domain yields the following expressions for TM:

Jq
zδ = n̂ × n̂ ×

[

δ (ǫ′2 − ǫ′1)
∂Eoz

∂t







n− 1
2

+ δ (σ2 − σ1)Eoz







n− 1
2

+
∂

∂s

(

δ

(

1

µ1

− 1

µ2

) i=n−1
∑

i=0

(

∂Eoz

∂s

)

i

∆t

)

]

(4.1)

M
q+ 1

2
sδ = −n̂ × n̂ ×

[

δ(µ2 − µ1)
∂Hos

∂t







n

]

(4.2)

and for TE:

J
q+ 1

2
sδ = n̂ × n̂ ×

[

δ(ǫ′1 − ǫ′2)
∂Eos

∂t







n
+ δ(σ1 − σ2)Eos







n

]

(4.3)

M q
zδ = n̂ × n̂ ×

[

δ(µ2 − µ1)
∂Hoz

∂t







n− 1
2

+

(

1

ǫ′1
e−(σ1/ǫ′1)(n−1)∆t − 1

ǫ′2
e−(σ2/ǫ′2)(n−1)∆t

)

∗ ∂

∂s

(

δ
∂Hn−1

oz

∂s

)

]

(4.4)
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where the subscripts s and z refer to current components tangent to the object

boundary, lying in (along ŝ) and perpendicular to (along ẑ) the two-dimensional plane

of simulation, respectively. It is noted that the boundary perturbation is a function of

both position and acoustic time, i.e. δ = δ(r, τi). Integration resulting from division

by the factor jω is replaced with a discrete sum as is appropriate to FDTD. The

integrand field values are assumed to be constant over each time step. The integrated

field values are taken at the unperturbed time step preceding the perturbation field

time step. The convolution in equation (4.4) is efficiently implemented following the

method of [68]. For PEC surfaces the derivation is modified by setting the fields in

region two to zero or, equivalently, by neglecting the terms from region 2 in equations

(4.1)-(4.4).

The location of source points on the boundary depends on the which polariza-

tion, TE or TM, is being considered and it depends on whether the material is a

PEC or a dielectric. Figures 4.2 and 4.3 illustrate the two-dimensional FDTD grid,

scatterer boundary, and SBC current locations for dielectric and PEC objects. The

locations were chosen based on the agreement of the scattered fields with the ana-

lytical solutions for circular cylinders; changing the locations, for example, moving

the TE currents to the exterior object boundary, does not greatly affect the results.

Implementing the ẑ directed current is straightforward once the tangent, ŝ, has been

determined and the required derivatives have been found. The currents lying in

the tangent direction are more complicated. The staggered nature of the FDTD

grid means that these current components are made up of x̂- and ŷ-directed current

elements that are not collocated. In addition, on curved surfaces, using the unit

vector normal to the scatterer boundary in equations (4.2) and (4.3) produces x̂-

and ŷ-directed currents which are each composed of both x̂- and ŷ-directed fields.
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Figure 4.2: Current locations on PEC and dielectric objects for TM polarization.

This is implemented by averaging the field values at neighboring components on

the same side of the scatterer boundary. The insets in Figure 4.3(b) highlight the

current locations used for averaging. The center x̂- (ŷ-) directed current uses all of

the neighboring ŷ- (x̂-) directed components that are present on the same side of

the boundary. For example, at each Jx current point on a dielectric boundary, the

four neighboring Ey locations are checked. Those field locations also lying inside

the boundary are averaged to provide an approximate Ey value at the Jx current

location. Straight boundaries, of course, are simpler, requiring the use of only the

tangent field components in the current expressions.

It is noted that the derivative with respect to the surface tangent direction is

implemented differently on dielectric and PEC boundaries for TE polarization; TM

polarization does not require surface derivatives for nonmagnetic scatterers. On

dielectric boundaries, the surface derivative is taken using finite differences in the

x̂ and ŷ directions using the field values at neighboring current locations and then

dot multiplying by the surface tangent vector , ŝ, at the current location. On PEC
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Figure 4.3: Current locations on PEC and dielectric objects for TE polarization.

boundaries, the derivative is taken using the difference between neighboring point

field values and then dividing by the length between the two points, i.e. ∂/∂s ≈

∆v/∆s, where ∆v represents the change in field value and ∆s is the distance between

the neighboring points. The two different derivatives produced more accurate results

for their respective materials on the circular and straight edge boundaries considered

in this analysis.

The surface currents have units of amperes per unit length (A/m). The FDTD

update expressions, however, assume the current is an average value per unit cell area

having dimensions of amperes per square meter (A/m2). All currents are divided by

the cell size, ∆, to obtain the correct line source current dimension.

Verification of SBC in FDTD

This section presents the results of implementing the sheet boundary conditions

as described in Section 4.2.1. Results for a circular dielectric and PEC cylinders are

shown. In all cases the boundary perturbation is typical of the n = 2 resonant mode

of a circular cylinder, that is δ ∝ cos(2φ). The amplitude is prescribed in terms of
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Figure 4.4: The boundary perturbation Doppler component of the bistatic RCS obtained from two-
dimensional TE FDTD analysis. The result is shown for the n = 2 mode of a circular
dielectric cylinder with radius a = 0.75λo, ǫr = 2.2, and Γ2 = 0.02λo.

the unshifted electromagnetic wavelength. Results for physical amplitudes obtained

from acoustic simulation will be shown in Chapter VI.

A circular cylinder with ǫr = 2.2 and radius a = 0.75λo is analyzed using the

two-dimensional TE FDTD formulation. The boundary perturbation is δ(φ) =

0.02λo cos(2φ). The FDTD results are compared with the analytical solution in

Figure 4.4. The TM result for a dielectric cylinder with ǫr = 2.0, radius a = 1.0λo,

and δ = 0.01λo cos(2φ) is shown in Figure 4.5.

The PEC cylinder radius is a = 1.0λo and the boundary perturbation is δ =

0.005λo cos(2φ) and δ = 0.01λo cos(2φ), for TE and TM polarizations, respectively.

The results are compared with the analytical results from [69] in Figures 4.6 and 4.7.

There is no analytical solution for the boundary perturbation to a square cylinder

undergoing mechanical vibration. However, one advantage of the SBC and the FDTD

implementation of the SBC is applicability to arbitrary geometries. The following
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Figure 4.5: The boundary perturbation Doppler component of the bistatic RCS obtained from two-
dimensional TM FDTD analysis. The result is shown for a circular dielectric cylinder
with radius a = 1.0λo, ǫr = 2.0, and δ = 0.01λo cos(2φ).
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Figure 4.6: The boundary perturbation Doppler component of the bistatic RCS obtained from two-
dimensional TE FDTD analysis. The result is shown for the n = 2 mode of a circular
PEC cylinder with radius a = 1.0λo and δ = 0.005λo cos(2φ).
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Figure 4.7: The boundary perturbation Doppler component of the bistatic RCS obtained from two-
dimensional TM FDTD analysis. The result is shown for the n = 2 mode of a circular
PEC cylinder with radius a = 1.0λo and δ = 0.01λo cos(2φ).

results demonstrate agreement between a method of moments implementation of

the SBC and the FDTD formulation for a prescribed boundary perturbation. The

method of moments formulation incorporates the SBC and uses the standard pulse-

basis and point-matching techniques [21]. The TE polarized Doppler component of

the bistatic RCS for a square cylinder with radius a = 0.75λo, ǫr = 2.2, and δ =

0.02λo cos(2φ) is shown in Figure 4.8. The TM polarized Doppler component of the

bistatic RCS of a square cylinder with a = 1.00λo, ǫr = 2.0, and δ = 0.01λo cos(2φ)

is shown in Figure 4.9.

The first-order assumptions in the derivation of the SBC and the currents in

Section 4.2.1 place the upper bound on the magnitude of acceptable boundary per-

turbation. The maximum permissible magnitude depends on many parameters but

is on the order of multiple hundredths of a wavelength. The SBC and the associated

currents are accurate down to zero boundary perturbation; in fact, as the boundary
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Figure 4.8: Doppler component of the bistatic RCS for a square cylinder for TE polarization; a =
0.75λo, ǫr = 2.2, and boundary perturbation δ = 0.02λo cos(2φ).
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Figure 4.9: Doppler component of the bistatic RCS for a square cylinder for TM polarization;

a = 1.00λo, ǫr = 2.0, and boundary perturbation δ = 0.01λo cos(2φ).
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perturbation is reduced, the results become more accurate because of the first order

approximations used in the derivation. There is, of course, a noise floor in the sim-

ulation established by rounding error and finite precision; this noise floor ultimately

places the lower limit on the permissible boundary perturbation magnitude. Once

the perturbation fields fall below the noise floor then the results would be incorrect.

However, this occurs at very small values of boundary perturbation, which are not

of practical interest. Boundary perturbation magnitudes as small as 10−6 − 10−7λo,

which are of the same order as magnitudes that can be expected in practice, have

been tested and yield Doppler components that agree with the analytical solution.

Another type of error in the results is introduced by the stair-case approximation

inherent in the FDTD method; this error is present for any boundary perturbation

magnitude and function. Discretization error contaminates the unperturbed fields

and also dictates the SBC current locations, making averaging necessary, which in-

troduces additional error. The results for a circular cylinder, which is a worst-case

scenario in terms of discretization, are shown above and indicate good agreement

with the analytical solution. The Doppler component for two FDTD cell sizes is also

shown in Figures 4.4 and 4.5 to provide an indication of the effects of cell size.

4.2.2 Density Modulation in FDTD

The density modulation currents from equation (3.14) are rewritten using equation

(3.11) and with ǫ = ǫ′2 + σ2/jω. It is assumed that region 1, exterior to the target,

is free-space (ǫ1 = ǫo, σ1 = 0). Transforming to the time domain yields the following

expressions for TM:

Jq
zǫ = −ǫo(ǫ

′
2 − 1)∇ · u∂Eoz

∂t







n− 1
2

− σ2∇ · uEoz







n− 1
2

(4.5)

and for TE:
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M q
zǫ = (ǫ′2 − 1)

[

−µ∇ · u∂Hoz

∂t







n− 1
2

+
(

∇∇ · u× Eo
n− 1

2

)

z

]

+
σ2

ǫo

[

−µ∇ · uHoz







n− 1
2

+

(

∇∇ · u×
i=n−1
∑

i=0

Eo







i
∆t

)

z

]

(4.6)

Implementing the volumetric currents is straightforward once the divergence of

the displacement, ∇ · u, is known within the scatterer. At each ẑ field location a

current value from equation (4.5) or (4.6) is added into the field update equation.

Since the update equations assume an average value per unit cell area no correction

factor related to the cell size needs to be applied, as it did in the SBC implementation.

Verification of Density Modulation Doppler Component in FDTD

The results for the n = 2 mode of a solid polyethylene cylinder are shown here

to verify the above FDTD formulation against the analytical solution in [1]. The

analytical form for the divergence of the displacement within a solid circular elastic

cylinder is discussed in Chapter VI. The incident acoustic plane wave used in the

analytical solution has an amplitude of 1 Pa; the material properties for polyethylene

are given in Section 6.1 of Chapter VI. The results for TE and TM polarizations are

shown in Figures 4.10 and 4.11, respectively.

The agreement between the density modulation Doppler component and the an-

alytical solution is quite good. In general, it is better than that for the boundary

perturbation Doppler component since it is less susceptible to the inherent discretiza-

tion errors in the FDTD method.

The density modulation Doppler component for a mode of a square cylinder is also

presented. The square cylinder dimensions are 10 cm ×10 cm, the permittivity is

2.25, and the cylinder material is polyethylene. The mode frequency is fa = 3485 Hz.

There is no analytical solution for acoustic scattering from a square cylinder to
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Figure 4.10: The density modulation Doppler component of the bistatic RCS obtained from two-
dimensional TE FDTD analysis. The result is shown for the n = 2 mode of a circular
polyethylene cylinder with radius ρo = 1.0λo and ǫr = 2.25.
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Figure 4.11: The density modulation Doppler component of the bistatic RCS obtained from two-
dimensional TM FDTD analysis. The result is shown for the n = 2 mode of a circular
polyethylene cylinder with radius ρo = 1.0λo and ǫr = 2.25.
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Figure 4.12: The magnitude and divergence of the displacement within a square, homogeneous
polyethylene cylinder. The dimensions of the cylinder are 10 cm ×10 cm and the
permittivity is 2.25.

compare with the FDTD result. As will be discussed in Chapter V, when analytical

solutions do not exist, software is used to simulate acoustic scattering from the target.

The acoustic excitation is a 1 Pa amplitude pressure plane wave. The simulated

magnitude and divergence of the displacement obtained are shown in Figures 4.12(a)

and 4.12(b).

As in the case of the circular cylinder, the divergence and the gradient of the

divergence of the displacement are used in FDTD to generate the density modulation

Doppler component. The results for both TM and TE polarizations are shown in

Figure 4.13 at an electromagnetic frequency of 3 GHz.

4.2.3 FDTD Simulation Summary

Maintaining the correct time indices on the fields is important for both the bound-

ary and dielectric modulation Doppler components. The unperturbed fields should

lead the perturbation fields by one half time step. If, for example, in the case of TE

polarization, the magnetic field (Hzo) is updated at t = n and electric field (Exo,Eyo)

is updated at t = n+1/2, then the time derivative of Hzo, ∂Hzo/∂t, will coincide with

the electric field update. By making the perturbation field update lag by one half
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Figure 4.13: Bistatic TM and TE Doppler components for a 10 cm square polyethylene cylinder;
the mode frequency is fa = 3485 Hz; the electromagnetic frequency is 3 GHz.
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Figure 4.14: Illustration of time stepping; t indicates the unperturbed time scale and t′ indicates
the perturbation field time scale.

time step then the time derivative of Hzo coincides with the magnetic field update on

the perturbation field time scale, t′. This is illustrated for the TEz fields in Figure

4.14.

The unperturbed problem of scattering from the stationary object is run once and

the fields (Eo,Ho) on the boundary and within the scatterer are stored. Additional

FDTD simulations are run where the only sources are the surface and volume currents

generating the perturbation fields (Ẽ, H̃); the number of additional simulations, or

how many τi are considered, depends on the acoustic time variation of the mode.

For example, a single mode with sinusoidal displacements requires two simulations
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for complete amplitude and phase information.
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CHAPTER V

Physical Model

As seen in the previous chapters, in order to calculate the Doppler component,

the displacement on the surface (δ) and the divergence of the displacement (∇ · u)

within the target are required. The gradient of the divergence of the displacement is

also required for TE polarization. Analytical solutions for these quantities and the

associated mode shapes do not exist for arbitrary targets. In such cases, computer

simulations of the acoustic scattering problem are used. A flowchart depicting the

full two-step simulation is shown in Figure 5.1. First, the acoustic simulation is used

to obtain the appropriate modal displacements. In the second step, electromagnetic

simulation uses the displacement information to produce the Doppler component.

ANSYS1 software is chosen for the acoustic simulation in the present research; its

most important attribute, in this case, is the ability to model fluid-structure interac-

tions (FSI). The software constructs a system of equations based on a user-defined

finite element model composed of elements and nodes. An appropriate means of

solving the system of equations is chosen depending on the structure and complexity

of the system matrix. In this research ANSYS is used to consider fluid (air) plane

wave scattering from an elastic target. A typical model used to obtain results such

as those of Chapter VI is shown in Figure 5.2. The fluid is modeled using four node
1ANSYS, Inc., http://www.ansys.com
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Figure 5.1: Basic flowchart of the simulation approach to the evaluation of acousto-EM wave inter-

action.

elements that account for two-dimensional pressure variations but, generally, have

zero displacement. The fluid elements lying next to the scatterer, however, are per-

mitted to be displaced as required by the boundary conditions on the scatterer. The

FSI flag is set on these elements, allowing them to couple the fluid and the elastic

structure and accurately model the physical interaction between the acoustic waves

and the elastic waves. The inset in Figure 5.2 shows the nodes at the fluid-structure

boundary. The elastic structure is composed of eight node structural elements. The

elements are confined to the x− y plane, that is, no displacement is allowed in the ẑ

direction. The mid-point nodes on the sides of the solid elements on the fluid-solid

boundary are removed so the two nodes on the fluid elements coincide with the two

remaining nodes on the solid element. This is depicted in Figure 5.2. In order to

absorb the outgoing fluid waves absorbing elements are placed on the periphery of

the simulation domain. The ANSYS manual recommends placing the boundary at

least 0.2λ away from the scatterer, where λ is the wavelength in the fluid of the
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Figure 5.2: A typical ANSYS model used to simulate fluid plane-wave scattering from an elastic
target. The nodes on the fluid and solid elements at the fluid-structure boundary are
shown inset.

dominant frequency component. The element size is determined by the minimum

wavelength of interest, which depends on the frequency and the shear and longitu-

dinal wave velocities within the model. Specific model parameters will be discussed

in more detail in Chapters VI and VII.

Once the model is built and meshed, acoustic scattering is simulated using har-

monic analysis. The frequency of the excitation is swept over an appropriate range

to excite a resonant mode of the target. The nodal displacements on the object

boundaries are stored at the resonant frequency to use within the FDTD model of

the boundary perturbation Doppler component. The divergence of the displacement

is also saved in the target interior at the resonant frequency to use in the density

modulation Doppler component. Conveniently, this quantity is readily available as

the sum of the trace of the strain tensor:

(5.1) ∇ · u =

3
∑

i=1

εii =

3
∑

i=1

∂ui

∂xi

where xi represents the orthogonal coordinate directions and ε is the strain.

Once the displacement information is obtained from ANSYS it is interpolated

to the FDTD grid points. One and two-dimensional interpolation is used for the
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boundary and interior displacements, respectively. A cubic spline approximation

package (CSAgrid2) is used to perform the interpolation. For TE polarization the

gradient of the divergence of displacement within the object is also required. In

order to calculate this quantity, delaunay triangulation is used to find each node’s

nearest neighbors. This is implemented with a qhull3 library function. A quadratic

surface is then fit to the function (∇ · u) values at the node and neighboring node

locations. An exact fit is available with five neighboring points; otherwise, a least

squares solution is found. A linear system of equations is solved for the gradient,

which varies linearly over the area defined by the nodes. The algorithm is explained

further in reference [70]. Finally, the gradient of ∇ · u is interpolated to the FDTD

grid points.

2CSAgrid, http://ngwww.ucar.edu/ngdoc/ng/ngmath/csagrid/csahome.html
3Qhull, http://www.qhull.org/html/qdelaun.htm
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CHAPTER VI

Case Studies of the Bistatic Doppler Component

The purpose of this Chapter is to inform the reader about the forward problem,

that is, predicting the Doppler component from a known target. At the conclusion of

this Chapter, various observations are made on the form of the Doppler component

for given mode and target parameters.

The Doppler components for various modes of cylindrical geometries are consid-

ered. The first case is a homogeneous polyethylene cylinder; the results for three

different resonant modes are given. The second case is a layered steel and concrete

cylinder. Further details regarding both the ANSYS and FDTD simulations will also

be given in the following sections.

In all of these results, the Doppler component is presented as a radar cross section

(RCS) defined by

(6.1) RCS = lim
r→∞

2πr
|Ẽ|2
|Ei|2

where r is the radial distance from the origin, Ẽ is the Doppler component, and Ei

is the Fourier transform of the incident pulse. The magnitudes are normalized to the

maximum stationary target RCS; the units are, therefore, dB below carrier, or dBc.
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6.1 Polyethylene Cylinder

The first part of this section gives a brief overview of acoustic scattering from ho-

mogeneous elastic cylinders. The ANSYS model used to simulate acoustic scattering

from a 10 cm polyethylene cylinder is described. Finally, the results of the ANSYS

and FDTD simulations for the Doppler component of various resonant modes are

presented. Results in this section are shown at a single electromagnetic frequency,

fe = 3 GHz; wideband Doppler component results will be shown in Chapter VII.

6.1.1 Acoustic Scattering from a Homogeneous Elastic Cylinder

Plane acoustic wave scattering from homogeneous elastic cylinders has been con-

sidered numerous times. In this case, the approach of Faran [71] and Doolittle [72],

which represents the solution as an infinite series of normal modes, is most appro-

priate. The following analysis outlines only the results relevant to the acousto-EM

model; the reader is directed to the references for the complete solution of the prob-

lem.

The geometry of the problem is shown in Figure 6.1; the cylinder radius is denoted

as a. The density and acoustic wave speed in the fluid are given by (ρf , cf); the

density, Young’s modulus, and Poisson ratio for the elastic cylinder material are

given by (ρs, E, ν), respectively. Using the following relationships, the shear and

longitudinal wave speeds, cs and cl, respectively, in the elastic solid may be found:

cs =

√

E

2ρs(1 + ν)
(6.2)

cl =

√

E(1 − ν)

ρs(1 + ν)(1 − 2ν)
.(6.3)

The unknowns in the scattering problem are the displacements within the cylinder,

u, and the scattered pressure, ps, in the fluid region. Acoustic time dependence of
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Figure 6.1: Geometry of the acoustic scattering problem.

the form ejωat is understood throughout the analysis.

The incident pressure plane wave, which propagates in the x̂-direction in the fluid,

may be rewritten as an infinite series of bessel functions as follows:

pi = Poe
−jkfx(6.4)

= Po

∞
∑

n=0

εn(−j)nJn(kfr)cos(nφ)(6.5)

where Po is the wave amplitude, kf = ωa/cf is the progation constant in the fluid,

and Jn is the order n bessel function of the first kind. The radial component of the

displacement is related to the incident pressure wave using

ui,r =
1

ρfω2
a

∂pi

∂r
.(6.6)

The equation of motion inside the solid, elastic medium may be simplified into

separate wave equations. One equation represents longitudical waves, which are

characterized by particle motion along the direction of wave propagation; the other

equation represents shear waves, which are characterized by particle motion per-

pendicular to the direction of propagation. Using scalar and vector potentials, the

solution for the displacements appearing in the separate wave equations may be

found. The symmetry of the scattering geometry is used to obtain displacements of
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the following form:

ur =

∞
∑

n=0

[nbn

r
Jn(ksr) − an

d

dr
Jn(klr)

]

cos(nφ)(6.7)

uφ =

∞
∑

n=0

[nan

r
Jn(klr) − bn

d

dr
Jn(ksr)

]

sin(nφ)(6.8)

uz = 0(6.9)

where ks = ωa/cs and kl = ωa/cl are the shear and longitudinal wave numbers in the

solid. The divergence of the displacement, which also can be found analytically, is

given by

∇ · u = k2
l

∞
∑

n=0

anJn(klr) cos(nφ).(6.10)

Finally, the scattered pressure is of the following form:

ps =

∞
∑

n=0

cn

[

Jn(kfr) − jYn(kfr)
]

cos(nφ)(6.11)

where Yn is the order n bessel function of the second kind. The normal displacement

in the fluid associated with the scattered pressure wave, us,r, is found using equation

(6.6) with ps replacing pi.

The unknown coefficients an, bn, and cn are found by imposing the appropriate

boundary conditions at the fluid-solid interface at r = a. The boundary conditions

are as follows:

1. the total pressure in the fluid (pi + ps) must be equal to the normal component

of the stress in the solid

2. the total normal displacements in the fluid (ui,r + us,r) must be equal to the

normal displacement in the solid (ur)

3. the tangential stress on the boundary of the cylinder must be equal to zero
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Formulas relating displacement and stress within the cylinder are given in the refer-

ences. The three boundary conditions provide three equations with which to solve

for the three, unknown coefficients. The coefficient matrix determinant, defined as

D(n, ωa), is a function of the mode number, n and the acoustic frequency, ωa. The

resonant modes are a result of the determinant of the coefficient matrix going to

zero, creating an unforced or free mode of vibration at certain acoustic frequencies.

These frequencies are solutions of the equation D(n, ωa) = 0 [73]. There are infinitely

many solutions of this equation for each mode, n = 0, 1, 2, ...; the solution order is

denoted by l = 1, 2, 3, .... For example, the (n, l) mode corresponds to the lth solution

of the equation D(n, ωa) = 0. Physically, the mode number n determines the axial

dependence of the mode; higher numbers implies that there is greater variation as

a function of axial angle, φ, within the cylinder. The mode number l denotes the

amount of radial variation; where, again, larger values indicate increased variation.

The two mode numbers uniquely characterize the resonant modes of the cylinder.

Near the (n, l) resonance of the cylinder the displacement is primarily produced

by the order n term in the infinite series, which dominates the other terms. This

implies that near the resonance corresponding the (2, l) mode, for example, the radial

displacement has axial dependence that is proportional to cos(2φ). The constant

of proportionality depends on the coefficients, the cylinder radius, and the elastic

material. The radial variation associated with the (2, l) mode depends on the solution

order l.

For application in the acousto-EM model the frequencies of the resonant modes

of the cylinder and the functional form of the displacement, u, within the cylinder

are of interest. As will be seen in the following sections, the axial dependence of the

radial displacement is an important factor in determining the boundary perturbation
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Young’s modulus Density Poisson Ratio cs cl

(E, GPa) (ρs, kg/m3) (ν) (m/s) (m/s)

Polyethylene 0.621 900 0.42 492.9 1327.2
Air – 1.2 – – 340

Table 6.1: Parameters used in ANSYS simulation of acoustic scattering from a solid, polyethylene
cylinder.

Doppler component. The divergence of the displacement given in equation (6.10) is

also important in determining the density modulation Doppler component.

6.1.2 ANSYS Model

The polyethylene cylinder is simulated in ANSYS using the parameters found in

Table 6.1. The finite element mesh is generated at 10 kHz so that the same mesh

may be used for a range of various modes, three of which are considered herein.

The element size is determined by the shortest wavelength in the model in order

to guarantee adequate resolution throughout. In this case, the shortest wavelength

occurs in air and the nominal element size is chosen to be λa,mesh/24, where λa,mesh

is the acoustic wavelength in air at 10 kHz. The simulation dimensions are shown

in Figure 6.2. The acoustic excitation is a 1Pa amplitude plane wave incident from

the left, as indicated in the figure. The large distance between the cylinder and

the absorbing fluid elements is required to obtain an approximately plane incident

wavefront and close agreement with the analytical scattering solution.

6.1.3 (2, 1) Mode

The lowest order resonant mode of a 10 cm polyethylene cylinder is the n = 2

mode. The analytic acoustic resonant frequency obtained from solving equation () is

found to be fa = 1844.8 Hz [74]. The resonant frequency found in ANSYS is within

1 Hz of the analytical value and the maximum deviation of the displacement from

the analytical solution is smaller than 5%.
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Figure 6.2: ANSYS model used to simulate an acoustic plane-wave scattering from a polyethylene

cylinder.

The boundary perturbation for the (2, 1) mode is shown in Figure 6.3, where the

expected cos(2φ) dependence in equation (eqn:acousticdisp) is observed. The maxi-

mum boundary perturbation relative to the cylinder radius for an incident pressure

wave having 1Pa amplitude, is δ/a = 2 × 10−6. The magnitude and divergence of

the displacement within the cylinder are also obtained from ANSYS and interpolated

to the FDTD grid points. These quantities are shown in Figures 6.4(a) and 6.4(b),

respectively. The divergence of the displacement, which is related to the strain ac-

cording to equation 5.1, determines the density modulation Doppler component for

TM polarization; for TE polarization, the gradient of this quantity is also a factor.

The results are presented at an electromagnetic frequency of fe = 3 GHz. At

this frequency, the cylinder radius is 1λe. The cylinder permittivity is ǫr = 2.25,

the cell size, ∆, is λe/100, and the time step, ∆t, is 0.98∆/(
√

2c), or 0.98 of the

two-dimensional Courant limit. The UPML is 14 cells thick and there are 5 cells

between the boundary of the cylinder and the total-field/scattered-field boundary.

An x̂-directed plane wave is launched from the TF/SF boundary. The total FDTD

grid size is 249 cells square and the simulation is run for 5000 time steps.

Sheet currents are placed on the surface of the cylinder to produce the boundary
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Figure 6.3: Boundary perturbation obtained from ANSYS simulations of a homogeneous polyethy-
lene cylinder at three distinct modes of vibration.

perturbation Doppler component; for TM only Jz,δ is present and for TE only Js,δ is

present because the cylinder is nonmagnetic and its conductivity is zero. Currents

are also present throughout the cylinder cross-section to generate the density modu-

lation Doppler component. The results of the individual contributions to the Doppler

component for both TM and TE polarization are shown in Figures 6.5 and 6.6, re-

spectively; the analytical solutions are also shown. For this mode, the boundary

perturbation contribution dominates the total Doppler component for both polariza-

tions. The characteristic null at φ = 90◦ is a result of the cos(2φ) dependence of the

radial displacement at the cylinder boundary.

6.1.4 (2, 2) Mode

The analytical resonant frequency of the (2, 2) mode is 3634 Hz, which is equal

to that obtained in the ANSYS simulation. The displacement associated with the

(2, 2) mode has the same axial dependence as the (2, 1) mode while having addi-
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Figure 6.4: The magnitude and divergence of the displacement within a homogeneous polyethylene
cylinder for the lowest order (2, 1) mode.
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Figure 6.5: Bistatic TM Doppler component (normalized to the unperturbed backscatter RCS
value) for the (2, 1) mode of a 10 cm radius polyethylene cylinder; fa = 1.8 kHz, fe =
3 GHz. The boundary perturbation relative to the cylinder radius is δ/a = 2 × 10−6.
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Figure 6.6: Bistatic TE Doppler component for (2, 1) mode of a 10 cm radius polyethylene cylinder;
fa = 1.8 kHz, fe = 3 GHz.

tional variation along the radial direction. The boundary perturbation relative to

the cylinder radius for this mode is δ/a = 7.5 × 10−7. The magnitude of the dis-

placement within the cylinder is shown in Figure 6.7. The boundary perturbation,

as seen in Figure 6.3, is similar to that of the (2, 1) mode but smaller in magnitude.

The divergence of the displacement, which is not shown, is also similar to that of the

(2, 1) mode except it is about 22 times larger.

Figure 6.7: The magnitude of the displacement within a homogeneous polyethylene cylinder for the
(2, 2) mode.
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Figure 6.8: Bistatic TM Doppler component (normalized to the unperturbed backscatter RCS
value) for the (2, 2) mode of a 10 cm radius polyethylene cylinder; fa = 3.63 kHz,
fe = 3 GHz. The boundary perturbation relative to the cylinder radius for this mode
is δ/a = 7.5 × 10−7.

The FDTD simulation parameters are identical to those listed for the (2, 1) mode.

The Doppler component for both TM and TE polarizations at 3 GHz are shown in

Figure 6.8. The analytical solutions are also shown for comparison. The density

modulation contribution for the (2, 2) mode, which is not shown separately in Fig-

ure 6.8, is higher than for the (2, 1) mode. This is expected since the variation of the

displacement within the cylinder is much greater for the higher order mode. This is

especially true for TE polarization, which has an even larger contribution from den-

sity modulation because of the gradient operation in equation (3.14). As expected,

the boundary perturbation contribution to the Doppler component is similar to that

of the (2, 1) mode. The boundary perturbation for TM polarization dominates the

total Doppler component of this mode, leaving the characteristic null at φ = 90◦.
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Figure 6.9: Bistatic TM Doppler component (normalized to the unperturbed backscatter RCS
value) for the (0, 1) mode of a 10 cm radius polyethylene cylinder; fa = 4.82 kHz,
fe = 3 GHz. The boundary perturbation relative to the cylinder radius for this mode
is δ/a = 2 × 10−7.

6.1.5 (0, 1) Mode

The analytical resonant frequency of the (0, 1) mode is 4818.7 Hz, which is 0.1 Hz

lower than the ANSYS simulation value. This mode is characterized by axially

uniform contraction and expansion. The boundary displacement, therefore, is ap-

proximately constant along the perimeter of the cylinder, as seen in Figure 6.3. The

boundary perturbation relative to the cylinder radius for this mode is δ/a = 2×10−7.

The divergence of the displacement within the cylinder is also axially symmetric and

is not shown. The Doppler component for both TM and TE polarizations at 3 GHz

is compared with the analytical solution in Figure 6.9. The axially symmetric dis-

placement and strain yield a series of peaks and nulls in the bistatic return for the

Doppler component.
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Figure 6.10: The magnitude and divergence of the displacement within a homogeneous polyethylene
cylinder for a shear mode at fa = 5232.95 Hz.

6.1.6 (1, 2) Shear Mode

One advantage of the acousto-EM approach is its ability to detect shear modes of

resonance. An all-acoustic system would have difficulty detecting shear modes be-

cause the scattered shear waves cannot propagate in the surrounding fluid (air). The

acousto-EM system can remotely detect the modes, independent of the intervening

fluid. The Doppler component for the (1, 2) mode at fa = 5232.95 Hz is presented

to demonstrate this advantage.

The magnitude and the divergence of the displacement associated with this mode

are shown in Figures 6.10(a) and 6.10(b), respectively. Both the radial and axial

displacements on the boundary of the cylinder are shown in Figure 6.11. The radial

boundary displacement for this mode is approximately ten times smaller than that

of the (2, 1) mode considered previously; this is expected for a shear mode which, as

seen in Figure 6.11, has larger displacement in the axial direction, along the cylinder

boundary.

The forward-scattered (φ = 0◦) pressure versus acoustic frequency at an obser-

vation point 16 cm from the cylinder boundary is also plotted in Figure 6.12. This
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Figure 6.11: Boundary perturbation obtained from ANSYS simulations of a homogeneous polyethy-
lene cylinder at the (1, 2) mode of vibration, corresponding to a shear mode.

plot shows the limited sensitivity of acoustic scattering to shear modes of resonance.

For comparison, the plot also shows the scattered pressure at the neighboring (6, 1)

mode at fa = 5374.1 Hz; this mode is not a shear mode and, as observed in the

figure, produces much larger scattered pressure.

The total Doppler component at 3 GHz is shown for TM and TE polarizations in

Figure 6.13. The individual contributions are not shown, however, it is noted that

the density modulation contribution is comparable to and, at some angles, greater

than the boundary perturbation contribution. This is expected given the small radial

displacement associated with this mode. The discrepancy between the FDTD result

and the analytical solution is due to error in the displacements obtained with the

ANSYS model.
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(1, 2) mode, which is a shear mode. The forward-scattered pressure for the non-shear
(6, 1) mode is also shown for reference.
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Figure 6.13: The total bistatic Doppler component (normalized to the unperturbed backscatter
RCS value) for both TM and TE polarizations. These results are for the (1, 2) mode
of a 10 cm radius polyethylene cylinder; fa = 5.2 kHz, fe = 3 GHz.
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6.2 Layered Cylinder

The analytical solution for the Doppler component in the previous case of a homo-

geneous cylinder exists and serves to validate the FDTD implementation described

in Chapter IV. The layered cylinder, which is considered in this section, illustrates

how to extend the model to an inhomogeneous object. Instead of an acoustic plane

wave source, the model employs a line source in contact with the outer boundary of

the cylinder. This is intended to simulate a contact transducer placed on the object

surface.

Acoustic scattering from a layered elastic cylinder is first reviewed. The ANSYS

model used to simulate acoustic scattering from a layered cylinder having material

properties similar to reinforced concrete is then described. Finally, the results of

the ANSYS and FDTD simulations for the Doppler component of various resonant

modes are presented. Results in this section are shown at a single electromagnetic

frequency of fe = 2.5 GHz; wideband Doppler component results will be shown in

Chapter VII.

6.2.1 Acoustic Scattering from a Layered Elastic Cylinder

The analytical solution for acoustic scattering from a layered elastic cylinder fol-

lows the same procedure as that for the homogeneous cylinder in Section 6.1.1. The

scattering geometry is shown in Figure 6.14. There are two distinctions, however.

The first difference between this and the previous, homogeneous case is the type of

source which is used to excite the acoustic mode of resonance. In this case, a line

source is placed at the outer cylinder boundary at r = a. This changes the func-

tional form of the incident pressure and displacement; however, it does not affect the

procedure used to solve for the unknown coefficients and the resonant modes.
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Figure 6.14: Geometry of the acoustic scattering problem for a layered cylinder.

The second difference, as seen in Figure 6.14, is that boundary conditions must

be applied at two boundaries. One boundary is at r = a, the outer cylinder radius,

and the second is at r = b, the inner cylinder radius. The boundary conditions listed

in Section 6.1.1 apply without modification at the fluid-elastic interface at r = a. At

the elastic-elastic interface at r = b, the boundary conditions are as follows:

1. tangential (uφ) and radial (ur) displacement must be continuous across the

boundary,

2. tangential and radial stress must be continuous across the boundary.

Along with the three boundary conditions at r = a, there are five total equations to

solve for the unknown coefficients. The addition of the third, inner cylinder region,

however, also increases the number of unknown coefficients to five. The system of

equations and unknowns is solved for the unknown coefficients as in the homogeneous

case; the determinant of the coefficient matrix, D(n, ωa), again, may be used to find

the resonant mode frequencies for the layered structure. The pair of mode numbers,

(n, l), is still used to characterize the acoustic modes.

Further details regarding scattering from layered elastic cylinders may be found in
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Young’s modulus Density Poisson Ratio cs cl

(E, GPa) (ρs, kg/m3) (ν) (m/s) (m/s)

Concrete 30 2200 0.2 2383.7 3892.5
Steel 195 7860 0.29 3101 5701.8
Air – 1.2 – – 340

Table 6.2: Parameters used in ANSYS simulation of acoustic scattering from a layered concrete and
steel cylinder.

reference [75], which deals with line sources, and reference [76], which deals with the

slightly more complicated problem of elastic wave scattering from layered cylinders.

6.2.2 ANSYS Model

The layered cylinder is shown in Figure 6.15. The outer cylinder of 8 cm radius

is concrete and the inner cylinder of 1.5 cm radius is steel; the material parameters

used in the ANSYS simulation are given in Table 6.2. Material inhomogeneity within

the cylinder is neglected.

The element size is λa/24, where λa is the approximate shear wavelength within

the cylinder at 75 kHz. The acoustic wavelength in the surrounding air is about

0.15λa; accordingly, the nominal element size is reduced by about 20 in the fluid.

The sampling in this region is still relatively coarse, though, at about 5 points per

wavelength in some areas. The source point is indicated in Figure 6.15; a 1N force

is applied over the face of the boundary element, normal to the cylinder surface,

in the x̂ direction. In the analytical solution, the line source is placed at the outer

boundary of the concrete region, but is still considered to be inside the concrete. This

makes it difficult to relate the source amplitude in the analytical solution, which is a

scalar potential function, to that in the ANSYS simulation, which is a force. For this

reason, the analytical displacement is normalized to the ANSYS result and agreement

between the mode shapes is considered.

Three modes are investigated in this section. Two of these modes correspond the
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Figure 6.15: Illustration of the geometry for the layered cylinder simulation in ANSYS.

modes of an isolated, 1.5 cm radius steel cylinder in an infinite, concrete background.

The displacement and strain associated with the third mode is primarily localized in

the outer concrete layer.

6.2.3 (0, 3) Mode

The first mode considered here is the third order n = 0 mode of the layered cylin-

der; the analytical resonant frequency is fa = 74126.8 Hz. The simulated resonant

frequency is fa = 74127.5 Hz. The radial boundary displacement, ur, at both cylin-

der boundaries is shown in Figure 6.16; the slight variation at the steel boundary

is due to the choice of ANSYS points used in the interpolation. The magnitude of

the displacement, u, for this mode is shown in Figure 6.17(a). Similar to the (0, 1)

mode of the solid cylinder, this mode has no axial variation; the radial variation is

greater, however, because this is a higher order mode. The average error between

the displacement found with ANSYS and the normalized analytical solution is less

than 1%. The divergence of the displacement, shown in Figure 6.17(b) exhibits the

same axial symmetry.

The FDTD simulation frequency is fe = 2.5 GHz; the radius of the concrete

cylinder is 1.5λe. The concrete is modeled using ǫr = 7.0 with conductivity σ = 0.06.

79



−150 −100 −50 0 50 100 150
−2

0

2

4

6

8

10

12

14

x 10
−3

φ (°)

B
ou

nd
ar

y 
P

er
tu

rb
at

io
n 

(µ
m

)

 

 

Concrete Boundary (8 cm)
Steel Boundary(1.5 cm)

Figure 6.16: The boundary perturbation, ur, corresponding to the third order n = 0 mode at
fa = 74.13 kHz.
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Figure 6.17: The magnitude and divergence of the displacement within the layered cylinder for the
(0, 3) mode at fa = 74.13 kHz.
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Figure 6.18: Boundary and volumetric current locations for the layered cylinder.

The steel is modeled as a PEC. The cell size, ∆, is λe/100, and the time step,

∆t, is 0.98∆/(
√

2c). The UPML is 10 cells thick and there are 5 cells between the

boundary of the cylinder and the total-field/scattered-field boundary. An x̂-directed

plane wave is launched from the left TF/SF boundary. The total grid size is 174

cells square and the simulation is run for 5000 time steps.

The locations of the currents used to generate the Doppler component for TM and

TE polarizations are shown in Figure 6.18. On the PEC cylinder magnetic currents

are present for both polarizations. The resulting Doppler components for TM and

TE polarizations are shown in Figures 6.19 and 6.20, respectively. The TM Doppler

component has comparable contributions from both sources. The TE Doppler com-

ponent is much higher than TM because it has a much higher contribution from

density modulation.

6.2.4 (2, 7) Mode

The second mode considered is the (2, 7) mode. This mode exhibits similar dis-

placement characteristics as the (2, 1) mode of an isolated 1.5cm steel cylinder in a ho-

mogeneous concrete background. The analytical resonant frequency is at 73456 kHz;

the ANSYS simulation produced the resonance at 73459 kHz. The radial boundary
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Figure 6.19: Normalized TM Doppler component scattered from the layered cylinder for the (0, 3)
mode.
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Figure 6.20: Normalized TE Doppler component scattered from the layered cylinder for the (0, 3)
mode.
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Figure 6.21: The boundary perturbation, ur, corresponding to the seventh order n = 2 mode at
fa = 73.4 kHz.
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Figure 6.22: The magnitude and divergence of the displacement within the layered cylinder for the
(2, 7) mode at fa = 73.4 kHz.

displacement at both cylinder boundaries is shown in Figure 6.21. The magnitude

of the displacement within the cylinder is shown in Figure 6.22(a). The excitation of

the inner cylinder is evident in both figures which show larger displacements near the

steel cylinder boundary. The divergence of the interior displacement is also shown

in Figure 6.22(b).

The FDTD simulation parameters are identical to those used with the (0, 3) mode.

The total Doppler component for both TM and TE polarizations is shown in Fig-

ure 6.23. Again, the TE Doppler component is much higher than the TM component.
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Figure 6.23: Normalized TM and TE Doppler component scattered from the layered cylinder at
fa = 73.4 kHz, the (2, 7) mode. The electromagnetic frequency is 2.5 GHz.

6.2.5 (8, 3) Mode

The final mode considered for the layered cylinder is the (8, 3) mode. The analyt-

ical resonance frequency is at 73852.9 Hz; in the ANSYS simulation the resonance is

at 73855.9. The displacement associated with this mode is primarily localized near

the outer concrete cylinder boundary. Very little displacement occurs in the inner

steel cylinder. The radial boundary perturbation at the concrete-air boundary is

shown in Figure 6.24, where the cos(8φ) variation is evident.

Again, the same FDTD simulation parameters are used as for the other modes.

The total Doppler component for both TM and TE polarizations is shown in Fig-

ure 6.26.

6.3 Observations

In this section various observations and conclusions based on the Doppler com-

ponent results in Sections 6.1 and 6.2 are stated. The purpose is to identify critical

or sensitive target and mode parameters in the previous two cases. This is done in

an effort to generalize those results and begin to elucidate relationships between the
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Figure 6.24: The boundary perturbation, ur, corresponding to the third order n = 8 mode at
fa = 73.8 kHz.
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Figure 6.25: The magnitude and divergence of the displacement within the layered cylinder for the
(8, 3) mode at fa = 73.8 kHz.
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Figure 6.26: Normalized TM and TE Doppler component scattered from the layered cylinder at
fa = 73855.9 kHz, the (8, 3) mode. The electromagnetic frequency is 2.5 GHz.

target, the mode, and the resulting Doppler component. System level details, such as

those describing the acoustic and electromagnetic sources, are discussed in Chapter

IX.

It is noted that, at this point, it is more instructive to begin by considering the

simplest case of a homogeneous cylinder. The physical interaction of the acoustic

and electromagnetic waves within the layered target is more complex. As a result, it

is more difficult to extract conclusions from the Doppler component for this geome-

try. Many of the following observations, however, still hold regardless of the target

geometry.

The boundary perturbation Doppler component for cylindrical geometries often

exhibits predictable bistatic variation as a result of the regular radial displacement,

which, as seen in equation (6.7), exhibits cosinusoidal variation with axial angle, φ.

The (2, l) modes display the null at φ = 90◦, for example, while the (1, l) modes

have a null at 0◦, the (3, l) modes have nulls at 60◦ and 120◦, and the (4, l) modes

have nulls at 45◦ and 135◦. Qualitatively, the nulls may be explained by considering

the additional phase the electromagnetic signal aquires as it propagates through the
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Figure 6.27: A qualitative explanation for the nulls in the bistatic Doppler components of the (2, l)
family of modes. ∆ represents the phase relative to the electromagnetic signal that
interacts with the unperturbed, circular cylinder.

cylinder. For example, for the (2, 1) mode the electromagnetic signal accumulates

additional phase as it enters the cylinder because the boundary is moved outward,

forcing the wave to propagate slightly further within the cylinder. The portion of the

field scattered towards φ = 90◦, however, upon exiting encounters a boundary that

is closer than the unperturbed, circular boundary would have been; this results in a

net loss of phase equal to that which was gained upon entering. Since the Doppler

component is a measure of the phase modulation on the incident electromagnetic

signal it produces a null in that direction, reflecting the zero net phase change on the

incident wave as a result of the perturbed boundary. This is depicted for the (2, l)

and (1, l) families of modes in Figures 6.27 and 6.28, respectively. In these figures,

∆ represents the phase relative to the electromagnetic signal that interacts with the

unperturbed, circular cylinder.

The relative magnitude of the two Doppler component contributions depends on

many factors. In the homogeneous polyethylene cylinder case, it is observed that the

boundary perturbation is the primary source of the total Doppler component for the
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Figure 6.28: A qualitative explanation for the nulls in the bistatic Doppler components of the (1, l)
family of modes. ∆ represents the phase relative to the electromagnetic signal that
interacts with the unperturbed, circular cylinder.

(2, 1) mode. In cases where this contribution dominates the total Doppler component,

the bistatic variation can be used to infer which mode is under observation.

For higher order modes including those of the layered cylinder it is observed that

the density modulation contribution dominates the response. In general, increasing

the order of a given mode will increase the contribution from the density modulation

Doppler component. This is expected since the radial variation interior to the target

increases with mode order and produces larger strains within the target. This is

observed in Section 6.1.4, where the divergence of the displacements for the (2, 1)

and (2, 2) modes are compared and that of the higher order (2, 2) mode is noted

to be 22 times larger. In addition, the boundary contribution generally decreases

with mode order; this can be seen in Figure 6.3, where uρ for the (2, 1) mode is

approximately two times larger than uρ for the (2, 2) mode. This suggests using

higher order modes in cases where additional sensitivity to the target interior is

desired. Polarization could also be used to enhance sensitivity to the target interior.

TE polarization is generally more sensitive to strain within the cylinder because of the

gradient operation in the density modulation Doppler component seen in equation

3.14.

The target material is important as well. For the same acoustic and electro-
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magnetic source parameters and the same mode of resonance, certain materials will

experience larger displacements and strain than other materials, producing a cor-

respondingly larger Doppler component. As an example, the maximum boundary

perturbation for the (2, 1) of two different material circular cylinders is compared.

The first cylinder is polyethylene, which for an incident 1 Pa amplitude acoustic

plane wave, has uρ,max = 0.168µm; the scattered Doppler component is about −100

dBc, or 100 dB below the unshifted cylinder RCS. A concrete cylinder, however, will

have radial displacement that is almost a factor of ten smaller and, as a result, the

Doppler is only −120 dBc.

The surrounding fluid medium can be important. All of the results shown are

from acoustic scattering in air. If the target were in another fluid the results would

be different. If the fluid remains a gas, though, the interaction between the elastic

solid and the fluid will be weak, comparable to that obtained with air [77]. Liquid

fluids would have more complex interaction with the target but this case is of limited

concern since electromagnetic scattering from the target is considered.
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CHAPTER VII

Wideband, Bistatic Doppler Component for Applications in

NDE

7.1 Introduction

In Chapter VI the Doppler components for various modes of two cylindrical targets

are presented. This chapter shows how the Doppler component could be useful in

non-desctructive evaluation (NDE). The effects of introducing a flaw or crack in the

target on both the scattered acoustic pressure and the scattered electromagnetic

fields are considered. It is intended to demonstrate the sensitivity of the Doppler

component to small cracks or voids in the target.

Modeling cracks in the ANSYS and FDTD models is first discussed. In the fol-

lowing section wideband, bistatic Doppler components are presented for the two

geometries in Chapter VI. The effects of both crack orientation and location on

the Doppler component for different modes is investigated. In the remainder of the

Chapter, focusing to achieve higher sensitivity within the target is discussed; results

for this analysis are also presented.

7.1.1 Modeling Cracks in ANSYS and FDTD

Cracks in the ANSYS model are introduced by removing solid elastic elements

and replacing them with fluid (air) elements. The fluid elements within the crack
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Figure 7.1: The ANSYS model used to simulate a void within the target.

are permitted to move in the transverse plane like fluid elements immediately sur-

rounding the cylinder. These elements account for fluid-structure interactions that

take place. A picture of the ANSYS model of the solid polyethylene cylinder with

the crack is shown in Figure 7.1.

The modeling approach described above produces a void or hole rather than a

hairline crack. The nodes of neighboring elements could be altered to yield such

a crack. However, in that case the question of what material fills the crack in the

acoustic scattering simulation is left unanswered. The element removal approach

described above is used to obtain the results in this Chapter; it is deemed more

accurate in terms of producing physical results.

The FDTD model is also modified to include the crack. The crack dimensions

from ANSYS are translated into FDTD field locations, as shown in Figure 7.2. The

missing FDTD points correspond to the void or crack. In the unperturbed FDTD

simulation, the crack is modeled by reducing the relative permittivity to that of free

space within the crack. Volumetric currents, which produce the dielectric modula-

tion Doppler component, are also removed at the points interior to the crack. The

boundary perturbation Doppler component is modified to include additional currents

surrounding the crack. Only displacements perpendicular to the crack boundary, in
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Figure 7.2: The ANSYS nodes on the boundary of the crack overlaid on the ẑ FDTD grid points.
The FDTD points that are missing correspond to the void that models the crack.

the direction of the surface normal, are included. For example, if the crack is oriented

along the x̂ direction, as it is in Figure 7.2, only uy is used in the sheet currents.

It is noted that the presence of the crack affects the displacement throughout the

cylinder cross-section; as will be shown, the degree of the effects of the crack de-

pend on both the mode and the crack orientation and size. The modifications to the

Doppler component currents, i.e. removing the volumetric current sources within

the crack and adding sheet currents around the crack, do not affect the resulting

Doppler components appreciably. These modifications are secondary contributions

to the overall effect the crack has on the total Doppler component; those changes

caused by the altered boundary perturbation and displacement are much larger.

The algorithm used to interpolate the ANSYS data to the FDTD grid points is

also different when a crack is present. Using the original algorithm, the large strain

values concentrated around the crack edges create ripples in the interpolated function

away from the vicinity of the crack. This is an expected consequence of the spline-

based approach in the CSA grid algorithm. A slower, nearest neighbor interpolation

is used if a crack is present, resulting in much more accurate interpolation.
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∆x ∆y xo yo

Crack 1 2.4cm 2.8mm 0cm 0cm
Crack 2 2.8mm 2.0cm 0cm 0cm
Crack 3 2.3cm 2.8mm −3.7cm 0cm

Table 7.1: Crack dimensions and locations for the solid polyethylene cylinder.

7.2 Bistatic Doppler Component Results

In this section the sensitivity of the bistatic Doppler component to flaws or cracks

within the target is investigated. The effect of various cracks on the Doppler com-

ponent for the cylindrical targets in Chapter VI are considered. Crack orientation

and location are varied between cases.

In Chapter VI the bistatic Doppler component was presented at a single electro-

magnetic frequency. One of the advantages of using the finite-difference time-domain

method, however, is the ability to recover wideband scattering information. The re-

sults in this Chapter are plotted against both bistatic angle on the abscissa and

electromagnetic frequency on the ordinate. The results from Chapter VI correspond

to a single horizontal line in the expanded plots.

7.2.1 Cracked Polyethylene Cylinder

The polyethylene cylinder from Chapter VI is modified to include a small crack.

Three different crack orientations are considered. Table 7.1 lists the crack dimensions

(∆x,∆y) and center locations (xo,yo). Figure 7.3 illustrates the crack locations within

the cylinder. Cracks 1 and 3 are oriented along the x̂ axis while crack 2 is along the

ŷ direction.

In the remainder of this section the effect of the crack on the ANSYS results

is briefly discussed and then both acoustic and electromagnetic scattering from the

cracked cylinder are considered. The sensitivity of both wave types is compared.
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φ

x

Figure 7.3: Illustration of the three cracks within the polyethylene cylinder. Each crack is analyzed
individually.

ANSYS Results for Cracked Cylinder

The resonant frequencies found for the cracked and uncracked models at the first

and second order n = 2 modes considered in Section 6.1 are shown in Table 7.2. In

all cases, the acoustic resonant frequency shifts. The frequency should decrease as

a result of the presence of a void or crack. The resonance frequency for the (2, 2)

in the case of crack #3 is seen to slightly increase, however. This discrepancy is

most likely a result of imperfections in the ANSYS model. It is also noted that, in

the case of crack #2, the (2, 2) mode splits into two modes separated by less than

1Hz; this is probably due to the slight assymetry in the crack geometry caused by

nonsquare ANSYS elements. The displacement associated with the resonance chosen

for analysis is slightly larger and rotated with respect to the cylinder axis from the

unselected resonance.

As expected, the presence of the crack perturbs the displacement and strain dis-

tributions within and on the boundary of the cylinder. The radial displacement, uρ,

on the boundary of the cylinder is shown for the (2, 1) mode in Figure 7.4. The same

information is plotted in Figure 7.5 for the (2, 2) mode. It is observed that the offset
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fa, (2,1) fa, (2,2)

Without crack 1844.2 3634.1
Crack 1 1806 3572.5
Crack 2 1813.7 3587.3
Crack 3 1820.1 3634.8

Table 7.2: Mode resonant frequencies for the (2, 1) and (2, 2) modes of a solid, polyethylene cylinder.
Three different cracks are considered.
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Figure 7.4: Radial displacement, uρ, on the boundary of the polyethylene cylinder for the (2, 1)
mode of the four crack cases.

crack has a larger effect on the radial displacement for the (2, 1) mode while the

centered cracks have a larger effect on the (2, 2) mode. This is counterintuitive since

both the strain and the displacement are minimum at the cylinder center. However,

the crack, as will be seen, induces very large strains and displacement in its imme-

diate vicinity. Relative to the uncracked cylinder, this introduces a larger change in

regions of minimum initial displacement and strain.

The displacement and divergence of the displacement for the Case #1 cracked

cylinder at the (2, 1) mode are shown in Figures 7.6(a) and 7.6(b), respectively. It

is seen that these quantities immediately surrounding the crack are many orders of

magnitude larger than in the remaining cross-sectional area. The ANSYS results for

the other modes are not shown, however, they exhibit the same trend.
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Figure 7.5: Radial displacement, uρ, on the boundary of the polyethylene cylinder for the (2, 2)
mode of the four crack cases.

(a) |u| (b) ∇ · u

Figure 7.6: The magnitude and divergence of the displacement inside the cracked cylinder for the
(2, 1) mode. The same quantities for the uncracked cylinder are shown in Figures 6.4(a)
and 6.4(b), respectively.
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Acoustic Scattering

Away from acoustic resonance, the target is nearly impenetrable to incident acous-

tic energy. At resonances of the target, however, the acoustic wave is able to pen-

etrate into the interior. One of the advantages of an acousto-EM system over an

all-acoustic system listed in Chapter I is that electromagnetic waves can penetrate

more easily into the target interior and, as a result, are more sensitive to target

composition. This is true in general away from resonance. At resonance, however,

where the acousto-EM approach is based, this advantage is minimized. To what

extent the advantage holds will be explored in this section where the sensitivity of

the scattered acoustic pressure to changes in the cylinder interior will be contrasted

with the sensitivity of the Doppler component.

The total pressure scattered at resonance in each case is obtained from ANSYS

simulation; the incident pressure is then simulated in the absence of the cylinder.

Their difference, the scattered pressure, is plotted versus bistatic angle at a dis-

tance of Ro = 0.16m away from the cylinder boundary for the four cylinder mod-

els (the original, uncracked cylinder and the three cracked cylinders) at the two

resonances previously considered. The (2, 1) mode is shown in Figure 7.7; the ob-

servation distance in terms of the wavelength in air at resonance is approximately

Ro = 0.85λa − 0.87λa. The scattered pressure for the (2, 2) modes is shown in Fig-

ure 7.8; the corresponding observation distances in terms of acoustic wavelength are

Ro = 1.69λa − 1.72λa.

The scattered pressure at the (2, 1) mode is much less affected by the presence of

the cracks than the (2, 2) mode. This is because the crack is approximatley two times

larger in terms of the shear and longitudinal wavelengths at the second order mode,

which increases its effect on the propagating elastic waves. As seen in Figure 7.5,

97



−100 −50 0 50 100
65

70

75

80

85

90

95

100

105

φ (°)

S
P

L 
(d

B
)

 

 

No Crack
Crack 1
Crack 2
Crack 3

Figure 7.7: Scattered acoustic pressure at the (2, 1) resonance for the original, uncracked polyethy-
lene cylinder and the three cracked polyethylene cylinder models. The observation
distance is Ro = 0.16m ≈ 0.86λa
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Figure 7.8: Scattered acoustic pressure at the (2, 2) resonance for the original, uncracked polyethy-
lene cylinder and the three cracked polyethylene cylinder models. The observation
distance is Ro = 0.16m ≈ 1.7λa
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this results in a larger change to the radial displacement on the cylinder boundary

mode and a larger change in the scattered pressure at the (2, 2). Also, as noted

above, the (2, 2) mode split in the case of crack #2; the scattered pressure for the

other mode exhibited the same assymetry in the scattered pressure except flipped

over the y-axis.

Electromagnetic Scattering and the Doppler Component

In order to demonstrate the level of sensitivity that can be expected using con-

ventional RCS measurement to detect flaws, the RCS of the stationary cylinder with

and without the crack is first considered. The unshifted RCS of the cylinder does

exhibit slight sensitivity to the presence of the crack. However, this occurs only at

frequencies above about 2 GHz, where the crack dimensions are larger with respect

to the electromagnetic wavelength. As a best-case scenario, in terms of sensitivity

over the electromagnetic frequency range considered herein, the TM and TE polar-

ized RCS are shown at fe = 5 GHz in Figures 7.9 and 7.10. At this frequency the

wavelength inside the polyethylene cylinder is about λe = 0.04m; the crack is be-

tween 0.7λe and λe. Both polarizations demonstrate more sensitivity at angles near

φ = 180◦, corresponding to backscatter, and virtually no sensitivity in the forward

scattering direction. From these plots it is difficult to determine which polarization

is more sensitive to each crack orientation.

The total Doppler component for the four cases are plotted over the electromag-

netic frequency range 0.5 − 5 GHz and as a function of bistatic angle. All Doppler

component plots for the cracked cylinder are shown on the same colormap scale as

the uncracked cylinder of the corresponding polarization. Figures 7.11(a) and 7.11(b)

are the TM and TE Doppler components, respectively, scattered from a solid, un-

cracked polyethylene cylinder at the (2, 1) mode of resonance. The previous result
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Figure 7.9: The unshifted TM polarized RCS of the polyethylene cylinder for the four cracked cases
at fe = 5 GHz.
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Figure 7.10: The unshifted TE polarized RCS of the polyethylene cylinder for the four cracked cases
at fe = 5 GHz.
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Figure 7.11: The Doppler component for the (2, 1) mode of the solid, uncracked polyethylene cylin-
der. The Doppler component is normalized to the unshifted RCS at φ = 0◦.

shown in Section 6.1.3 corresponds to the line at 3 GHz. The characteristic null at

φ = 90◦ is evident in the case of TM polarization over the entire frequency range;

for TE it is less evident at some frequencies because of the larger contribution from

the dielectric modulation Doppler component.

The Doppler component scattered from the solid cylinder with crack #1, which

is centered at the origin and lies along the x̂ direction, is shown in Figure 7.12. In

this case, the null at φ = 90◦ is filled in because the larger strain surrounding the

crack increases the contribution from the dielectric modulation Doppler component.

For TE the effect of the crack is less evident in the Doppler component, especially

at lower frequencies. The Doppler component scattered from the solid cylinder with

crack #2, which is centered at the origin and lies along the ŷ direction, is shown

in Figure 7.13. The effect of the ŷ-oriented crack on the Doppler component is

approximately the same as the the previous x̂-oriented crack. The null is filled in for

both cases. The Doppler component scattered from the solid cylinder with crack #3,

which is offset in x̂ from the origin and lies along the x̂ direction, is shown in Figure
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Figure 7.12: The Doppler component for the (2, 1) mode of the solid polyethylene cylinder with
crack #1. The Doppler component is normalized to the unshifted RCS at φ = 0◦.

7.14. Again, the effects of the offset crack on the Doppler component are similar to

the x̂ and ŷ cracks.

Figures 7.15(a) and 7.15(b) are the TM and TE Doppler components, respectively,

scattered from a solid, uncracked polyethylene cylinder at the (2, 2) mode of reso-

nance. As with the (2, 1) mode, the null at φ = 90◦ is evident for TM polarization

and less so for TE polarization.

The Doppler component scattered from the solid cylinder with crack #1 is shown

in Figure 7.16. Crack #1 has a larger effect on both the TM and TE Doppler

components for the (2, 2) mode than the (2, 1) mode. For TM polarization the

null is entirely filled in; rather than one contribution dominating the total Doppler

component, both contributions are responsible for the effect of the crack in modifying

the Doppler component. For TE polarization the crack induces less scattering of the

Doppler-shifted fields between φ = 30◦ and φ = 50◦.

The Doppler component scattered from the solid cylinder with crack #2 is shown

in Figure 7.17. For TM polarization the effect of the ŷ-oriented crack #2 are similar
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Figure 7.13: The Doppler component for the (2, 1) mode of the solid polyethylene cylinder with
crack #2. The Doppler component is normalized to the unshifted RCS at φ = 0◦.
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Figure 7.14: The Doppler component for the (2, 1) mode of the solid polyethylene cylinder with
crack #3. The Doppler component is normalized to the unshifted RCS at φ = 0◦.
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Figure 7.15: The Doppler component for the (2, 2) mode of the solid, uncracked polyethylene cylin-
der. The Doppler component is normalized to the unshifted RCS at φ = 0◦.
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(b) TE

Figure 7.16: The Doppler component for the (2, 2) mode of the solid polyethylene cylinder with
crack #1. The Doppler component is normalized to the unshifted RCS at φ = 0◦.
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Figure 7.17: The Doppler component for the (2, 2) mode of the solid polyethylene cylinder with
crack #2. The Doppler component is normalized to the unshifted RCS at φ = 0◦.

in nature but less pronounced than those of crack #1. For TE polarization, crack

#2 has a similar effect in that the Doppler component is reduced at lower bistatic

angles; it is also significantly lower at φ = 90◦ at low electromagnetic frequency.

The Doppler component scattered from the solid cylinder with crack #3 is shown

in Figure 7.18. The offset crack #3 affects the TM Doppler component in a similar

manner as the other cracks considered above. For TE polarization crack #3 has a

smaller effect on the Doppler component compared to the other crack cases. This

is unexpected since the crack is located in a region of both larger displacement and

strain. However, it is consistent with the scattered acoustic pressure at the (2, 2)

mode which was also more affected by the crack than the other two modes.

7.2.2 Cracked Layered Cylinder

This section details the effect of a crack in the layered cylinder from Section 6.2.

The crack is in the ŷ direction just above the inner steel cylinder, as shown in Figure

7.19. Its dimensions are ∆x ≈ 0.8mm and ∆y ≈ 6.5mm.

The acoustic pressure scattered from the layered cylinder is not shown. The high
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Figure 7.18: The Doppler component for the (2, 2) mode of the solid polyethylene cylinder with
crack #3. The Doppler component is normalized to the unshifted RCS at φ = 0◦.A i r C r a c k ( A i r ) E l e m e n t s
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Figure 7.19: The ANSYS model of the cracked layered cylinder. The inset is zoomed in around the
crack.

frequency of the modes considered makes sufficient sampling in the air difficult, as

in the uncracked case, the sampling in air can be as coarse as about five points per

wavelength. The remainder of this section will describe the effects of the crack on

the ANSYS results and the electromagnetic scattering.

7.2.3 ANSYS Results for the Cracked Layered Cylinder

The resonant frequencies for the cracked and uncracked cylinder models at the

three modes considered in Section 6.2 are shown in Table 7.3. In the first two cases,
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fa, (0,3) fa, (2,7) fa, (8,3)

Without crack 74128.1 73459.1 73855.9
With Crack 74042.0 73441.3 73855.8

Table 7.3: Mode resonant frequencies for the three modes of the layered cylinder. One crack, shown
in Figure 7.19, is considered.

the acoustic resonant frequency shifts because the crack is located near regions of

large displacement and strain. For the (8, 3) mode, however, the shift is very small.

The displacement for this mode is confined to the edge of the outer concrete cylinder,

away from the inner steel cylinder where the crack is located. Since the crack leaves

the (8, 3) mode largely unperturbed, the remaining ANSYS and electromagnetic

scattering results for this mode are not given.

The boundary perturbation on the cylinder surfaces with and without the crack

for the (0, 3) mode is shown in Figure 7.20. The same result for the (2, 7) mode is

shown in Figure 7.21. The magnitude of the displacement for the (0, 3) mode with

the crack is shown in Figure 7.22(a); the divergence of the displacement for the same

mode is shown in Figure 7.22(b). These quantities are shown for the (2, 7) of the

cracked cylinder in Figures 7.23(a) and 7.23(b), respectively. As observed in Figures

7.20-7.23(b), the presence of the crack has a large effect on the mode shape. In

the next section the results of using the perturbed displacements in the acousto-EM

model will be shown.

7.2.4 Electromagnetic Scattering and the Doppler Component

As in the previous case, the RCS of the stationary cylinder with and without

the crack will first be examined to demonstrate the level of sensitivity to flaws using

conventional means. The bistatic radar cross of the layered cylinder with and without

the crack, calculated using the unshifted field values, is shown in Figure 7.24 for an

electromagnetic frequency of fe = 5 GHz. Again, this frequency, which is a best
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Figure 7.20: Radial displacement, uρ, on the concrete and steel cylinder boundaries of the layered
cylinder for the (0, 3) mode. Both cracked and uncracked results are shown.
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Figure 7.21: Radial displacement, uρ, on the concrete and steel cylinder boundaries of the layered
cylinder for the (2, 7) mode. Both cracked and uncracked results are shown.
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Figure 7.22: The magnitude and divergence of the displacement inside the cracked layered cylinder
for the (0, 3) mode. The same quantities for the uncracked cylinder are shown in
Figures 6.17(a) and 6.17(b), respectively.
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Figure 7.23: The magnitude and divergence of the displacement inside the cracked layered cylinder
for the (2, 7) mode. The same quantities for the uncracked cylinder are shown in
Figures 6.22(a) and 6.22(b), respectively.
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Figure 7.24: The stationary layered cylinder RCS for both TM and TE polarizations at fe = 5
GHz.

case scenario in terms of sensitivity, is relatively high, considering loss and scattering

inside of concrete. The maximum difference between the two cases is less than 1dB.

The total Doppler component for the (0, 3) mode without the crack is shown for

TM and TE polarizations in Figure 7.25. The results for the total Doppler component

with the crack are shown in Figure 7.26.

The total Doppler component for the (2, 7) mode without the crack is shown

for TM and TE polarizations in Figure 7.27. The res ults for the total Doppler

component with the crack are shown in Figure 7.28.

7.2.5 Relative Sensitivity of the Doppler Component

It is seen in Sections 7.2.1 and 7.2.2 that the bistatic Doppler component is sen-

sitive to the presence of small flaws in the target interior. A means of quantifying

the improved sensitivity of the Doppler component relative to the sensitivity of the

unshifted fields scattered from the stationary target is desired. A parameter referred

to as the relative sensitivity of the Doppler component is defined and described for

various cracked cases of the homogeneous polyethylene cylinder in the (2, 1) mode of
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Figure 7.25: The Doppler component for the (0, 3) mode of the uncracked layered cylinder for TM
and TE polarizations. The Doppler component is normalized to the unshifted RCS at
φ = 0◦.
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Figure 7.26: The Doppler component for the (0, 3) mode of the cracked layered cylinder for TM
and TE polarizations. The Doppler component is normalized to the unshifted RCS at
φ = 0◦.
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Figure 7.27: The Doppler component for the (2, 7) mode of the uncracked layered cylinder for TM
and TE polarizations. The Doppler component is normalized to the unshifted RCS at
φ = 0◦.
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Figure 7.28: The Doppler component for the (2, 7) mode of the cracked layered cylinder for TM
and TE polarizations. The Doppler component is no rmalized to the unshifted RCS
at φ = 0◦.
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resonance.

The relative sensitivity is the change in Doppler component RCS in dB for par-

ticular bistatic angles and a particular electromagnetic frequency compared to the

change in unshifted field RCS, also on a dB scale, at the same angles and frequency.

For example, the unshifted field RCS, shown in Figure 7.9 at an electromagnetic

frequency of 5 GHz, is taken at various bistatic angles for a particular crack case.

The change in the unshifted field RCS compared to the uncracked case then be-

comes the abscissa, or x coordinate, of the point locations; there is one point for

each sampled bistatic angle. The change in the Doppler component RCS for the

same crack case, relative to the uncracked Doppler component RCS, for the same

bistatic angles and electromagnetic frequency as the unshifted field RCS, becomes

the ordinate, or y coordinate of the point locations. Stated quantitatively, the x

coordinate of the point becomes ∆ RCSo(φi, fEM)= RCSo(Crack, φi, fEM) dB -

RCSo(No crack, φi, fEM) dB, where φi are the sample bistatic angles and fEM is

the electromagnetic frequency of interest. The y coordinate of the point location be-

comes ∆ RCS(φi, fEM)= RCSd(Crack, φi, fEM) dB - RCSd(No crack, φi, fEM) dB.

Values lying above the unit slope line indicate points where the Doppler component

has greater sensitivity or exhibits a larger change in RCS value when the crack is

present.

The (2, 1) mode of the homogeneous polyethylene for the three cracks considered

previously in Section 7.2.1 is again considered. A fourth, larger crack, which is

oriented along the x-direction and centered at the origin, is also considered; the

crack dimensions are about ∆x ≈ 5.4 cm by ∆y ≈ 6 mm, or roughly twice the size

as crack #1. In this case, the (2, 1) mode resonance occurs at fa = 1621.5 Hz. The

bistatic sample angles are taken at 1◦ increments between 0◦-180◦. The result for the
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relative sensitivity at an electromagnetic frequency of 3 GHz is shown in Figure 7.29.

The unit slope line is also shown for reference; points lying above this line indicate

angles at which the Doppler component has greater sensitivity to the crack than the

unshifted field RCS. Values lying near the y axis demonstrate the highest, relative

sensitivity. The same result is plotted at an electromagnetic frequency of 4 GHz in

Figure 7.30.
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Figure 7.29: The relative sensitivity of the TM Doppler component for various bistatic angles at
an electromagnetic frequency of 3 GHz. Four crack cases are shown.

Figures 7.29 and 7.30 allow comparison of the relative sensitivity for various crack

locations, sizes, and at different electromagnetic frequencies. The plots indicate

which crack location the Doppler component is most sensitive to as well as which

cracks most greatly perturb the Doppler component and the unshifted field RCS.

Two trends are noted. As the electromagnetic frequency increases, it is observed

that the relative sensitivity of the Doppler component is reduced. This is expected

because the size of the crack relative to the electromagnetic wavelength increases with
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Figure 7.30: The relative sensitivity of the TM Doppler component for various bistatic angles at
an electromagnetic frequency of 4 GHz. Four crack cases are shown.

increasing frequency. Also, as the crack grows the relative sensitivity of the Doppler

component is expected to decrease because the unshifted field RCS is more easily

able to detect it. Since the larger crack produces a larger change in the unshifted field

RCS, the data points move out towards the unit slope line, showing the reduction in

the relative sensitivity of the Doppler component.

7.2.6 Summary and Observations

In the preceding sections the Doppler component is shown versus bistatic scatter-

ing angle and electromagnetic frequency. The effect of a various small cracks internal

to the target are investigated and it is observed that the bistatic Doppler component

is sensitive to such flaws.

The detectability of the flaw in the homogeneous polyethylene cylinder using

the Doppler component is then compared to the detectability using the unshifted

fields scattered from the stationary cylinder. The different cracked cases of the
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polyethylene cylinder are compared for the (2, 1) mode of the cylinder. A parameter

defined as the relative sensitivity of the Doppler component is described with the

plots shown in Section 7.2.5; the plots monitor the change in RCS at various bistatic

angles for a single electromagnetic frequency. These plots quantify the advantage of

using the Doppler component to obtain increased sensitivity.

Despite showing high detectability for most bistatic angles, in some cases, the

Doppler component only offers limited sensitivity. Generally, in order to easily ob-

serve the effect of the crack, it is necessary to have a dominant characteristic or

feature in the pattern that can be perturbed by the crack. An example of such a

feature is the deep null at φ = 90◦ for the n = 2 mode. It is also observed that

there is little variation from which to distinguish the crack location. In the next sec-

tion, an alternative method of imaging scattering within the target for the Doppler

component is investigated to obtain higher sensitivity and the location of flaws.
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CHAPTER VIII

Time-Reversal Focusing for Applications in NDE

In the previous chapter the effect of a flaw on the bistatic scattered electromagnetic

fields was considered. It was observed that measuring the bistatic RCS offers limited

sensitivity to the presence of internal flaws. Only particular modes and polarizations

exhibit sensitivity to the presence of small inhomogeneities, such as cracks. In some

cases the internal perturbations to the strain and displacement due to the crack is

overwhelmed by other contributions to the Doppler component, such as reflection

from the boundary. In addition, the bistatic Doppler component provides little

information regarding the location of the flaw. The location sometimes may be

inferred if the mode shape and the extent of the effect of the flaw on the Doppler

component are known; however, this approach is unable to conclusively locate flaws

within the target.

In this chapter focusing is employed to improve sensitivity to flaws within the

target and to provide information about the flaw location. Time-reversal focusing is

used to focus the incident electromagnetic signal in the target interior. Sensitivity is

improved because focusing internal to the target reduces the role the target exterior

plays in determining the scattered electromagnetic fields. Information about the

location of the flaw, as will be shown, is obtained by measuring the correlation
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between the received fields and a reference signal corresponding to various source

point locations within the target.

The chapter begins with a brief introduction to time-reversal focusing. A descrip-

tion of how the unshifted electromagnetic scattered fields are processed to obtain a

map of the scattering intensity within the cylinder is then provided. Various exam-

ples are given to demonstrate the validity of this approach. Finally, a discussion on

processing the Doppler component fields is given. The Doppler component results for

the original, uncracked polyethylene cylinder and the cracked polyethylene cylinder

are shown.

8.1 Source Focusing Using Time Reversal

Focusing using time reversal has been in use for some time. Initially, the technique

was developed for ultrasound and biomedical applications [78]. The approach is

robust and can provide source focusing in the presence of inhomogeneity. This type

of focusing works because of reciprocity and invariance of the wave equation to

changing the sign of the time variable. Technically, it is only valid in lossless media;

if the medium is only weakly dispersive over the frequency range of interest, however,

the approach still provides acceptable focusing.

The algorithm used to achieve focusing of the incident field within the target is

briefly presented. Further information can be found in references [78] and [79]. The

setup is shown in Figure 8.1. At the desired focal point, (xi,yi), an incident signal,

u(t), is emitted. This signal propagates through the intervening, possibly complex

media and arrives at the observation points, labeled (xj ,yj). The received signal is

denoted by Fij(t), which is the convolution of the input signal, u, and the transfer

function, hij(t), between the source and receiver locations. The signals are recorded

118



at the observation points and reversed in time. The observation points then become

new source points and send out the time reversed received fields, Fij(−t) = ej(t).

These signals propagate back and reconstruct a time reversed version of the original

pulse, u(−t), at the desired focal point, which was the initial source point. The

quality of reconstruction depends on many factors, such as the wavelength and the

number and separation of observation points.

8.2 Processing the Scattered Field

In the steps outlined above, source points send out the time-reversed received

field, ej(t), resulting in focusing at the focal point. This signal interacts with and

scatters off the target. The received signal at each source point, denoted by rj(t),

is made up of incident signals from neighboring source points, e(t) ∼∑j ej(t), and

scattered field, sj(t), contributions.

A source whose time dependence is the same as the original input signal, u, present

at location i within the target will produce a signal at j, rj, which is correlated with

the reference function corresponding to a source at location i, Fij(t). However, in

this application, there are two distinguishing points which should be made. First, if

the scattered field is a result of an inhomogeneity present at location i within the

target, then the reflected signal will have time dependence which is similar to the

convolution of the transfer function, hij , and the time reversed input signal, u(−t),

since this is the signal which is reconstructed at the focal point. Also, here the signal

of interest is the scattered field which arises due to volumetric scattering within the

target. Considering the relationship between an equivalent volumetric source, Jv,

and an incident field, Ei, given by

Jv = ǫo(ǫr − 1)
∂Ei

∂t
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the received signal,rj(t), and the input signal, u(t), are seen to be related by a

derivative with respect to time. The result of these two points is that the correlation

between received fields, rj(t), and a reference signal given by

(8.1) F d
ij =

∂u(−t)

∂t
∗ hij(t)

is the quantity of interest. A scattering intensity coefficient is defined as follows:

di(t) =

∑N
j=1

∫∞

−∞
rj(t)F

d
ij(t)dt

∑N
j=1

∫∞

−∞
(F d

ij(t))
2dt

(8.2)

where N is the number of observation points where the rj is recorded. The denomi-

nator is simply a normalization factor. Processing in this manner results in a value,

di(t), at each focal point within the target. This value indicates the correlation or

similarity between return signal, rj , and the signal received when a volumetric scat-

tering point source is located at the focal point. If there is a scatterer at the focal

point, the correlation will be high; the scatterer acts as a source, producing the same

received signal at the observation points as the reference signal, F d
ij .

A few points are made to clarify the details of this approach. First, any inho-

mogeneity, such as a crack or void, is assumed to be small enough to have little

effect on the quality of focusing of the incident electromagnetic signal at the focal

point. This implies that the time dependence of the focused incident wave is still

the time-reversed version of the input signal, u(−t). It also means that the scattered

fields due to the abnormality are inherently neglected in processing the volumetric

current; the time derivative relationship used in the correlation assumes that the

dominant contribution to rj is from volumetric scattering at the focal point. Second,

if no scatterer is present the wave will continue to propagate, undisturbed through

the target. In this case, equation (8.2) will produce some points where signals are

more correlated than others but no dominant scattering locations. Comparing cases
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without and with inhomogeneity shows that the correlation maxima with an inho-

mogeneity is many times larger than without. For example, if one cell of the FDTD

mesh within the target is PEC, instead of the background permittivity, the max-

imum correlation is about two orders of magnitude larger than the homogeneous

case. Finally, it is seen that two reference signals, Fij and F d
ij , are required to focus

the incident electromagnetic field and to process the received fields, respectively. In

review, Fij, is the received signal at the observation points when the original input

signal, u, is sent out from each focal point. F d
ij is the received signal when the time

derivative of the time-reversed input signal, ∂u(−t)/∂t is sent out from each focal

point.

8.3 Results Using Focusing of the Unshifted Received Fields

The homogeneous cylinder from Section 6.1 is investigated. For the unperturbed

fields in a cylinder with no crack there is no scatterer present; equation (8.2) produces

no peaks that correspond to strong scattering. As will be seen, even when an abnor-

mality is present, the unperturbed field scattering remains minimal because of the

small size of the abnormality. In order to separate the effect of the inhomogeneity,

the background received signal in the homogeneous case, ro
j (t), may be subtracted

from the received signal in the case with the abnormality or crack, ra
j (t). This effec-

tively isolates the scattered field due to the abnormality alone, sa
j = ra

j − ro
j . Results

with and without background subtraction for the scattering coefficient defined in

equation (8.2) will be shown.

The cylinder radius is 10 cm or 1λo at the FDTD mesh frequency. The cylinder

permittivity is ǫr = 2.25, the cell size, ∆, is λo/50 = 2 mm, and the time step

is, ∆t = 4.6 ps, or 0.98 of the two-dimensional Courant limit. The UPML, which
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terminates the FDTD mesh, is 10 cells thick. Since the incident field is not a plane

wave and it is not necessary to calculate scattered far fields, the TF/SF formulation

is not used. The total FDTD grid is 180 cells square and the simulation is run for

3000 time steps.

Figure 8.1 illustrates the problem geometry used in these results. Dimensions are

indicated in terms of free space wavelength at the FDTD mesh frequency of 3 GHz.

In this setup there are seven observation points. A differentiated Gaussian pulse is

the initial incident signal at the focal points. The equation for the pulse is given by

s(t) = −(n − no)

n2
d

e
− 1

2

(

(n−no)
nd

)2

(8.3)

where n is the time step, no is the time delay to the start of the pulse, and nd is related

to the time duration of the pulse. This signal is an odd function of time, u(−t) =

−u(t), so F d
ij = −∂u/∂t∗hij . The time duration of the pulse is approximately 200 ps

for no = 1500 and nd = 25; the frequency content of the incident signal is limited

to 0.5-5 GHz. The focal point is varied across a 15 × 15 grid of points within the

cylinder, as shown in Figure 8.2. The focal point spacing is 0.08λo = 8 mm.

The result of focusing the incident wave is shown in the series of images in Fig-

ure 8.3; the focal point in this case is chosen to be the origin. At approximately

n = 1820 the input pulse is reconstructed at the focal point. Since there is no scat-

terer present at the focal point the signal continues to propagate through the focal

point and off the FDTD grid.

The scattered field is then recorded at the observation points and post-processed

as described in equation (8.2). Two examples of processing the unshifted fields are

given.
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Figure 8.1: The source focusing problem geometry used in the FDTD simulation.
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1
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Figure 8.2: The 15× 15 grid of focal points used in the FDTD simulation. Spacing between points
is 8 mm, or 0.08λo, at the FDTD mesh frequency of 3 GHz.
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Figure 8.3: Sequence of snapshots of the electric field in the TM FDTD mesh as the incident wave
propagates into the cylinder. The signal is reconstructed at time step n = 1820 at the
desired focal point, which the origin in this case.
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8.3.1 Small Dielectric Inclusion

In the first example, the permittivity of a single FDTD cell within the cylinder

is replaced with a higher value of ǫr = 15, representing a small dielectric inclusion.

The focal point is colocated with the inclusion. Processing the total received signal

without (ro
j ) and with the inclusion (ra

j ) results in Figures 8.4(a) and 8.4(b), respec-

tively, for TM polarization. For reference, Figure 8.5 illustrates the focal point and

inclusion locations. It is seen that, even without subtracting the received signal in

the homogeneous case, the presence of increased scattering at the location of the

inclusion is evident. If the homogeneous received signal is subtracted off, however,

and the scattered field due to the inclusion, sa
j , is processed using equation (8.2) then

the location of the flaw is plainly evident as a region of increased scattering; this may

be seen in Figure 8.6.

8.3.2 Small Void

In the second example a single cell of the FDTD mesh within the cylinder is

replaced with free space, representing a small void. The focal point coincides with

the void location. The results for the scattering intensity coefficient without and with

the void are shown in Figures 8.7(a) and 8.7(b), respectively, for TM polarization.

Subtracting the homogeneous received fields and processing only the scattered field

resulting from the void produces the result shown in Figure 8.8. As expected, at

the location of the void there is less volumetric scattering than without the void. In

this case, the contrast between the abnormality and the background permittivity is

smaller than in the first case. The unperturbed fields cannot distinguish between

both cases without subtraction of the homogeneous received signals.

125



−0.05 0 0.05

−0.05

0

0.05
 

x (m)

 

y 
(m

)

−0.015

−0.01

−0.005

0

0.005

0.01

0.015

(a) di Processing ro
j Without Inclusion

−0.05 0 0.05

−0.05

0

0.05
 

x (m)

 

y 
(m

)

−0.015

−0.01

−0.005

0

0.005

0.01

0.015

(b) di Processing ra
j With Inclusion

Figure 8.4: The scattering intensity coefficient within a homogeneous polyethylene cylinder and a
polyethylene cylinder with one FDTD cell having ǫr = 15.
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Figure 8.5: The focal point and inclusion locations within the cylinder. The plot area in Fig-
ures 8.4(a) and 8.4(b).
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Figure 8.6: The scattering intensity coefficient, di, of equation (8.2) processing only scattered field
contributions, sa

j , the difference between the received signals with and without the
inclusion.
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Figure 8.7: The scattering intensity coefficient within a homogeneous polyethylene cylinder and a
polyethylene cylinder with one FDTD cell having ǫr = 1.
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Figure 8.8: The scattering intensity coefficient, di, of equation (8.2) processing only scattered field
contributions, sa

j , the difference between the received signals with and without the void.

8.4 Processing the Doppler Component Scattered Field

In the examples above it is seen that the unshifted fields cannot distinguish low

contrast abnormalities without subtraction of the homogeneous received fields. It is

also observed that the received signal is a function of both the incident focused signal

and whether or not a scatterer or abnormality is present. The Doppler component

fields differ since they are also a function of the displacement and the divergence

of the displacement within the target. Under acoustic excitation, there is increased

displacement and strain surrounding an abnormality, meaning that the Doppler com-

ponent should have more sensitivity to the presence of the abnormality.

The Doppler component received field is denoted by r̃j . There is no incident

field component in the received signal since it is a product of the Doppler component

sources; therefore, the received field is entirely a result of scattered field contributions,

i.e. r̃j = s̃j . As derived in Section 4.2.2, the volumetric current which produces the
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Doppler component received fields, r̃j , for TM polarization is given by

(8.4) Jz,ǫ̃ = −(ǫd − ǫo)∇ · u∂Eo

∂t

where Eo is the total unshifted field and the dependence on the displacement is

evident. It is assumed that the volumetric scattered field, which itself is related to the

total incident field with a time derivative, is not included in the total unshifted field,

Eo. For TE polarization, as seen in equation (4.6), the relationship is similar except

for an additional term that is proportional to the electric field. Using Maxwell’s

equations, the Doppler component field scattered as a result of this term is also

related to the unshifted field with a time derivative operation. Therefore, processing

the Doppler component for TE polarization is identical to TM.

As in the case of the unshifted fields, a scatterer or abnormality at location i will

produce received fields, r̃j , which are correlated with the reference signal F d
ij . The

scattering intensity coefficient for the Doppler component fields is defined as

(8.5) d̃i =

∑

j

∫∞

−∞
r̃j(t) × F d

i,jdt

∑

j

∫∞

−∞

(

F d
i,j

)2

dt

which is nearly identical to the unshifted field scattering coefficient.

Two modes of the homogeneous polyethylene cylinder are considered to show the

effect of mode shape on the Doppler scattering coefficient. In both cases, the result

for TM polarization with the focal point located at the origin is shown. The first

mode, shown in Figure 8.9(a), is the (2, 1) mode at fa = 1.84 kHz; the second mode,

shown in Figure 8.9(b), is the (0, 1) mode at fa = 4.82 kHz.

The TM polarized Doppler component scattering coefficient of three cases for

the (2, 1) mode of resonance are shown in Figure 8.10. In Figure 8.10(a), the case

without any crack, is shown again for ease of comparison with the other cases. In

Figure 8.10(b) the focal point coincides with the location of the crack. Increased
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Figure 8.9: The Doppler component scattering intensity coefficient within a homogeneous polyethy-
lene cylinder for two modes. The focal point is located at the origin, or center of the
cylinder.
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scattering, which dominates the scattering coefficient over the plot area, is observed

from the crack location. In Figure 8.10(c) the focal point is offset from the location

of the crack; the shape of the scattering coefficient is not greatly perturbed from the

case without the crack shown in Figure 8.10(a).

In Figure 8.11 the focal point is moved from the origin to (-4 cm, 0 cm). The

same three cases as above are considered for the TM polarized Doppler component.

The case without any crack is shown in Figure 8.11(a). Crack #1, which is now

offset from the focal point, is shown in Figure 8.11(b); the scattering coefficient is

nearly the same as in the case without a crack. Figure 8.11(c), where the crack and

focal point are colocated, shows the increased scattering that is a result of the large

displacements surrounding the crack location.

In this chapter, focusing is used to improve sensitivity to interior flaws and to

provide information about the location of the flaw. The sensitivity of the Doppler

component to the presence of flaws as well as its ability to locate regions of large

strain or displacement are demonstrated. It is unnecessary to subtract the received

Doppler component fields in the homogeneous case in order to distinguish the crack;

this is in contrast to the unshifted field which is unable to detect the presence of low

contrast abnormalities without subtracting the homogeneous received fields. This is

an advantage in practical systems where the homogeneous received fields are generally

unavailable. Suggestions for future work to improve the approach are discussed in

Chapter XI.
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Figure 8.10: Doppler fields scattered from the cylinder in the (2, 1) resonant mode without the
crack, with crack #1, and with crack #3. The focal point is chosen to be at (0 cm,
0 cm).
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Figure 8.11: Doppler fields scattered from the cylinder in the (2, 1) resonant mode without the
crack, with crack #1, and with crack #3. The focal point is chosen to be at (-4.0 cm,
0 cm).
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CHAPTER IX

Systems for Detection

The purpose of this section is to provide an overview of acousto-EM systems

for Doppler component detection. Various parameters and their effect on system

performance are qualitatively discussed. The system must be specially designed to

successfully recover the extremely small Doppler component from the return signal,

extracting it from surrounding clutter and the relatively large, unshifted scattered

electromagnetic field. There are numerous system architectures which could be used

for acousto-EM detection. For example, pulsed acoustic signals could be used to

excite multiple resonant modes simultaneously. This is equivalent to hitting the tar-

get with a delta forcing function and monitoring the impulse response. This type

of acoustic excitation would produce multiple Doppler shifts on the electromagnetic

signal, corresponding to the mode frequencies. In another approach, an electromag-

netic pulse could be used to obtain scattering results over a range of electromagnetic

frequencies. Extracting the Doppler component in these configurations, however,

would require more complex processing than it does in the system described below.

9.1 System Overview

A basic configuration for the acousto-EM system is outlined herein. In this system,

a narrow band acoustic source is used to excite a single acoustic resonant mode of the
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target; a continuous wave (CW) electromagnetic signal then scatters off of the target

and is received. The Doppler shifted component embedded in this signal is extracted

using a detector. By sweeping the acoustic frequency of excitation, various resonant

modes of the object can be excited. This architecture builds on a previous FM-CW

radar design used to recover the Doppler signal scattered from resonant tuning forks

[80]. The system shown in Figu e 9.1 can be broken into three main blocks: the

acoustic source and transducer, the electromagnetic transmitter and receiver front

end, and the Doppler component detector.

E M S i g n a lS o u r c ef e m ~ 2 . 5 G H z

A c o u s t i cS i g n a l S o u r c ef a ~ 1 Ù 1 0 0 k H z A c o u s t i cT r a n s d u c e r B a c k g r o u n dC l u t t e rD o p p l e rC o m p o n e n tD e t e c t o r
e m3 d B L O R FI F a

Figure 9.1: A block diagram of the acoustic and electromagnetic system.

9.1.1 Acoustic Source Parameters

The acoustic source power is the most critical system parameter, in terms of

producing a measurable Doppler component, since both the boundary displacement

and strain within the target are proportional to it. It is noted from the results

in Chapter VI that the Doppler component is quite small. In all of the Ansys

simulations, excluding those employing line source contact excitation, the incident

acoustic pressure wave amplitude is 1 Pa. Pressure amplitudes can easily exceed this

value, however, producing a correspondingly larger Doppler component. Increasing

the pressure amplitude by a factor of 10 results in a 20 dB increase in the first
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Doppler component of the bistatic RCS.

Most data sheets for acoustic sources quote a figure known as sound pressure level,

or SPL. This figure, which specifies the deviation in pressure caused by an acoustic

disturbance from an ambient value, is calculated as follows:

SPL(dB) = 10log10

( p

po

)2

(9.1)

= 20log10

( p

po

)

.

where p is the pressure wave amplitude and po is the designated reference pressure.

In air, po is generally chosen to be 20µPa, which is the threshold for human hearing.

For example, the SPL of a jet engine is approximately 130 dB which corresponds to

p = 200 Pa and the SPL of normal conservation is about 60 dB [81].

The second acoustic source parameter is the frequency of operation, which cor-

responds to the frequency of the desired modes. The frequency range of interest is

target and application specific since these factors primarily determine the resonance

frequencies. There is some level of choice in the system, however, and choosing an

appropriate range can ease some system requirements. As an example, using higher

order modes rather than the lowest order modes is one way to adjust the frequency

range. The acoustic source also should exhibit fine tunability over the desired fre-

quency range since the resonances are usually quite narrowband.

The available acoustic power also depends on the desired frequency of operation of

the acousto-EM system. Two factors contribute to the difficulty in generating high

amplitude air-coupled ultrasonic pressure waves at an appreciable distance from the

source. The first is the large acoustic impedance mismatch between the transducer

material and the surrounding air. This greatly reduces the transfer efficiency, or

the efficiency of converting input electrical energy into mechanical energy, of the
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transducer. The second factor is attenuation. At higher, ultrasound frequencies it

becomes more difficult to create large amplitude pressure waves because of signifi-

cantly higher attenuation in air with increasing frequency [82]. Between 10 kHz-100

kHz the attenuation is approximately 10-100 dB/m [83]. On the other hand, at lower

acoustic frequencies, the phase noise in the electromagnetic radar system, which will

be discussed shortly, becomes an issue as well. In addition, using large acoustic

power at audible frequencies is potentially hazardous if the maximum pressure is not

localized and controlled. A further disadvantage of low acoustic frequency operation

is ambient noise, most of which occurs below 40 kHz [82]. For these reasons, in most

applications it is advisable to operate between 50-500 kHz, if possible.

It is noted that the poor resolution at these relatively low ultrasound frequencies

is not an issue in this application. Unlike in an all-acoustic system, the acoustic

source is not being used for imaging the target; it only serves to provide acoustic

excitation for the target resonant modes. In addition, it is generally desirable to have

wide transducer bandwidth in ultrasound applications to improve range resolution

in pulse-echo measurements and to reduce the pulse time duration which decreases

the minimum distance of operation. There is a tradeoff between acoustic power and

bandwidth, however; as bandwidth increases, the radiated sound pressure amplitude

at a given distance goes down [82]. In this application, wide bandwidth is not required

as the source is only required to provide excitation for the resonant mode. A few

percent bandwidth that includes target resonances would be acceptable.

There are many types of ultrasound transducers which have different principles of

operation. In this application, it is desired to generate high amplitude pressure waves

in air at relatively low ultrasound frequencies, which suggests using electrostatic or

piezoelectric type transducers. These types of transducers have previously been
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investigated for non-contact air-coupled ultrasound applications [82, 83].

Possible candidates for use as acoustic sources in an acousto-EM system are given.

The first source to be described is a piezoelectric ceramic speaker that operates

between 15 kHz and 100 kHz [84]. This speaker is capable of producing an SPL of

90 dB/W/m. At the maximum rated power of 20 W, 1 m away from the speaker,

the sound wave amplitude is p ≈ 13 Pa. Recent advances in air-coupled ultrasonic

transducers have led to the development of high-power units which could also prove

effective for this application. For example, a 25 V input voltage signal to a transducer

described in [85] that operates at 100 kHz is capable of producing approximately

131 dB SPL 1 m away from the transducer. This is equivalent to a pressure wave

amplitude of 68 Pa. The same transducer at 27 cm can produce 142 dB SPL. Pressure

wave amplitudes in this range can increase the Doppler component RCS by nearly

30 dB.

Another option to increase the available acoustic power is to array multiple trans-

ducers and focus the radiated pressure. In [86], an array of electrostatic transducers

is designed for NDE applications at an operational frequency of 80 kHz. The array

consists of 20 transducers arranged in a two-dimensional fashion and curved in the

horizontal plane to focus the radiated pressure waves. At the desired focal point

20 cm from the array the measured SPL is 143 dB, corresponding to a pressure wave

amplitude of about 200 Pa.

In some NDE applications it may be possible to place a transducer directly on

the surface of the target to reduce the acoustic power requirement. This means

of acoustic excitation is simulated in Section 6.2. It is noted that this approach

somewhat detracts from an initial advantage of using the acousto-EM approach,

which is remote, noncontact detection and identification.
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9.1.2 Electromagnetic System Parameters

The electromagnetic components of the acousto-EM system in Figure 9.1 are

responsible for generating and transmitting the electromagnetic signal, receiving the

scattered fields, and extracting the Doppler component from this return signal. This

portion of the system can further be broken down into the antenna, the receiver

front end, and the Doppler component detector. Discussion of the desired antenna

characteristics is reserved until the next chapter.

The electromagnetic transmitter is made up of a local oscillator (LO) and 3 dB

power splitter. The LO frequency is largely determined by the application; fLO =

2.5 GHz and fLO = 3.0 GHz are used in Chapter VI. The LO also must have

extremely low phase noise since this noise will eventually be mixed down along with

the Doppler component. As the Doppler shift, or acoustic frequency of interest,

increases the LO phase noise is reduced and detection becomes easier. Therefore,

the minimum acoustic frequency of interest determines the required LO phase noise

performance. The data sheets for the HP ESG 4000A signal generator specify the

SSB phase noise to be -110 dBc/Hz at 20 kHz offset from fLO = 2 GHz [87]. Higher

performance signal generators are capable of producing as little as -124 dBc/Hz of

phase noise at 10 kHz from a 2 GHz carrier [88].

It is noted that, if the target resonances are going to be on the order of 100 kHz,

as suggested above, the target size, depending on the material, will generally be

smaller unless relatively high order modes are used. The electromagnetic frequency,

in this case, would have to be increase so that the electromagnetic wave can have

appreciable interaction with the target. This would need to be considered in light of

the application; for example, in a GPR or NDE configuration the frequency cannot

be too high or loss in the soil or moist concrete becomes a problem. With some signal
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generators, it also becomes more difficult to maintain low phase noise if the carrier

frequency increases; for the generator in reference [88], if the carrier frequency is in

the range 3-9 GHz, the SSB phase noise degrades to -110 dBc/Hz at 10 kHz offset.

The received electromagnetic signal is amplified and mixed down to baseband

before being sent to the Doppler component detector. The signal levels obtained

in Chapters VI and VII imply that an extremely sensitive detector must be used

to extract the Doppler component. Since the Doppler shift is known a dual-phase

lock-in amplifier may be used as the detector. This type of amplifier is also chosen

for its ability to recognize signals of a particular frequency despite high noise levels.

A block diagram of a basic single-phase lock-in amplifier is shown in Figure 9.2. The

input signal is filtered to remove out of band noise and then mixed with a reference

signal at the desired frequency. In this case, the reference signal is that which drives

the acoustic transducer. The reference is phase shifted and then mixed with the

filtered input. The mixer acts as a phase sensitive detector, producing an output

whose average value is a function of the two input amplitudes and their relative

phase. The output is low-pass filtered to recover the desired signal at DC. In a dual-

phase system the input is also mixed with a reference signal that is shifted by 90◦.

By adding the magnitude of both signals, the dependence on phasing between the

input and reference signals is removed.R e f e r e n c eS i g n a l P h a s eS h i f t e rI n p u tS i g n a l
P S D

Figure 9.2: Block diagram of a basic lock-in amplifier.

A commercially available digital lock-in amplifier (SRS SR-850) operates from
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0.001 Hz to 100 kHz, covering a portion of the acoustic frequency range of interest

in this application [89]. This amplifier has 100 dB of dynamic reserve, meaning that

it is capable of handling noise up to 100 dB higher than the desired signal before

saturation occurs.

This chapter reviews basic requirements for an acousto-EM system. Further de-

tails depend on the application. Once a desired application is chosen, this information

can be used as a guide in system development.
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CHAPTER X

Antennas for Detection

This chapter focuses on antennas for electromagnetic detection in an acousto-EM

system. Desirable features for the receiver include wide bandwidth, small size, and

high efficiency. In an effort to maximize bandwidth volumetric sources, specifically

dielectric resonator antennas (DRA), are used [90]. Three designs are have been com-

pleted. Two of the three will be covered in detail in this chapter. Details regarding

the third design may be found in the Appendix.

The antenna designs presented in this chapter were initially intended for other

applications instead of as part of an acousto-EM system. As a result, the designs

may not be directly applicable to such systems. However, the basic principles used in

their design can be applied to antennas designed for use in an acousto-EM system.

For example, the design could be scaled to yield an antenna which operates at a

frequency appropriate to a specific application. Or, the concepts used to increase

the antenna bandwidth of these designs could be adapted to other types of antennas

more suited to the desired acousto-EM application.

The first design achieves wider bandwidth by merging two resonant structures.

The second design builds on this approach, adding addition resonances from para-

sitic elements, and it incorporates the bandwidth enhancing capabilities of magneto-
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dielectric materials. The third design is an array of DRA’s, which is especially

relevant to the electromagnetic focusing described in Chapter VII.

10.1 Double-resonant DRA design

Antenna miniaturization is becoming increasingly important especially in wireless

and low frequency applications. The demand for wireless technology has increased

dramatically in the past decade. Antennas which are small, efficient, and integrable

into mobile devices must be developed. Alternatively, as the frequency of operation is

lowered, miniaturization techniques must be employed to keep antenna size practical.

There are two primary techniques to achieve antenna miniaturization. The first is

using novel topology to reduce the overall area consumed by the radiating structure.

The second is using materials with permittivity, permeability, or both, greater than

one; since wavelengths inside such materials are reduced, the characteristic size of the

antenna decreases. This study uses the latter technique to achieve antenna minia-

turization by employing a dielectric resonator as a superstrate for the slot antenna

as shown in Figure 10.1. This increases the effective permittivity seen by the slot

and lowers its resonant frequency. Truncating the dielectric superstrate yields a res-

onant structure called a dielectric resonator antenna. Dielectric resonator antennas

are experiencing increased use in antenna applications due to favorable properties

including low cost, inherently wide bandwidth, small size, and high efficiency due

to the absence of conductors and surface wave losses. They are simple to integrate

into existing fabrication technology and have a flexible design process with numerous

design parameters, such as shape, size, aspect ratios, and permittivity. The current

technique improves the bandwidth of these antennas without compromising their

efficiency and other positive characteristics.
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Figure 10.1: Diagram of antenna design. The dielectric resonator is coupled to a microstrip-fed slot
in the ground plane.

It is known that miniaturization directly affects an antenna’s ability to radiate. In

[90] Wheeler constructs the radiation power factor (RPF) to quantify the radiation

properties of electrically small antennas. The value, which is inversely related to Q,

indicates the amount of real power radiated away from the antenna relative to the

amount of reactive power which is stored in the antenna’s near field. Wheeler derives

a formulation of the RPF in terms of the volume of the antenna:

(10.1) PF ∝ Va

Vs

where Va represents the effective antenna volume, which is related to its physical vol-

ume, and Vs the volume of the radian sphere in terms of the free-space operational

wavelength, Vs = 4π
3

(λ/2π)3. Often miniaturized antennas, especially linear or sur-

face radiators, which have small effective volumes exhibit poor radiation capability

and tend to store energy in the near field surrounding them. For a volumetric source,

145



such as the dielectric resonator, the RPF is improved because Va is much larger. The

dielectric resonator can be modeled by an equivalent volumetric current source of

the form

(10.2) Jv = jωǫo(ǫr − 1)E

where ǫr is the relative permittivity of the resonator and E is the electric field in-

side the resonator. The DRA is a good radiator because it fills the radian sphere

surrounding it, making Va ≈ Vs depending on frequency. In the same way, the DRA

improves the radiation power factor of the underlying slot antenna at its radiation

frequency by more effectively filling its radian sphere, i.e. it fills the near field of the

slot antenna, increasing its effective volume and the amount of real power radiated

away from the antenna into the far field.

As the primary goal of this study is to improve bandwidth while maintaining small

size, the relationship between the maximum possible bandwidth of an antenna rel-

ative to its size must be investigated. In 1948 Chu derived fundamental limitations

on achievable bandwidth for a small antenna, or one which fits inside the radian

sphere. His results show that as size is reduced, the maximum possible bandwidth

decreases. If a multi-resonant structure is used these limitations, while qualitatively

relevant, do not directly apply. This is justifiable by noting that in filter design many

high-Q resonators can be used to achieve the desired wide bandwidth of operation.

By applying this technique of merging the slot and DRA resonances bandwidths ap-

proaching and surpassing Chu’s limit may be obtained. It is noted that the DRAs

used in this study have moderate permittivity (ǫr = 12) and do not adhere to the

strict definition of a small antenna over the entire bandwidth. Using a higher per-

mittivity DRA, however, in similar designs would allow the bandwidth to approach

Chu’s limit.
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A miniaturized antenna figure of merit (MAFM) is defined to facilitate compar-

ison between miniaturized antennas’ performance. Comparison between antennas

becomes difficult when size is reduced and other characteristics must be considered.

This is especially true when multiple resonances are used to enhance bandwidth

because Q becomes less well-defined. The MAFM is defined as follows:

(10.3) MAFMdB = 10 log10

(

η · ∆f

fc
· λ

D
) = ηdB +

(∆f

fc
)dB +

( λ

D
)dB

where η is the antenna efficiency relating its gain and directivity at the operational

frequency, ∆f is the −10 dB bandwidth, fc is the center frequency, D is the largest

linear dimension of the antenna, and λ is the freespace wavelength. By simultane-

ously accounting for the efficiency, bandwidth, and miniaturization, the MAFM is a

more comprehensive means of comparison between antennas. A metallic λ/2 dipole

with 5% bandwidth and 99% efficiency, for example, has a MAFM of −0.04 dB -

13 dB + 3 dB = −10.04 dB. A 10 GHz patch antenna fabricated on duroid (ǫr = 2.2)

with 1% bandwidth and 86% efficiency has a MAFM of −15.9 dB. In Section 10.1.3,

the MAFM for the proposed antennas is computed from measured results and is

found to be near 0 dB.

Numerous studies on dielectric resonator antennas have been carried out. It is

interesting to note that previous studies on DRA’s neglect constructive use of the

feed resonance which is inherently present in the system. McAllister, et al., mention

the presence of the probe resonance in [91] but do not address its usefulness in

achieving wide bandwidths. Designing the probe feed to optimize the bandwidth of

the DRA resonance has been noted in [92, 93]; however, the probe’s own resonance

is not used. In this study, a probe feed was initially used to feed the DRA. However,

the probe length was limited by the dielectric size and matching was sometimes

difficult to achieve. In addition, the probe possesses large self-reactance at high
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frequencies and is a source of ohmic loss [94]. A slot feed was adopted to simplify

fabrication and improve matching to a 50Ω microstrip line. Low cross-polarization

levels are also maintained by using a slot feed because both the slot and the DRA

radiate as horizontal magnetic dipoles. Many other studies use a non-resonant slot to

feed the dielectric resonator [95, 96, 97, 98]. As discussed, since multiple resonance

systems are not subject to typical bandwidth limitations that afflict electrically small

antennas, Chu’s lower bound on Q is not a limiting factor on the bandwidth of the

proposed structures.

The technique of merging the resonance of the feed mechanism with that of the

radiating structure has been employed with other types of antennas, specifically

aperture-fed microstrip patch antennas [99]. The benefits of DRA’s over existing mi-

crostrip antennas which include wider bandwidth, higher efficiency, and more feeding

options, encourage the extension of this principle to DRA’s. Wideband DRA’s have

also been under development for some time; a review of many current designs may

be found in [100]. Often resonator geometry is altered to maximize bandwidth.

For example, [96, 93, 101, 92] study the impedance and radiation characteristics

of triangular, conical, tetrahedral, and split cylindrical resonator geometries; 50%

impedance-bandwidth using split cylindrical resonators has been reported. Notched

rectangular DR structures have also been used to obtain impedance-bandwidths up

to 28% [102] and multi-segment DRAs (MSDRA), in which layers of high permit-

tivity dielectric are placed beneath the DRA to improve matching to the microstrip

feed, offer bandwidths up to 20% [103]. These are more complex designs, however,

and are more difficult to fabricate than the current method. It is noted that the pro-

posed technique also has non-negligible back radiation making these designs more

appropriate in applications which require a high front-to-back ratio.
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Refinements in the design are carried out using the finite-difference time-domain

method (FDTD). The effects of varying design parameters are investigated in a

parametric study, the results of which are given in Section 10.1.2. Knowledge from

this analysis is used to merge the two resonances in further design simulations. Two

designs with bandwidths exceeding 25% are built; previous designs based on a single

resonance and of comparable structural complexity exhibit much smaller bandwidths.

In Section 10.1.1 the antenna configuration is presented and the design variables

are reviewed. In Section 10.1.2 a detailed parametric study is summarized and ob-

served trends are given to aid in the design procedure. Finally, in Section 10.1.3

measurements of fabricated designs are given and compared with simulation results.

10.1.1 Concept and Design

The DRA and slot are both resonant structures. Together they yield a double

resonant structure with low cross-polarization levels and identical radiation patterns.

With proper design, the two resonances can be merged to acheive wide bandwidth.

The design process is initiated with a choice of the desired frequency of operation.

The corresponding size of resonator can be approximated using various methods

some of which are evaluated in [104, 105]. In this study the conventional dielec-

tric waveguide model (CDWM) is used. The resonant frequency of the slot can be

approximated using the length of the slot and the permittivity of the dielectric res-

onator. In general, the relative frequencies of the resonances are particular to the

design. In this study the lower resonance is associated with the feed mechanism

while the upper resonance results from the resonator itself.

The DR is coupled to a microstrip-fed slot in the ground plane, as shown in Fig-

ure 10.1. To a first order approximation the DRA and slot resonance may be designed

independently of each other. However, in reality the resonances are coupled and even
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minor parameter variations affect loading and matching at both resonances. There

are many parameters which can be varied to achieve matching and wide bandwidth;

these include, among others, slot dimension, relative position of the slot and the

DRA, and microstrip parameters. In this section, the design variations employed

in the study are evaluated from a theoretical point of view. The effect of slot po-

sition and size on resonance location and matching will first be discussed; then the

DRA parameters will be evaluated. A more detailed review of the observed effects

of varying single parameters in simulation is given in the next section.

The size and position of the slot are varied in order to improve matching and

control resonance frequency. The slot resonance occurs at approximately λg/2, where

λg = λo/
√

µeffǫeff is the wavelength inside the dielectric material. The slot sees an

effective permittivity

(10.4) ǫeff =
Htotal

h/ǫdra + t/ǫss

[103], where Htotal is the total height of the antenna structure, h is the height of the

DRA with permittivity ǫdra, and t is the thickness of the substrate of permittivity ǫss.

Other design parameters affect the slot resonance frequency as well but to a lesser

degree. The width of the slot is kept small relative to the wavelengths of operation;

therefore, the electric field is primarily in the ŷ direction. The slot can be modeled

by a magnetic current source, M = −ẑ × Eaŷ, where Eaŷ is the electric field in the

slot induced by currents on the ground plane. In this case a magnetic current source

lies along the x̂ direction along the bottom of the DRA.

It has been shown that the slot and antenna appear as a series load along a

transmission line which is terminated in an open circuit at the end of the microstrip

[58]. Matching is achieved when the input reactance is completely compensated for

and the input impedance has only a resistive component. The reactive portion of the
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Figure 10.2: The length of the microstrip is varied. Ls = 2.33 cm, ws = 0.5 cm, and d = 0.33 cm
(a) Lm = 0.67 cm (b) Lm = 0.83 cm (c) Lm = 1 cm

input impedance can be compensated for using the appropriate length of microstrip

line which acts as an open stub tuner. It is observed in Figure 10.2 the microstrip

length plays a minor role in resonance location as well. However, as microstrip length

affects matching this is a difficult parameter with which to control resonances beyond

minor adjustments. Moving the slot in the ŷ direction, which in effect changes the

length of the microstrip but also affects coupling to the DRA, is observed to move

the resonances more effectively as seen in Figure 10.5.

The real part of the input impedance is affected by moving the slot in the x̂

direction, perpendicular to the microstrip. The electric field in the slot, Eaŷ, and

the resulting equivalent magnetic current source, must go to zero at the ends of the

slot due to the boundary condition on tangential components of the electric field.

The current, J, on the ground plane does the reverse, reaching its maximum around

the edges of the slot and going to zero in the middle. The resistance varies as the ratio

of the magnetic current to the physical electric current over the length of the slot;
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therefore, by placing the slot at the correct x̂ location matching to any resistance can

theoretically be realized. Movement along the x̂ direction is not observed to affect

resonance location. In this study the DRA is moved with the slot, and remains

covering the slot where possible.

The approximate expressions for each field component inside the resonator may

be obtained from the electric vector potential and the boundary conditions for the

CDWM. The formulas are here reviewed in brief; additional information may be

found in [95]. With reference to Figure 10.1, and taking the origin at the center of

the DRA, perfect magnetic walls are assumed to lie in the x-z plane at y = −b/2

and at y = b/2, and in the y-z plane at x = −a/2 and x = a/2. Continuity of the

tangential fields is enforced at z = h and, by image theory, at z = −h. The electric

vector potential, F, for the TEz
111 mode is then given by

(10.5) iF = Fz ẑ = Acos(kxx)cos(kyy)sin(kzz)

where A is a constant and the wavenumbers are as follows [106]:

(10.6) kx =
nπ

a
ky =

mπ

b
kz tan (kzh) =

µdra

µo

√

k2
x + k2

y − k2
o

where ko is the free space wavenumber, µdra is the permeability of the DRA, and kx,

ky, kz are the wavenumbers in the x, y, and z directions, respectively. By replacing

µ with ǫ in these equations, analogous expressions for TM modes may be found. The

wavenumbers satisfy the following characteristic equation:

(10.7) k2
x + k2

y + k2
z = µr,draǫr,drak

2
o

where µr,dra and ǫr,dra are the relative permeability and permittivity of the medium

and the remaining variables are the same as above. These equations may be used to

relate size with operational frequency. For example, the fabricated DRA discussed
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in Section 10.1.3 has dimensions a = b = 2.67 cm and h = 1.67 cm resulting in a

resonant frequency of 2.49 GHz, which is within 5% of the measured value.

Assuming matching to the resonator is adequate the resulting magnetic dipole

current source lies along the x̂ direction and excites the TEx
111 mode of the DRA. In

reality, this is a hybrid mode so Ex is small but non-zero.

Consideration should be given to the choice of material permittivity to use in the

DRA; along with operational frequency this parameter determines the antenna size.

High permittivity materials, while allowing smaller antenna size, make it more diffi-

cult to merge resonances as they result in narrower bandwidths. As shown in [95],

the quality factor, Q ∝ ǫ
3/2
r , where ǫr is the relative permittivity of the resonator;

therefore, bandwidth which is inversely related to Q decreases as permittivity in-

creases. The DRA permittivity also determines the effective permittivity seen by

the slot, effecting its resonant frequency and the input impedance as well [98].

As expected, ground plane size significantly affects the results. In Section 10.1.3,

for example, the second fabricated antenna on the 8 cm ground plane was adopted

from the first design on a smaller ground plane. The design parameters of the second

design had to be changed significantly in order to achieve matching and merge the

resonances.

10.1.2 Parametric Study

This section gives the observed simulation results when the parameters discussed

in Section 10.1.1 are systematically varied. Simulations are carried out using the

finite-difference time-domain approach [107]. In reference to Figure 10.1, a and b are

the x and y dimensions of the dielectric resonator, respectively, and gx and gy are

those of the ground plane. The height of the DRA is denoted by h and the thickness

of the substrate by t. The microstrip line has width wm; Lm is the microstrip length
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beyond the slot. Ls is the slot length and ws is the width. The distance from the edge

of the DRA to the edge of the slot on the feed side is d. Throughout this analysis

the DRA is centered over the slot along the x direction.

All of the simulated designs in this section, except where otherwise stated, have

dielectric resonators that are 2.67 cm square in the x-y plane and 1.67 cm tall; a

permittivity of 12 is used with a loss tangent of 5.6 × 10−4. The ground plane

is 5.66 cm square with a substrate thickness of 0.167 cm, ǫr = 2.2, and tan δe =

5.6× 10−4. The microstrip feeding the slot is 0.5 cm wide; its length varies with the

design.

Slot Dimensions

In Figure 10.3, the variation of return loss is shown as the slot length, Ls (see

Figure 10.1), is varied from 3.33 cm to 2 cm while the width, ws, is maintained at

0.5 cm. All other parameters such as resonator size and position are kept constant.

In the first case the slot extends beyond the dielectric for 0.33 cm on each end; in the

last three designs it remains covered by the DRA. The upper resonance mainly stays

fixed at the same frequency while the lower resonance shifts up with decreasing slot

length. Similar results are obtained when the slot width, ws, is varied from 0.33 cm

to 0.67 cm while the length is maintained at 2.33 cm. In agreement with [108], slot

width has a smaller effect on matching than slot length; however, it too affects the

lower resonance. These results provide evidence that the lower frequency resonance

is due to radiation from the coupling slot.

Resonator Dimensions

In Figure 10.4, the dimensions of the DRA are varied; all designs have a 6 cm

square ground plane, dielectric resonator height 1.67 cm, and slot dimensions 2 cm
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Figure 10.3: The length of the slot is varied. ws = 0.5 cm, d = 1 cm,Lm = 0.167 cm (a) Ls =
3.33 cm, 0.33 cm longer on both ends of the DRA (b) Ls = 2.67 cm, the same size
as the DRA (c) Ls = 2.33 cm, 0.167 cm shorter than the DRA at both ends (d)
Ls = 2 cm, 0.33 cm shorter than the DRA at both ends.

by 0.5 cm. The result from a 2.67 cm square DRA is shown in (a). In the structure in

curve (b), a = 3.34 cm and b remains 2.67 cm in y. In that of curve (c), b = 3.34 cm

and a = 2.67 cm. Finally, (d) corresponds to a 3.34 cm square resonator. Figure 10.4

also demonstrates that the TEx
111 mode is excited by the slot which is expected given

the orientation of the slot in the ground plane. Similar results are obtained when

the DRA height, h, is varied while a and b remain 2.67 cm each. From this evidence

it is concluded that the upper resonance is predominantly effected by the dielectric

resonator dimensions.

Microstrip Length

In addition to affecting the reactive portion of the input impedance the length

of the microstrip also influences the relative position of the resonances. Increasing

its length is observed to merge the two resonances while decreasing it tends to sepa-
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Figure 10.4: The x and y dimensions of the DRA are varied. The height, h, remains at 1.67 cm,
Ls = 2 cm, and ws = 0.5 cm. (a) a = b = 2.67 cm (b)a = 3.34 cm, b = 2.67 cm (c)
a = 2.67 cm, b = 3.34 cm (d) a = b = 3.34 cm. The ground plane is 6 cm square.

rate them. Figure 10.2 illustrates the effect of microstrip length on input impedance

and resonance location. As the microstrip length is increased both the input resis-

tance and reactance associated with the first resonance increase resulting in poorer

impedance matching.

Figure 10.5 shows the result if the position of the slot is moved back along the

microstrip, corresponding to changing d in Figure 10.1; this is similar to increasing

the length of the microstrip however the interaction between the DRA and the slot is

affected as well. In simulation moving the slot back along the microstrip effected the

relative resonance positions more than altering the length of the microstrip alone. In

all cases shown the slot remains under the DRA, which is left in its original position.

Note that the resonances could be over-merged, as in the last case in Figure 10.5,

however, separating them leads to larger bandwidths.
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Figure 10.5: The slot, Ls = 2 cm, ws = 0.5 cm, is moved back along the microstrip in the −y
direction. (a) d = 0.5 cm, Lm = 0.67 cm (b) d = 0.42 cm, Lm = 0.75 cm (c)
d = 0.33 cm, Lm = 0.83 cm (d) d = 0.25 cm, Lm = 0.92 cm (e) d = 0.167 cm,
Lm = 1 cm

10.1.3 Measured Results

Two antennas similar to those simulated above are fabricated and measured. In

both cases, the DRA, made from TransTech’s SMAT12, is 2.67 cm square by 1.67 cm

tall and have ǫr = 12 with tan δe < 1.5 × 10−4. The substrate is 1.575 mm thick

Rogers RT5880 (ǫr = 2.2, tan δe = 4-9 × 10−4). The DRA and slot are offset in the

−x direction perpendicular to the microstrip; the slot remains centered in x under

the DRA. The first antenna is on a 5.5 cm square ground plane while the second is on

an 8 cm square. The larger ground plane design was made to improve the radiation

patterns and the front-to-back ratio.

For the antenna with the 5.5 cm square ground plane, the microstrip is 0.5 cm

wide, Lm = 0.33 cm, and d = 0.25 cm. The slot is 2 cm long by 0.5 cm wide.

The simulated and measured return losses are shown in Figure 10.6. The measured

10 dB bandwidth is 24.7%. The lack of agreement between the return losses of the
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Figure 10.6: Return loss for the 5.5 cm ground plane design (a) measured (b) simulated

simulated and measured designs may be due to an air gap between the ground plane

and the resonator which is absent in simulations. The effect of such an air gap is

studied extensively in [109, 110, 111]. Also, the simulation parameters and lengths

are limited by the resolution of the FDTD grid. Therefore, they are not always equal

to the physical antenna dimensions.

The radiation patterns in the E and H planes at the DRA resonance are shown in

Figure 10.7. The simulated patterns are shown as well; the bold lines correspond to

the measurements. Since both the slot and the lowest order modes of the DRA radiate

as horizontal magnetic dipoles, low cross-pol levels are maintained. Lower cross-pol

levels are possible using a slot which is centered under the DRA in the ŷ direction; this

would mitigate the excitation of other resonator modes which contribute to cross-pol

levels. The E-plane asymmetry is primarily an effect of the presence of the coaxial

feed on the side of the ground plane. The poor H-plane pattern symmetry and large

back radiation are mostly a result of the small size of the ground plane. The larger,
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8 cm design patterns are much improved. In addition, the possible presence of other

resonator modes due to the offset slot contributes to pattern asymmetries which are

still present in the 8 cm case.

The gain at the lower and upper resonance frequencies is approximately 4.6 dBi

and 2.8 dBi, respectively. Using D = 2.7 cm, the resonator size, the MAFM becomes

1.05 dB at the lower resonance and −0.19 dB at the upper resonance. These values

demonstrate that the design maintains reasonable efficiency while simultaneously

providing enhanced bandwidth and miniaturization.

For the antenna with the 8 cm square ground plane, the microstrip is 0.5 cm

wide, Lm = 0.58 cm, and d = 1.2 mm. The slot dimensions are 2.1 cm by 0.6 cm.

The simulated and measured return losses are shown in Figure 10.8. The measured

10 dB bandwidth is 29%; the simulated 10 dB bandwidth does not correspond to the

merged resonance bandwidth. Disagreement between simulated and measured return

loss is due to the reasons discussed in the 5.5 cm design. However, in this case, the

problem of the air gap between the ground plane and the resonator is exacerbated

due to the larger size of the flexible ground plane.

Measured antenna patterns for the 8 cm design at both resonance frequencies in

the E-plane are shown in Figure 10.9; those of the H-plane are shown in Figure 10.10.

Again, the E-plane pattern asymmetry is, in part, due to the presence of the coaxial

feed to the microstrip. Note the low cross-pol levels. As discussed in [95] and [108],

the backlobe radiation usually present with a slot antenna is reduced by the DRA

which radiates more effectively above the ground plane. This can be seen in the

slot resonance frequency measurements which show less back radiation than would

a regular slot antenna without the DRA.

The gain at the lower and upper resonant frequencies is approximately 4.6 dBi
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Figure 10.7: E-plane and H-plane antenna patterns for the 5.5 cm ground plane design at the DRA
resonance of f = 2.5 GHz. Measurements are shown in bold and simulations in regular
line weight.

160



1.5 2 2.5 3 3.5

x 10
9

−30

−25

−20

−15

−10

−5

0

Frequency 

R
et

ur
n 

Lo
ss

 (
dB

)

(a)
(b)

Figure 10.8: Return loss for the 8 cm ground plane design (a) simulated (b) measured

and 4 dBi, respectively. Again using D = 2.7 cm, the MAFM values are 0.41 dB and

−0.44 dB at the lower and upper resonance frequencies, respectively.

10.1.4 Summary

In this design, it is shown that two resonances inherent to all DRA designs with

resonant feed structures can be controlled for bandwidth optimization. A new, com-

prehensive figure of merit, or MAFM, is defined to allow comparison between var-

ious miniaturized antennas. Values obtained for the present antennas demonstrate

that they provide enhanced bandwidth and miniaturization without degradation in

gain. In addition, the similarity of the slot and DRA radiation characteristics allows

preservation of the radiation patterns and polarization over the entire bandwidth.

The design process is reviewed and the effects of varying design parameters are sum-

marized. Two antennas exhibiting over 25% bandwidth and gain exceeding 4 dBi

are built and characterized.

Further increases in bandwidth may be obtained by incorporating the MSDRA
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Figure 10.9: E-plane antenna patterns for the 8 cm ground plane design (a) f = 2.17 GHz (b)
f = 2.57 GHz. Measurements are shown in bold and simulations are shown in regular
line weight.
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Figure 10.10: H-plane antenna patterns for the 8 cm ground plane design (a) f = 2.17 GHz (b)
f = 2.57 GHz. Measurements are shown in bold.
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technique referenced earlier and using a layer of higher permittivity dielectric on the

bottom on the DRA, shifting the lower, slot resonance further down in frequency.

The next antenna design also uses the bandwidth enhancing properties of magneto-

dielectric metamaterials with this technique to yield extremely wide bandwidths

[112, 107].

10.2 Magneto-dielectric resonator antenna design

This UHF antenna is designed to meet the stringent requirements for satellite

communications of simultaneous compact size, high bandwidth, high to moderate ef-

ficiency, and circular polarization operation. Percentage bandwidth values in excess

of 50% for an antenna with a maximum dimension of 0.15λ are obtained. The radi-

ating structure is made up of layered magneto-dielectric material with proper design

of permittivity and permeability values forming a magneto-dielectric resonator an-

tenna (MDRA). Noting that miniaturization and wave impedance in the MDRA are,

respectively, proportional to the square-root of the product and ratio of the perme-

ability and permittivity, moderate values of permittivity and permeability are used

to enhance the bandwidth while achieving considerable miniaturization. The previ-

ous approach used to increase the bandwidth of a DRA is extended in this design,

where a resonant feed and many parasitic elements are integrated into the MDRA

structure. Square symmetry of the MDRA is used to obtain circular polarization

operation. A prototype small UHF antenna operating over 240MHz-420MHz with a

linear dimension smaller than 0.15λ at the lowest frequency is fabricated and tested.

This design in described in detail in the Appendix.
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10.3 DRA Array Design

10.3.1 Design Background and Motivation

The primary purpose of this research is to demonstrate the application of ce-

ramic stereolithographic (CSLA) processing to the fabrication of dielectric antenna

arrays. Recent research efforts have developed stereolithographic prototyping meth-

ods that achieve a dense, entirely ceramic end product. CSLA is a fully 3D ad-

ditive layer-by-layer fabrication process that constructs parts from a photoreactive

ceramic/monomer suspension. Since many ceramics exhibit low loss characteristics

through millimeter-wave (MMW) frequencies and above, CSLA has enabled a range

of solutions for MMW applications. It is an ideal process for monolithic construc-

tion of MMW subsystems composed of all-dielectric resonators, filters, waveguides,

and antennas. Recently CSLA has successfully been employed to fabricate the first

ceramic Luneberg lens [113]. The variable dielectric profile of the Luneberg lens is

realized by controlling the ceramic volume fraction through minor alterations to an

isotropic periodic lattice. The initial design, as presented in the following, is not im-

mediately useful in the focusing approach outlined previously at the end of Chapter

VII. However, this design demonstrates how CSLA could be used to fabricate an

array specifically designed for that application.

Antenna arrays are good candidates for stereolithographic fabrication because of

the increase in both difficulty and cost of individual element placement and bonding

with increasing frequency. For example, automotive radar systems operating around

75 GHz are often implemented using printed circuit technology with patch antennas

as radiating elements. Although patch arrays are both low-cost and low profile,

they are undesirable at high frequencies due to their low radiation efficiency. The

present approach combines the advantages of the monolithic structure resulting from
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stereolithographic processing and the high radiation efficiency of ceramic DRAs.

Such arrays can be fed by an elaborate dielectric waveguide corporate feed or by a

traditional microstrip feed network.

The array elements shown in this work are rectangular dielectric resonator an-

tennas (RDRA). The basic array is a four-by-four element configuration. A larger,

eight-by-eight design is made using the four-by-four arrays as building blocks. For

the sake of simplicity, a microstrip corporate feed network is used to uniformly excite

the array. In the following, a review of the design process for the antenna elements

and the feed network is provided. Return loss and pattern measurement results are

also given.

10.3.2 Ceramic Stereolithography

In CSLA processing a photoreactive ceramic suspension in monomer is cured

using a UV laser over a prescribed area. This step is repeated layer-by-layer while

the part is gradually submerged, creating a three-dimensional “green” part, which

has a high volume fraction of ceramic. The remaining polymer is then removed

through a binder-burnout at 350◦-450◦ C and sintering at 1600◦ C [114]. The result

is a pure ceramic structure.

The ceramic material used in the fabrication process for the array is 99.8% alumina

(Al2O3). Alumina has a loss tangent on the order of 10−4 and a permittivity of 9.7

through Ka-band. While the effective dielectric constant of the resonators may be

altered by latent porosity or delamination errors, the biggest constraint on the DRAs

is the warpage introduced by the binder-burnout process.
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10.3.3 DRA Array Elements

DRAs’ high efficiency and low profile make them attractive candidates for appli-

cations at microwave and millimeter-wave frequencies. In this case, RDRA’s are also

chosen as the antenna elements because they are able to provide fractional band-

widths on the order of 10% for materials with moderate relative permittivity values

(ǫr ∼ 10 or lower) [115]. This allows greater design flexibility and improved opera-

tional bandwidth for the array. Using the dielectric waveguide model [116] and the

ceramic permittivity, the elements’ resonant frequency is predicted to be between 19

and 20 GHz for resonators that are 3.6 mm square by 1.8 mm tall.

The element spacing is 0.8λ at an operating frequency of 20 GHz. A mono-

lithic four by four array structure is obtained by using thin ceramic support beams

between adjacent RDRA elements. Two support beams with cross-sectional dimen-

sions of 0.7 mm square are located on each side of the RDRA, connecting it to its

nearest neighbors. It is assumed that the supports have minimal effect on the radi-

ation pattern and input impedance of the elements; simulation results confirm this

assumption. Figure 10.11 is a photograph of the CSLA fabricated four-by-four array;

one cell is also shown in detail with the dimensions of the RDRA, coupling aperture,

and supports.

10.3.4 Microstrip Corporate Feed Network

Uniform element excitation is achieved using a corporate feed network and aper-

ture coupling between the printed circuit and ceramic dielectric structure. Although

the corporate feed suffers from low efficiency caused by long path lengths and reflec-

tions at the T-junctions, it is chosen in this study for its simplicity.

One quarter of the eight-by-eight feed network is shown in Figure 10.12; the design
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Figure 10.11: Monolithic four-by-four array of RDRA’s fabricated using CSLA. One cell of the
array is shown in detail with the dimensions of the RDRA, supports, and coupling
aperture.
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Figure 10.12: Four-by-four microstrip feed network with dogbone-shaped coupling apertures. The
design is replicated to feed the eight-by-eight array.

is replicated to feed the sixty-four RDRA elements. A 50Ω line is used at the input

while 100Ω line feeds each element. To achieve uniform phase distribution, the lower

element of each pair of RDRA’s is fed using an extra microstrip line length of 180◦.

The microstrip design is fabricated on 20mil Roger’s RT5880/Duroid (ǫr = 2.2,

tan δe = 0.0009).

The coupling apertures, which are dogbone-shaped, are centered under the RDRA’s.

As reported in [117] the dogbone shape increases coupling by allowing a more uniform

field distribution than a rectangular aperture. In addition, this geometry reduces

back-radiation. The dimensions of the coupling apertures are shown in Figure 10.11.

10.3.5 Simulation Notes

The four-by-four microstrip feed network is simulated using Agilent Advanced

Design System (ADS). The simulation provides a means of checking uniformity in

feeding amplitude and phase across the array. A single antenna element with a

microstrip feed and ground plane is then modeled in Ansoft High Frequency Structure
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Figure 10.13: The eight by eight array in the measurement fixture. Copper tape (not shown) is
used around the border of the frame to ensure electrical contact with the ground
plane.

Simulator (HFSS). The aperture geometry and open-circuit microstrip stub length

necessary to obtain a sufficient input match are determined. The four by four array

is then simulated in HFSS by importing the feed network from ADS and including

the remaining antenna components. The entire eight-by-eight configuration is not

simulated because of the required computational effort.

10.3.6 Assembly

An aluminum fixture has been built in order to facilitate pattern measurement,

keep the substrate flat, and simplify the coaxial to microstrip transition at the input.

The arrays are attached by the supports to the ground plane of the substrate. The

substrate is held in the measurement fixture with screws. Silver epoxy is also used

around the frame to ensure electrical contact with the ground plane. Simulation and

measurements indicate that the frame has a tendency to increase the sidelobe level.

Figure 10.13 is a photograph of the eight by eight array in the measurement fixture.

A small air gap between the ceramic array and the ground plane is a potential

problem that is not included in simulation. The gap is caused by the combination of
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substrate warping and lack of flatness on the bottom of the arrays. During assembly,

pressure is applied to establish contact at each element and minimize the air gap,

effectively molding the flexible substrate material to whatever curvature exists on

the bottom of the array. The air gap is estimated to be smaller than 25µm.

To protect the feed and eliminate the possibility of any back-radiation, an alu-

minum plate is screwed onto the back of the aluminum fixture. The plate is ap-

proximately 3 mm away from the microstrip. The return loss does not significantly

change when the plate is in place, indicating that the currents on the microstrip are

not significantly altered by its presence.

10.3.7 Measurement Results

The array return loss was measured using an Agilent 8722ES vector network

analyzer. The loss in the feed network is estimated using time domain measurements.

A return loss measurement is done with the coupling apertures short-circuited, before

the RDRA arrays are glued in place. The results are shown as the dashed curve

in Figure 10.14(a); the corresponding frequency range is 17.5-21 GHz. Using the

magnitude of the reflection from the shorted apertures, along with the magnitude of

the reflection at the input connector, the loss in the feed network is estimated to be

3.2 dB.

The measured return loss with and without time gating for the array is shown

in Figure 10.14(b). In the first curve, corresponding to no time gating, achieving a

wideband match that is better than 10 dB is difficult because of reflections within

the feed network. The nulls occur approximately every 600 MHz, corresponding to

a microstrip length of about 20 cm, or about the total distance between the coaxial

connector and the RDRA’s aperture. The second, bold curve in Figure 10.14(b) is

the return loss after time gating the reflected signal. As indicated by the time domain
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measurement with the antenna loads in place (the solid curve in Figure 10.14(a)), the

time gate surrounds the peak corresponding to reflections from the RDRA’s (1.3-1.8

ns). The match to the RDRA elements is found to be approximately 8 dB after

measuring 6.4 dB of total loss in the round trip from the coaxial connector to the

RDRA feed points. As mentioned, the lack of a perfect match can be attributed to

the existence of very small air gaps, which seem nearly unavoidable over such a large

area.

The radiation patterns of the array in the principal planes are measured in the

anechoic chamber at the University of Michigan. The measured E (y-z) and H (x-y)

plane patterns at 20 GHz are shown in Figure 10.15. The beamwidth is approxi-

mately 9◦. The sidelobe level is −12 dB in the E plane and −10 dB in the H plane.

A cause of higher than expected sidelobes can be attributed to the metallic frame

and residual phase and amplitude errors introduced by the airgaps. It was verified

that once the frame was covered by absorbers the side-lobe levels could be reduced

slightly (1-2 dB).

The observed pattern asymmetry is also a result of the residual errors in feeding

phase and amplitude. The measured gain is 21.3 dBi. For reference, an aperture

antenna of the same size and an aperture efficiency of 81% would have about 26 dB

of gain [106]. The 4.7 dB difference is due to losses in the feed network (3.2 dB)

and inadequate matching at the antenna elements caused by array misalignment and

the air gap. The ceramic RDRA elements contribute negligible loss. To make the

array less susceptible to residual feeding errors and to the effects of air gaps, smaller

element spacing is recommended.
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Figure 10.14: Measurement results for the RDRA array.
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Figure 10.15: E- and H-plane radiation patterns at 20 GHz for the eight-by-eight array in the
measurement fixture. Absorber is placed around the frame periphery in reduce its
effects on the pattern.

10.3.8 Design Summary and Future Efforts

The advantage of the monolithic array structure is evident in the straightforward

extension of a four-by-four configuration into an eight-by-eight array. The measured

results indicate the array behaves in essentially the same way as an array with indi-

vidual elements.

There are simple improvements that could be made to obtain superior perfor-

mance. An inflexible substrate material, such as Rogers TMM3, could be used

instead of Duroid. Initially, achieving adequate flatness on the bottom of the array

was a potential difficulty in fabrication; the flexible Duroid substrate was chosen to

make up for any lack of flatness. However, the fabricated ceramic arrays are suffi-

ciently flat for the frequency of operation. An inflexible substrate would reduce the

need for a measurement fixture and simplify analysis of the radiation patterns. The

array performance could also be improved by using smaller element spacing and an

alternative feed network topology.
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The design is a first step in using CSLA in antenna array applications. Future

work will include developing a ceramic feed network to achieve much higher efficiency

and eliminating the air gap problem.
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CHAPTER XI

Conclusions

A unique formulation of the acousto-EM problem is implemented in the finite-

difference time-domain method. The result is a tool which is capable of predicting

the Doppler component scattered from general two-dimensional objects. This more

general model provides information on system feasibility and is a major step towards

implementing the acousto-electromagnetic method in real-world systems.

A two-step model to simulate acousto-EM scattering from arbitrary two-dimensional

targets has been presented; the model builds on previously developed analytical so-

lutions for acousto-EM scattering from infinite circular cylinders [1, 69]. The total

Doppler component is separated into contributions from the boundary perturbation

and density modulation. The first step of the model is to detect resonant modes

and simulate acoustic scattering from the target at resonance. The resulting target

displacements are used in the FDTD implementation of the acousto-EM model. In

this implementation, which is described in Chapter IV, the standard two-dimensional

FDTD method is modified to include boundary and volumetric currents that pro-

duce the boundary perturbation and density modulation Doppler components, re-

spectively. Unique Doppler signatures obtained for various modes of homogeneous

and layered cylinders are presented in Chapter VI. The bistatic Doppler compo-
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nent is also presented over a range of electromagnetic frequencies in Chapter VII.

Various applications of the acousto-EM approach have been described in Chapter

II. Chapters VII and VIII investigate applications in non-destructive evaluation; in

particular, the ability of the Doppler component to detect the presence of small flaws

in the target interior is demonstrated. A relative sensitivity parameter is introduced

to quantify the improvement in sensitivity using the Doppler component relative

to the unshifted fields. Parameter values routinely indicate factors of ten improve-

ment at certain bistatic angles, depending on the crack orientation. In Chapter VIII,

time-reversal focusing is used to improve sensitivity and locate flaws. Chapter IX de-

scribes systems for detection of the Doppler component. Various practical issues are

described from a system-level design perspective. Finally, Chapter X presents multi-

ple antenna designs for detection systems. The designs were not originally intended

for use in an acousto-EM system; however, various techniques used in their develop-

ment would be useful for an antenna designed specifically for use in an acousto-EM

system.

11.1 Future Work

Experimental verification of the predicted bistatic Doppler component is neces-

sary. A simple system measuring the bistatic Doppler component scattered from

circular cylinders at various modes of resonance would confirm the accuracy of the

model presented in reference [1] and reviewed in Chapter III.

In order to use the acousto-EM approach in practical applications, such as those

outlined in Chapter II, it is also necessary to estimate the minimum detectable

Doppler signal. This is application dependent and requires estimating the amount

of loss in both the acoustic and electromagnetic propagation problems. In landmine
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detection, for example, the amount of acoustic and electromagnetic energy that is

able to propagate to the target is dependent on many factors and will ultimately

determine the detectability of the Doppler component. In addition to propagation

loss, there are various practical issues inherent to the acousto-EM approach because

of its dependence upon acoustic resonances. First, targets which are surrounded

with materials other than air exhibit much lower Q resonances. This implies the

Doppler component scattered from such targets will be smaller. The extent of signal

degradation depends on the application and the surrounding material but some loss

due to this effect is expected in a practical system. Also, nearby objects, which are

also acoustically excited, would produce cluttering signals in the Doppler component.

However, as long as the desired target does not share resonant mode frequencies with

nearby objects, this effect should not be pronounced.

There are also various practical issues and improvements related to focusing, as

presented in Chapter VIII. Two reference signals were required to focus the incident

signal and then to measure correlation, or scattering intensity throughout the tar-

get. In practice, neither signal is readily available and some means of acquiring or

estimating them is necessary. This raises an important question of the sensitivity of

focusing and correlation to errors in the reference signals. For example, if the per-

mittivity of the target is estimated with a certain amount of error, what is the error

that can be expected in focusing and in mapping the scattering intensity? Sensitiv-

ity to incorrectly estimating the target geometry would also be useful in determining

accuracy of the calculated results.

Developing a three-dimensional model is also a logical next step. Three-dimensional

sheet boundary conditions need developed for the boundary perturbation Doppler

component. A similar approach as that used in the two-dimensional derivation in
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reference [21] could be used. The density modulation contribution would be identical

to that used in the two-dimensional model.
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APPENDIX A

Magneto-Dielectric Resonator Antenna

This appendix provides a detailed description of the layered magneto-dielectric res-

onator antenna briefly discussed in Section 10.2.

A.1 Introduction

Satellite communications is the most reliable and secure means of communication

for civilian and military mobile platforms which provide global coverage. Operational

satellite systems often require wide bandwidth or dual band operation. Circular

polarization is also often required to remove the effects of polarization rotation due

to propagation through the ionosphere. GPS systems, for example, which have low

bandwidth requirements use microstrip patch antennas and, in some cases, quadrifilar

helix antennas [118], [119]. In contrast, the civilian satellite system Globalstar is

dual band, using 1.610-1.625 GHz for uplink and 2.4835-2.5 GHz for downlink [120].

Quadrifilar helix antennas are also used in this system [121]. Helical and spiral

antennas inherently are able to produce circular polarization over a wide bandwidth

[106]. However, such traveling wave type antennas must be large in dimension or

comparable to the wavelength at the lowest frequency for proper operation. For

mobile platforms, and specifically for airplanes and UAV’s, this may pose a limitation.

This problem is exacerbated when operating at low UHF band where the wavelength
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is of the order of a meter. The challenges posed by a high bandwidth requirement in

addition to possessing simultaneously compact size, high to moderate efficiency, and

circular polarization have been met with a unique antenna design employing layered

magneto-dielectric materials.

The design begins with a dielectric resonator antenna (DRA) which, being a vol-

umetric source, has inherently wider bandwidth than a linear or surface radiator

[90]. In an effort to reduce the size, the DRA is composed of layers of magneto-

dielectric and dielectric materials, forming the MDRA. Finally, a previously devel-

oped method to improve the bandwidth of a DRA using a double resonant structure

is used [122]. Extending this approach, parasitic elements are also included yielding

a multi-resonant design.

The design attributes are reviewed in Section A.2. The resonance frequency of

the layered MDRA is approximated in Section A.3, the simulation setup is described

in Section A.4, and the fabrication details are given in Section A.5. Finally, mea-

surement results are given in Section A.6.

A.2 Design Development

A.2.1 Volumetric Radiator

As discussed in Section 10.1, the radiation power factor (RPF), developed by

Wheeler, quantifies the ability of electrically small antennas to radiate [90]. The

factor, which is inversely related to antenna Q, indicates the amount of real power

radiated away from the antenna compared to the amount of reactive power stored

in the antenna’s near field. It is proportional to the ratio of effective antenna vol-

ume, which is related to its physical volume, to the volume of the radian sphere

(4π
3

(λ/2π)3). Volumetric sources, such as the MDRA, which more effectively fill

the radian sphere have higher RPF and exhibit improved radiation capability and
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bandwidth. This is in contrast to linear and surface radiators which demonstrate

considerably lower radiation bandwidth.

A.2.2 Magneto-dielectric Materials

New materials are sought for enhanced miniaturization and simultaneously in-

creased bandwidth. Here we present the application of a recently developed magneto-

dielectric in the design of a MDRA. Antenna size is generally determined by the

wavelength in the antenna material:

λd =
λo√
µrǫr

(A.1)

where λo is the freespace wavelength and ǫr and µr are the relative permittivity and

permeability, respectively. In the past, only high permittivity materials were avail-

able to decrease antenna size; however, the use of such materials leads to increased

energy storage in the antenna near field which in turn reduces the antenna band-

width. Incorporating artificial materials with both µr and ǫr greater than unity can

result in the same size antenna without the adverse effects of using high permittivity

materials [112]. The lower contrast in wave impedance inside and outside the struc-

ture results in reduced entrapment of electromagnetic waves. Since energy storage

is reduced, the ability of the structure to radiate power over a wider bandwidth is

improved.

A study is carried out in simulation using the finite-difference time-domain (FDTD)

method in order to investigate the effect of µ and ǫ on bandwidth [107]. Optimal

values which maximize bandwidth for a particular slot-fed MDRA design are found.

The results are given to provide qualitative evidence of the bandwidth improve-

ment when both µ and ǫ are used. In each case, the intrinsic impedance (
√

µ/ǫ)

is varied while the product of µr and ǫr is kept at 25, and the MDRA dimensions,
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Figure A.1: Percent bandwidth versus the log of the MDRA intrinsic impedance. The slot-fed
MDRA of dimensions a × b × h is also shown.

a = 0.2λ × b = 0.2λ × h = 0.13λ, are held constant (see Figure A.1). The degree of

matching varied as the permittivity and permeability were adjusted; modifications

such as changing the slot length and position of the MDRA over the slot were made in

order to achieve a −10 dB match. The fractional bandwidth of the MDRA resonance

is plotted versus the log of the intrinsic impedance of the material (log10

√

µr/ǫr)

in Figure A.1. It is observed that optimal bandwidth for this MDRA configuration

is achieved when
√

µr/ǫr = 1.74, corresponding to µr = 8.62 and ǫr = 2.9. It is

clearly demonstrated that, in general, by using a combination of both µr and ǫr the

bandwidth can significantly be improved. In this case, a factor of improvement as

large as 13 is observed. It is important to note that a high ratio of µ to ǫ may not be

achievable even with a layered structure. In the fabricated design, as will be shown,

√

µr/ǫr ≈ 0.8. If a similar design were attempted with dielectric materials, for the

same resonant frequency and size, a higher permittivity material would be necessary.

Using high permittivity materials alone makes the task of impedance matching and

184



the use of multi-resonant structures more complicated and sometimes impossible.

Simulation results confirm narrower resonances and indicate poor coupling to the

parasitic elements.

It is important to note that obtaining arbitrary ǫ and µ may not be possible phys-

ically. Until recently, low loss, high permeability, ferrite materials that operate over

VHF-UFH bands were not available. Through a collaborative effort, supported by the

DARPA metamaterials program, Trans-Tech, Inc. and the University of Michigan

have developed a new class of these materials. In this design the magneto-dielectric is

an aligned Z-type hexaferrite ceramic. It is composed of barium hexaferrite blended

with cobalt oxide and barium carbonate. The material’s magnetic Q and the real

part of the relative permeability are shown versus frequency in Figure A.2. Over

the frequency range of interest, the magnetic loss tangent (tan δm) is approximately

0.04 but increases at higher frequencies; tan δe is estimated to be five to ten times

smaller than tan δm. The relative permittivity and permeability are approximately

16 and 8.5, respectively. Currently, the manufacturing process limits the hexaferrite

layer thickness. Also, according to results in Figure A.1 a higher ratio of µr to ǫr

than may be achieved with this material alone is desirable. As will be shown, an

increased ratio can be achieved with a layered design of alternating hexaferrite and

regular dielectric layers. Arranging the materials this way also improves the effective

loss tangents.

A.2.3 Multi-resonant Design for Increased Bandwidth

The technique used in [122] is shown to increase the impedance bandwidth of

an antenna by using multiple resonant structures in the design. In particular, it

combines a slot antenna and a DRA to effectively double the available bandwidth.

With proper design it is observed that the resonance of the slot and that of the
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Figure A.2: Magnetic Qm and relative permeability, µ′

r, of the hexaferrite magneto-dielectric versus
frequency.

dielectric structure itself may be merged to achieve 100% bandwidth improvement

over which the antenna polarization and radiation pattern are preserved. Using only

dielectric materials fractional bandwidths on the order of 25% were demonstrated

with moderate miniaturization.

One drawback of using a slot to feed the MDRA is back radiation; the slot dimen-

sions necessary to merge the resonances may be large enough to allow non-negligible

radiation below the ground plane. In cases where isolation from the lower half-space

is needed, a probe feed can be used. The probe feed approach also allows for easier

implementation of a CP design. A minor drawback of using the probe feed is higher

cross-pol levels in the H-plane of the MDRA (the x − z plane in Fig. A.3). Loop

feeds could instead be used to mitigate cross-pol radiation and allow for improved

axial ratios; however, loop feeds are more difficult to fabricate than straight probes.

The concept of merging resonances to augment bandwidth can also be extended

to include additional resonances from parasitic elements. If properly designed the
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Figure A.3: Probe fed DRA with parasitic probe.

parasitic element yields a third resonance at the proper frequency. For example, in

the original design, an additional aperture was added next to the fed aperture. The

two apertures are coupled through the electric field in the MDRA, each producing a

distinct resonance; all three resonances would share the same linear polarization. The

presence of the second aperture, however, exacerbates the problem of back radiation.

Alternatively, a parasitic probe can be added on the other side of the MDRA, as

shown in Figure A.3. In this design a parasitic probe is short circuited to the ground

plane opposite from the fed probe. Additional parasitic probes can be added to

achieve more resonances that would lead to increased bandwidth.

This multi-resonance approach is used to design a circularly polarized antenna. A

square MDRA is ideal for CP implementation because two orthogonal modes can be

excited using two probes along adjacent walls, as shown in Figure A.4. At the MDRA

resonance Ez has a null at the midpoint of the MDRA length in the y direction so the

presence of the second probe should not affect the return loss at this frequency. At

the probe resonance the effect of the second probe may be non-negligible. However,

based on the return loss simulated with and without the second CP probe the effect

is not substantial.
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Figure A.4: Circularly polarized probe fed DRA.

A.3 First-order MDRA Design

A simple procedure is outlined in order to provide a starting point for design.

Effective medium theory is invoked to approximate the resonant frequency of the

MDRA and probe. Since the layer thickness is small compared to the wavelength

inside the MDRA an effective permittivity and permeability may be used to esti-

mate the resonance frequency. Effective parameters are obtained by modeling the

MDRA layers as series capacitors and inductors with values corresponding to their

respective permittivity and permeability. These expressions should only apply to the

z component of the parameters (ǫz, µz) as the transverse components (ǫx,y, µx,y) are

not affected by the layered design. However, the resulting anisotropy is neglected in

this approximation. This is acceptable for the dominant mode because the electric

field is primarily in the ẑ direction, perpendicular to the layers. In the case of equal

thickness, alternating hexaferrite and dielectric layers:

µr,eff ≈ µr1 + µr2

2
≈ 4.75 ǫr,eff ≈ 2

( 1

ǫr1
+

1

ǫr2

)−1

≈ 7(A.2)

where subscripts 1 and 2 refer, respectively, to the hexaferrite (ǫr1 = 16, µr1 =

8.5) and the dielectric (ǫr2 = 4.5, µr2 = 1) materials. Using these approximate

values an effective index of refraction neff =
√

µr,effǫr,eff ≈ 5.8 is achieved. The

resonant frequency may be found using the familiar expressions given in [122] using
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the effective parameters derived above. The fundamental resonant frequency for

the MDRA is chosen to be 264 MHz, slightly above the lower edge of the desired

frequency band of 245 MHz. Solving the equations in [122] yields dimensions of

17.2 cm ×17.2 cm ×7.5 cm.

The first resonance of the feed and parasitic probes occurs at λd/4, where λd is the

wavelength inside the MDRA. A length is selected such that the resonance occurs at

a frequency adjacent to that of the MDRA.

A.4 Simulation Results

The design is simulated using the FDTD method. In order to simplify the sim-

ulation model for the CP designs, the first probe is fed while the other fed probe

is matched with a 50Ω termination as it would be with the coupler. Therefore, the

return loss reference plane is at the base of the fed probe rather than at the input to

the coupler. Since the design is symmetric an identical result is obtained when the

other input probe is fed. Isolation between the two antenna feeds is not investigated

with FDTD simulation.

The return loss for the double resonant CP design, shown in Figure A.4, is given

in Figure A.5. The MDRA resonance is around 265 MHz and the probe resonance is

at 315.4 MHz. The size of the MDRA in this design is that obtained above, 17.2 cm

×17.2 cm ×7.5 cm, and the probe length is 4.3 cm.

The simulations were initiated with wire probes, as shown in Figures A.3 and A.4.

During initial measurements, it was observed that wider probes placed on the MDRA

surface rather than wire probes inside result in better coupling to the MDRA. This

type of probe also allows for easier setup and tuning. The simulated configuration

was then updated to reflect the external probes.
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Figure A.5: The simulated return loss for the design shown in Figure A.4. Two fed, wire probes
are used in this simulation; no parasitic probes are present.

Figure A.6 shows the simulation results for the return loss of the CP design shown

in Figure A.7, which yields the measured results in Section A.6. The resonance near

265 MHz is from the MDRA; additional resonances are from the fed and parasitic

probes. The primary cause for disagreement between simulations and measurements

is uncertainty in the isotropy and homogeneity of the hexaferrite antenna material.

Since these properties have not yet been characterized they cannot be accounted for

in simulation. The variation in the permeability within each hexaferrite tile is as large

as µr = 8.5 ± 0.5; in addition, as seen in Figure A.2, both real and imaginary parts

of µ vary over the band of interest. We use the FDTD method as a first order design

tool. Primarily, it is used to obtain the size of the antenna necessary to operate at

the desired band of frequencies (245 MHz - 310 MHz). Following fabrication, further

tuning was carried out in the lab.
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Figure A.6: The return loss simulated for the final design. Wider probes are used as in the antenna
in the measurement section.

A.5 Fabrication Details

As mentioned, the current fabrication procedure limits the hexaferrite thickness

to roughly 0.5 cm. For this reason and also to improve the effective permeability

to permittivity ratio of the MDRA, a layered design using regular dielectric layers

alternated with hexaferrite layers is used. The dielectric layers used in the fabricated

design are Roger’s TMM4 and have relative permittivity of 4.5 with tan δe < 0.002.

1 The antenna is made of fourteen layers, each of which is 0.54 cm thick and 17.2 cm

square. The hexaferrite layers are made up of smaller, 5 cm ×5 cm tiles that are glued

together and machined to yield a smooth surfaced layer of uniform thickness. The

total antenna height is about 7 cm. The fabricated antenna with feed and parasitic

elements is shown in Figure A.7.

Two configurations using the same MDRA are built: a dual linearly polarized

design and a CP design. The dual linearly polarized design consists of the two feed

1Rogers Corporation, Rogers, CT. http://www.rogers-corp.com
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Figure A.7: Fabricated antenna in measurement setup with feed and parasitic elements.

probes, eight parasitic elements (four for each fed probe), and the MDRA on a 30 cm

square ground plane. This design is the same as that in the FDTD simulations. The

CP design uses a 90◦ hybrid coupler to divide the input power to feed the two probes

via microstrip as shown in Figure A.8. Coaxial feeds could also be used rather than

microstrip. In this design the ground plane is approximately 30 cm by 34 cm. The

probe dimensions and locations used in both designs are given in Table A.1; the

probe designations correspond to those in Figure A.7. The location of the probe

refers to the distance between the left edge of the MDRA and the left edge of the

probe; for example, in Figure A.7 the location of probe lp3 is indicated as d3.

Probe Width (cm) Height (cm) Location (cm)
lF 1.2 6.9 8
lp1 1.2 5.6 1.1
lp2 1.4 7 3
lp3 1.2 7.2 8
lp4 1.4 7 11.5

Table A.1: Probe dimensions and locations for the dual linearly polarized and CP designs.
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Figure A.8: Diagram of feed network using microstrip and a hybrid coupler.

A.6 Measurements

A.6.1 Return Loss and Isolation

The RF characteristics (return loss and port isolation) of the MDRA design shown

in Figure A.7 are measured and reported in this section. The first set of measure-

ments are carried out on the dual linearly polarized design; one port of the antenna

is fed while the other is terminated with a matched load.

The return loss measured from each port is shown in Figure A.9. The measured

impedance bandwidth covers a very wide bandwidth from 240-425 MHz. In order to

ensure the input power is not absorbed in the matched load at the other port the

isolation is measured as well. The result is also shown in Figure A.9. The isolation

has a minimum of about −8 dB around 245 MHz, at the lower end of the operational

bandwidth. This indicates that approximately 15% of the input power is lost in the

matched termination. These results could be improved through further tuning, by
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Figure A.9: The return loss and isolation of the dual linearly polarized design.

compromising bandwidth for higher isolation.

The return loss is also measured with the CP feed network shown in A.8. The

second port of the network analyzer is connected to the isolated port of the coupler

and is used to monitor the power reflected from the antenna ports. The result

is shown in Figure A.10. The return loss is about −10 dB over the entire band;

a minimum of −7.6 dB occurs at 248 MHz. The wideband matching is expected

because power reflected from the antenna feeds goes to the isolated port of the

coupler and shows up in S21. The antenna operates when both S11 and S21 are below

−10 dB; as in the previous measurement, this is above roughly 240 MHz.

A.6.2 Pattern and Gain Measurements

The patterns of the dual linearly polarized design are measured; the CP feed

network is not used in pattern measurements. The E and H plane designations

correspond to the MDRA planes. The E1 and H2 planes coincide as do the E2 and

H1 planes. The cross-pol level in the E plane may be effected by the presence of the
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Figure A.10: Return loss and isolation measured with the CP feed network.

cable during measurement. It is also noted that the anechoic chamber is designed

for frequencies above 400 MHz. Therefore, these results may change with further

measurement in an improved environment. The patterns measured at 246 MHz, 265

MHz, 285 MHz, and 310 MHz. Those at 265 and 285 MHz are shown in Figures A.11

and A.12 with the simulated copol patterns. Patterns at the remaining frequencies

are not shown because of space limitations. The symmetry in the design is evident

in the patterns. The offset of the main beam is likely due to the presence of the

parasitic probes.

The gain of the dual linearly polarized design is also measured. The results are

shown in Table A.2. The size of the ground plane, in this case, is 50 cm square. The

gain at higher frequencies is limited by the magnetic loss of the hexaferrite material

which, as shown in Figure A.2, increases with increasing frequency. Considering the

return loss and isolation between the two ports the expected antenna gain in the

absence of dielectric and magnetic losses is about +2 dBi. This is about 3 − 4 dB
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(a) E plane pattern at f = 265 MHz.
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(b) H plane pattern at f = 265 MHz.

Figure A.11: E and H plane patterns at f = 265 MHz.
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(a) E plane pattern at f = 285 MHz.
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Figure A.12: E and H plane patterns at f = 285 MHz.
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higher than the measured gain values. Improving the magnetic loss can improve the

antenna gain and current efforts are underway to reduce the magnetic loss tangent

to values better than 10−2.

A.7 Conclusions

This design combines three techniques to achieve percentage bandwidth values in

excess of 50% for an antenna with a maximum dimension of 0.15λ. A volumetric

MDRA structure, as opposed to printed planar or wire, is used. The MDRA is

made up of layered magneto-dielectric material with properly designed permittivity

and permeability values. A resonant feed and parasitic elements are integrated into

the MDRA design for enhanced bandwidth. Finally, the square symmetry of the

MDRA is used in a CP design. Measurement results show the impedance percentage

bandwidth is on the order of 58%. The design’s primary limitations are in the cross-

pol caused by the probe feeds and its efficiency. As noted, loop feeds could be used

in a similar design with reduced cross-pol. Development of a lower loss hexaferrite

is currently under consideration to improve the gain.

f G
250 MHz -1 ± 1 dBi
259 MHz -1.7 ± 1 dBi
280 MHz -2 ± 1 dBi
310 MHz -3 ± 1 dBi ∗

Table A.2: Gain measurement results for the dual linearly polarized design on 50 cm ground plane
(∗ 30 cm sq).
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ABSTRACT

Modeling and Applications of Acoustic and Electromagnetic Wave Interaction

by

Amelia Marie Buerkle

Chair: Kamal Sarabandi

Acousto-electromagnetic wave interaction occurs when an electromagnetic wave scat-

ters from an object under seismic or acoustic illumination. The vibration of the object

under acoustic excitation gives rise to a frequency modulated scattered field which

depends on the object and both the electromagnetic and acoustic source parameters.

Previous work in this area has been limited to analytical solutions for homogeneous,

circular cylinders and limited experimental work for specific applications. The ob-

jective of this research is to accurately predict the first Doppler component of the

frequency modulated scattered field for arbitrary two-dimensional objects.

A unique formulation of the problem, which is built on the analytical solution,

is implemented in the finite-difference time-domain method. The result is a tool

which is capable of predicting the Doppler component scattered from general two-

dimensional objects. This more general model provides information on system feasi-

bility and is a major step towards implementing the acousto-electromagnetic method



in real-world systems.

Using the generalized model, the acousto-EM approach is also investigated for

non-destructive evaluation applications. The Doppler component is inherently af-

fected by the presence of interior flaws, which perturb the acoustic mode frequency

and shape. Unique bistatic signatures for the Doppler component, which exhibit

sensitivity to interior abnormalities, are presented. Depending on the flaw orienta-

tion, the target, and the mode of interest, the Doppler component can be orders of

magnitude more sensitive than the unshifted electromagnetic fields scattered from

the stationary target. A relative sensitivity parameter is introduced to quantify the

improved sensitivity of the Doppler component relative to the unshifted fields; pa-

rameter values routinely indicate factors of ten improvement in sensitivity at certain

bistatic angles. In addition, time-reversal focusing is used to locate regions of en-

hanced scattering, such as those surrounding a flaw, within the target. The results

demonstrate that the Doppler component would be useful for detecting the presence

of such abnormalities in a non-destructive evaluation system.
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