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CHAPTER 1

Introduction

One of the primary goals in this dissertation is concerned with the development
of robust hybrid finite element-boundary integral (FE-BI) techniques for modeling
and design of conformal antennas of arbitrary shape. Both the finite element and
integral equation methods will be first overviewed in this chapter with an emphasis
on recently developed hybrid FE-BI methodologies for antennas, microwave and
millimeter wave applications. The structure of the dissertation is then outlined. We
conclude the chapter with discussions of certain fundamental concepts and methods

in electromagnetics, which are important to this study.

1.1 Overview

The development of simulation techniques for conformal antennas typically mounted
on vehicles is a challenging task. By and large. existing analysis and design meth-
ods are restricted to planar and mostly rectangular patch antennas. These tech-
niques have difficulty in being extended to non-rectangular/non-planar configurations
loaded with dielectrics and comprised of intricate shapes to attain larger bandwidth
and gain performance [1-4]. Moreover. practical antenna designs may also require

a sophisticated feeding structure. such as coaxial cable. microstrip line. stripline.
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proximity or aperture coupled circuit network, etc. and integral equation methods
are not easily adaptable tn modeling these structures. especially in the presence
of finitely sized dielectric loadings. Partial differential equation (PDE) techniques
(e.g. finite element and finite difference methods) may also experience difficulties in
modeling unbounded field problems. such as those found in antenna radiation and
scattering. The motivation of this dissertation is therefore based on the need to de-
velop general-purpose analysis techniques which can accurately simulate conformal
antennas of arbitrary shape with diverse feeding schemes. With the rapid growth of
personal cellular GPS and other communication systems. there is an increasing need
for such techniques since even traditional and protruding low frequency antennas
are being re-designed for conformality and to meet requirements for a host of new
applications [3,6]. Besides, most development of computational electromagnetics in
this subject can be applied to medical diagnosis and treatment which have shown a
tremendous research and application potential [7.38].

The complexity of new antennas demands that analysis and design software be de-
veloped based on methodologies that are robust, versatile. and geometrically adapt-
able. Recently it has been demonstrated that the finite element method when cou-
pled with the more traditional integral equation approach becomes quite attractive
for modeling a wide variety of existing and emerging antenna configurations [9]. The
finite element method is indeed ideal for modeling the interior volume of the an-
tenna structure (multi-layer substrate. finite size dielectric loading. stacked element
design. feed network and cavity volume, etc.) and is one of the most celebrated
analysis methods in engineering. On the other hand. the boundary integral offers
the most accurate representation of the fields exterior to the antenna. Thus the com-

bination of the finite element and the boundary integral (FE-BI) methods provides



for the handling of the geometrical complexity without compromising accuracy. This
hybrid methodology appears to be very attractive for conformal antenna modeling.
However, its development and application to more practical and emerging antennas
presents us with many theoretical and numerical challenges. which will be extensively
investigated in the work.

Specifically. mesh termination plays an important role in FEM simulations and.
in many cases. the accuracy is subject to the performance of the domain truncation
scheme. For conformal antenna modeling, a boundary integral (BI) equation has
been employed in this dissertation for terminating the antenna’s radiating surface
and this method is theoretically free of approximation. Thus. a desired accuracy can
be achieved without fundamental limitations. Antenna configurations of arbitrary
shape can be readily tessellated using mesh generation packages in the context of
the FE-BI technique. In modeling the interior region or the feed network. a superior
artificial absorbing material — perfectly matched layer (PML) — has been used to
ensure a minimum impact due to truncation walls. An intensive study of the PML's
performance has been carried out and the optimal selection of PML parameters has
been designed and emploved herewith in shielded structure modeling.

Frequency domain methods provide the necessary information for engineering
design. However, when wideband responses are needed. they can quickly become
expensive compared to time domain techniques. A method. referred to as the asymp-
totic waveform evaluation (AWE). can be used to alleviate this issue. It has already
been successfully used in VLSI and circuit analysis. In the context of the FEM. we
shall investigate the suitability and validity of AWE for simulating MMIC devices.

One of the important issues in antenna analysis is the feed design. Modeling a

feed using the finite element method is indeed a challenging problem. and a sim-



plified probe feed model fails to accurately predict the input impedance. On the
other hand. the numerical system can become ill-conditioned when a feed network
is modeled without careful considerations. In this dissertation various feed models
will be investigated in consideration of accuracy and efficiency. They include current
and voltage gap generators. stripline. microstrip line. coaxial cable. aperture coupled
microstrip. etc. |

In regards to the development and applications of the simulation techniques. the
test and design benchmark models of particular interest are microstrip (rectangular
and circular) patch antennas. dual-stacked patch antenna. ring slot antenna. and
cone antenna. etc. It is noted that some of them are not necessarily planar or
conformal.

Referring to the dissertation structure. we begin with a description of electro-
magnetic fundamentals and then proceed to discuss the boundary conditions. equiv-
alence principle. Dyvadic Green's functions and the related theorems. The finite
element method as applied to time-harmonic electromagnetic fields and waves is
subsequently described and the basic FEM equations are derived from both varia-
tional and Galerkin techniques. The derivation is given in algebraic form allowing
the inclusion of general anisotropy. The emphasis of the discussion is on the gen-
eralization of the variational functional and Galerkin techniques when anisotropic
and lossy materials are present. Chapter 3.4,5 and 6 discuss the development of
edge-based FE-BI techniques with significant efficiency improvement for antennas
and feed network modeling. The emphasis in these chapters is on developing novel
methodologies to minimize the required computing resources.

Chapter 7 is devoted to circuit modeling where specialized truncations suited

for guide wave structures are presented. The perfectly matched laver (PML). an



anisotropic artificial absorber used for mesh truncation, is investigated in terms of
performance and applications.

Wideband system responses prompt us to look at more efficient analysis tools
to replace the current brute force frequency domain analysis approaches. Chapter 8
discusses a preliminary development of the FEM in connection with the AWE.

In the last chapter, we summarize and discuss the anticipated future research
work to extend the capability and applications of the robust FEM development. A

list of suggested topics is included with specific recommendations.

1.2 Fundamentals of Electromagnetic Theory

Since many fundamental concepts and theorems of electromagnetics will be em-
ployed. we will describe the pertinent ones in this section for reference purpose.
This will also ensure consistency in nomenclature and conventions throughout the
dissertation.

The vector wave equation — the only partial differential equation (PDE) con-
sidered in this research — will be first derived from Maxwell equations. Various
boundary conditions will be studied to establish the general mathematical models of
boundary value problems (BVP). The equivalence principle, uniqueness theorem and
the half-space dvadic Green'’s functions are then briefly discussed for EM solutions

in radiation and scattering problems.



1.2.1 Maxwell Equations

Time-harmonic Maxwell equations of differential form in a linear, anisotropic and

uniform medium are given by [10]

VxE = —jui-H—M; (1.1)
VxH = jwi-E+7, (1.2)
V-e-E = p. (1.3)
V-i-H = pn (1.4)

where E and H are the electric and magnetic field intensity, respectively. w is the
radian frequency and the factor e/“* is assumed and suppressed throughout this
dissertation: M; and J; are the impressed magnetic and electric current. respectively.
to serve as possible sources in the medium under consideration; finally p. and pn,
denote the electric and magnetic charge density. Both M; and p,, are fictitious and
non-physical quantities. which facilitate the formulation of physical problems when
the equivalence principle is employed. The material tensors € and [ represent the

permittivity and permeability, respectively. and may be written. in general. as

€11 €12 €3

€= €& = € €21 €22 €23 (1.5)

€31 €32 €33

Hi1 K12 K13
(1.6)

i
I
=
o
R
I

Ho | a1 a2 Ma3

H31 32 #33J

with €y and po being the free space permittivity and permeability.
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The procedure to derive the vector wave equation begins by eliminating one of
the two field quantities from (1.1) and (1.2). To do so. we first take a dot product

of (1.1) with the tensor il and then take the curl on both sides of (1.1) to obtain
Vxa ' -VxE=—jupV xH-VxT,  -M; (1.7)
Substitution of (1.2) into (1.7) yields
v x (ﬁ;‘ LV x E) = «2oees. - E — jupedi — V x (ﬁ‘ -M,—)
or
Vx(ﬁ:l-VxE)—kga-Ez —jwyoJ,--vX(i‘.M.-) (1.8)

where kg = w,/lgé€p is the free space wave number. The dual of (1.8) is given by

—

Vx(E,l-VxH)—kgﬁ,-Hz—jweoM,-+Vx(Zl-J,-) (1.9)

and can be similarly derived starting with (1.2). Equations (1.3) and (1.9) are the

vector wave equations of the desired form.

1.2.2 Boundary Conditions and Boundary Value Problems

Three types of boundary conditions are typically encountered, and in the context
of the finite element method, these boundary conditions must be considered and
carefully treated. In what follows we shall discuss these conditions.

Dirichlet Boundary Condition

Consider two media separated by a surface I' whose unit normal 7 points from

medium 1 to medium 2. The fields on two sides of the interface satisfyv the relation

A x (E; —E,) = -M, (1.10)
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where M, is a fictitious magnetic surface current and E; and E, are the electric field
inside medium 1 and medium 2. respectively. If medium 1 is a perfectly magnetic
conductor (PMC), then E, vanishes and (1.10) becomes 2 x E; = —M,. The surface
magnetic current M, can either be an impressed source (excitation) or may represent
a secondary (induced) current. If medium 1 is a perfectly electric conductor (PEC).
n X E, also vanishes and thus M, = 0 on the PEC surface.

Similarly, for the magnetic field.
nx(H,—H)=J, (1.11)

where J,; denotes an electric surface current. The PEC surface can support electric
currents. given by n x Hy = J,. since H; is zero within the conductor. By duality.
the PMC surface does not support electric currents. i.e. V x Hj.

The relations (1.10) and (1.11) are inhomogeneous Dirichlet boundary conditions.
They become homogeneous when M = 0 and J, = 0, and in those cases they imply
the tangential field continuity across the dielectric interfaces. Often. J, and M; are
introduced as fictitious currents when applying the equivalence principle (except in
special cases where they are specified a priori). The implication of this issue will be
discussed later in the development.

Neumann and Mixed Boundary Condition

In formulating a physical problem using hybrid finite element methods, we usually
work with either E or H field. If, for instance, we chocse E as the working quantity.

then (1.11) must be rewritten as
. =1 (=1 o = —iw 2
A x [(# V><E)2 (p VXE)J jwd, (1.12)

where (fz_l -V x E) [ = 1.2 are evaluated just inside the ith medium approaching

the boundary (from the ith medium). If medium 1 is a PEC. then ¥V x E; = 0. and



(1.12) reduces to a standard Neumann boundary condition, by which a constraint

on the derivative of E at the interface is defined. The dual of (1.12) is given by
- =1 =1 . P
n x [(e -VXH)Z—(C -VXH)I] = —jwM;, (1.13)

and this condition is used when working with the H field. In many applications, the
single field formulation is often desired since the system size may be kept minimum
in this manner. However. it is already seen that the single field formulation implies
use of the second order conditions referred to as ratural conditions. Fortunately. it
is rather straightforward to impose this type of conditions in regard to finite element
simulations.

As for mixed boundary conditions, an example is the resistive surface where the

electric and magnetic fields satisfy the condition

+
=0 (1.14)

@ x n x E+ Ra x [H]

+

with R being the effective resistivity of the surface and [H]| = H* — H™ the field

difference above and below the surface. This is a typical mixed (third type) homo-
geneous boundary condition. Another example of a mixed condition occurs in trans-
mission line problem (e.g. a coax cable. or other guided wave structures). where the

electric and magnetic fields at a cross—section of the line are given by

E = E‘e™ 4+TE¢™ (1.15)
H = H'e ™ —TH'e* (1.16)
and
A x B =-ZH (1.17)
where i = —Z and (E', H') are the incoming fields before encountering a discontinuity

or load along the transmission line. Also. Z is the wave impedance associated with
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the transmission line mode of the guide wave structure. Eliminating [’ from (1.13)

and (1.16) in view of (1.17) vields the relation
AxE—-ZH =2h x E'e™™ (1.18)

which is an example of inhomogeneous mixed (third type) boundary condition. This
becomes apparent when H is expressed in terms of the derivative (curl) of E.! and
therefore the left hand side contains both differentiated and undifferentiated quan-
tities. (In this case. the right hand side is usually considered as a known function.)
The mixed boundary condition (1.18) is found very useful when applying the FEM to
guided wave structures for truncation and excitation simultaneously. It is basically

a form of absorbing boundary condition (ABC).

1.2.3 Uniqueness Theorem and Equivalence Principle

The uniqueness theorem and the equivalence principle will be explicitly or implic-
itly applied to this work when dealing with integral equations to terminate the FEM
mesh and when evaluating the far-field pattern. Together with dyadic Green’s func-
tions, it becomes convenient to apply these concepts to construct integral equations
associated with various geometries in radiation and scattering problems. It is our
intent to discuss the theorem and the principle (without proof) for later applications.

Uniqueness Theorem

Partial differential equations (PDE) can be solved using various approaches and
the corresponding results can also be represented in numerous forms given certain
boundary conditions. Moreover, many (boundary. initial. natural. essential. radi-

ation, etc.) conditions of PDE models can be extracted from the mathematical

ICare must be taken when a curl operation is performed at a boundary discontinuity. It should
be appropriate to evaluate the field derivative at a distance from a discontinuity and then let the
distance tend to zero.
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specifications of well defined physical problems. The question then arises as to how
to relate the solutions and how many conditions are sufficient to achieve the “cor-
rect’ solution. Uniqueness theorems offer the answer to this question. Specifically in
electromagnetics, the EM solutions are uniquely determined by the sources in a given
region plus the tangential components of the electric field on boundaries. or plus the
2

tangential components of the magnetic field on boundaries.

Equivalence Principle

From the uniqueness theorem. an EM problem can be uniquely solved if the
tangential (either the electric or magnetic) field component at the boundary is pre-
scribed. In this work. of interest is an EM problem where a dielectric inhomogeneous
region exists in the presence of a large PEC platform. probably coated with a dielec-
tric slab. The typical geometries are shown in fig. 1.1, where we consider the upper
half space to be the exterior region and the cavity the interior region.

In EM analysis, the fields in the exterior region can be represented in integral
form containing the equivalent current sources. From (1.10) or (1.11) the tangen-
tial electric or magnetic field near the aperture (or the discontinuity region) may be
equivalently expressed in terms of the surface currents M; and/or J;. By ‘equiva-
lence’, we demand the field distribution remain the same when the fictitious surface
currents are used to replace the interior region (cavity volume). It can be shown
through the uniqueness theorem that this substitution indeed ensures an identical
EM field distribution in the exterior region.

When the interior region is excluded from consideration. the current sources in
(1.10) and (1.11) may be arbitrarily chosen leading to an infinite number of choices

for the equivalent currents. However, in our work the field behavior in the interior

2See the proof in reference [10].
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Figure 1.1: (a) Recessed cavity in a PEC ground plane. (b) Recessed cavity in a
dielectrically coated PEC ground plane.
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region is also needed. and most specifically, the coupling of the fields in the inner and
outer cavity regions is desired. It is therefore convenient to select the total tangential

electric or magnetic field to specify the equivalent currents as
M,=Exn and J,=n x H. (1.19)

This choice implies the assumption of zero interior fields when the exterior region
is considered, and zero exterior fields when the interior region is needed. Fig. (1.2)
and (1.3) illustrate the details of applying the principle, where the fictitious currents
affect the region of interest (ROI) only with zero EM fields outside of the ROL. It is
observed that this choice of equivalent currents permits a convenient interior/exterior

system coupling for the “total field formulation™ in hybrid FEM applications.

1.2.4 Integral Equation and Dyadic Green’s Function

The Dyadic Green's functions are particularly convenient for constructing integral
equations in the presence of certain canonical platforms. For a planar structure. the
platform of particular interest is the PEC infinite ground plane in which a cavity is
recessed with dielectric loading or absorption depending on applications.

The choice of the dvadic Green's function varies depending on the FEM formu-
lations. For the electric field formulation. we are seeking an appropriate integral
representation to find the magnetic field in the exterior region using the information
on or near the region of the aperture. To this end. let us start with the structure
containing a possible protrusion as shown in fig. 1.4. where the equivalence princi-
ple has been used on the outer contours of the structures to obtain the equivalent
currents.

Consider the wave equation

V x V x G(r.r') — P oeeG(r.v') = =I8(r — 1) (1.20)
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equivalent currents

(E.H)=(0,0) \

ground plane

Region of Interest (ROI): Exterior
(a)

equivalent currents

T~a (E,H)=(0,0)

cavity

Region of Interest (ROI): Interior
(b)

Figure 1.2: Illustrations of equivalence principle when applied to the structure shown
in fig. 1.1a.
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Region of Interest (ROI): Exterior
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equivalent currents

™~ (E.H)=(0,0)

Region of Interest (ROI): Interior
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cavity

Figure 1.3: Illustrations of equivalence principle when applied to the structure shown
in fig. 1.1b.



(b)

Figure 1.4: Examples of protruding configurations (a) on a planar platform (b) on a

curved platform in consideration of the equivalence principle.

where G is the dyadic Green's function G in association with (1.9) (assuming M; =

0). and I is the idem factor defined as I = Z# + § + 32. Also. note the identity

//[»{P’(VXVX-Q)—(VXVxP)'Q—} dv
*//Sf"[ x Vx Q+(V x P) x Q] d

and upon setting P = H and Q = G, we get
// {H-(VxVxG)—(VxVxH) -G} dV
‘/

—//ﬁ-[HxVxE—\L(VxH)xm ds
s

From (1.9) and (1.20). the left hand side (LHS) of (1.22) reduces to

LHS // V x J - G(r|r') dV
‘f

and the right hand side can be rearranged as

HS = //H nxVxG|+(VxH)- [nx_G—]d
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Equating the LHS and RHS yields

r —
—// V' x J-G(r'|r)dV’
V’

_/ (H-[Ax V' xG]+(V' xH)-[A x G|} dS'  (1.23)
5

where r and r’ have been interchanged without loss of generality. As can be realized.
V" is the volume containing the distributed electric current source and S’ is the
surface enclosing the entire upper half space.

To eliminate the curl on J, we use the dyadic identity.
V-IxG)=(VxJ)-G=T-(VxG)

and the divergence theorem to get

It votume = ~/// J-(V'xG) dV’—// i (T x G) dS' (1.24)
rr SI

where the Sommerfeld radiation condition was invoked to eliminate the integral at
infinity. Therefore. S’ is only over the outer surface of the body.

[t remains to represent the surface integrals in terms of the electric field near the
cavity since this field is typically the computable quantity. This is carried out by

inserting (1.24) into (1.23). vielding

H(r) = //[H V' x G)dV'

—/ (H-(AxV' xG)+ (V' xH=-J)- (A x G)} dS’

= // J- (V' x G)dV’
‘,I

- // {H- (2 x V' x G) + jweE - (7 x G)} dS’ (1.25)
S

where the Maxwell equation (1.2) has been used. It should be remarked that the

above field representation is general. i.e. not restrictive to planar or conformal cases.
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For instance. in the presence of a PEC platform, (1.25) is valid for protruding con-
figurations as shown in fig. 1.4. In these cases, the surface integrations are carried
out over the platform plus the outer contours of the structures.

The field representation (1.25) shall be examined and compared for conformal
and protruding structures. To this end, we rewrite the surface integral as

Intowrfoce = — Vx@) (A xH)dS' + LV x (V' xG)T - (A x E) } dS"
fi

WHo

= VX// {H-(fzxE)dS'—L(ﬁxE)-(V'xﬁ)}ds’ (1.26)

wio
where T denotes a transpose operation of the dyadic and the integral in the last
step is proportional to the electric field. If G(r|r’) is the electric dyadic Green's
function of the first kind defined as 2 x G = 0. the first term in the integrand
of (1.26) vanishes on the platform, provided S’ is coincident with the platform. For
dielectric protrusion, this term reduces to the integration only over the outer contour
not conformal to the platform. An alternative is to define an electric dvadic Green's
function which satisfies the condition 7 x (V' x G)T = 0. As can be seen. this
definition of the Green’s function equivalently leads to the same vanishing term in
(1.26). G is referred to as the dyadic Green's function of first kind. The equivalence
of both definitions can be proved from the symmetry properties of the dvadic Green's
functions [11].

For a planar PEC platform, G reduces to
G(r|r') = Go(r|r’) — Go(r|r}) + 222Go(r|r}) (1.27)

where G is the free space Green’s function given by

e=ikolr=T"]

Go(r|r') =

47|r — r/|
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and
ral ’ T ]‘ 4 !/
Go(r|r') = (I-{- FVV) Go(r|r")
0
Inserting (1.26) and (1.27) into (1.25), we obtain
H(r) = H™(r)+H*(r) + 2jky;,/ Go(rlr') - (A x E)dS"  (1.28)
SI

This is the desired form of the magnetic field representation used to establish the

boundary integral equation for a planar platform.



CHAPTER I1

Finite Element Analysis in Electromagnetics

The finite element method (FEM) has been applied to electromagnetics (EM)
since several decades ago [12]. Especially in the late eighties and early nineties.
it is observed that the publication volume associated with the FEM in electrical
engineering grew in a fairly rapid pace [13]. This is primarily because electromag-
netic problems in engineering designs become increasingly complex and analytical
approaches or other numerical techniques no longer meet practical needs. With its
numerous attractive features over other numerical techniques. the FEM has been
extensively investigated and exploited for various EM applications [13].

This chapter is organized as follows. Section 1 and 2 describe the theoretical
formulations to construct the FEM equations. These are usually considered the
indispensable fundamentals of the technique, even though some interesting issues
associated with these basics are still in development stage, especially in terms of nu-
merical implemeﬁtation. Of interest in this context is the discussion of the variational
functional and Galerkin's techniques when applied to general anisotropic and lossy
electromagnetic problems. This topic is one of the least studied and documented
in the literature related to computational electromagnetics. Anisotropic materials

have been used for domain truncations (refer to Chapter 7) and therefore the general
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