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Abstract 

A polarimetric radiometer is a radiometer with the capability to measure the 

correlation information between vertically and horizontally polarized electric fields. To 

better understand and calibrate this type of radiometer, several research efforts have been 

undertaken. 

1) All microwave radiometer measurements of brightness temperature (7B) 

include an additive noise component. The variance and correlation statistics of the 

additive noise component of fully polarimetric radiometer measurements are derived 

from theoretical considerations and the resulting relationships are verified 

experimentally. It is found that the noise can be correlated among polarimetric channels 

and that the correlation statistics can vary as a function of the polarization state of the 

scene under observation. 

2) A polarimetric radiometer calibration algorithm has been developed which 

makes use of the Correlated Noise Calibration Standard (CNCS) to aid in the 

characterization of microwave polarimetric radiometers and to characterize the non-ideal 

characteristics of the CNCS itself simultaneously. CNCS has been developed by the 

Space Physics Research Laboratory of the University of Michigan (SPRL). The 

calibration algorithm has been verified using the DetMit L-band radiometer. The 

xiii 



precision of the calibration is estimated by Monte Carlo simulations. A CNCS forward 

model has been developed to describe the non-ideal characteristics of the CNCS. 

Impedance-mismatches between the CNCS and radiometer under test are also considered 

in the calibration. 

3) The calibration technique is demonstrated by applying it to the Engineering 

Model (EM) of the NASA Aquarius radiometer. CNCS is used to calibrate the Aquarius 

radiometer - specifically to retrieve its channel phase imbalance and the thermal emission 

characteristics of transmission line between its antenna and receiver. The impact of errors 

in calibration of the radiometer channel phase imbalance on Sea Surface Salinity (SSS) 

retrievals by Aquarius is also analyzed. 

4) The CNCS has also been used to calibrate the Breadboard Model (BM) of the 

L-band NASA Juno radiometer. In order to cover the broad TB dynamic range of the 

Juno radiometer, a special linearization process has been developed for the CNCS. The 

method combines multiple Arbitrary Waveform Generator gaussian noise signals with 

different values of variance to construct the necessary range of TB levels. The resulting 

CNCS output signal can simulate the expected TB profile for Juno while in orbit around 

Jupiter, in particular simulating the strong synchrotron emission signal. 

xiv 



Chapter 1 

Introduction 

1.1 Microwave Remote Sensing Overview 

Remote sensing is the science and technology of acquiring information about a 

target (the earth surface, atmosphere, etc.) of interest without physical or intimate contact 

with it. This is done by using a sensor to gather reflected or emitted energy/radiation and 

processing, analyzing, and applying that information to an object that is otherwise 

inaccessible. It can provide important coverage, mapping and classification of the targets 

in a fast and cost-efficient manner. 

Remote sensing can be subdivided into 2 basic types—active and passive— 

depending on if the sensor carries the energy source for illumination. The active remote 

sensing sensor emits radiation which is directed toward the target to be investigated, and 

detects the radiation scattered from the target. It has the ability to take measurements 

anytime, but a fairly large amount of energy is required to sufficiently illuminate targets. 

This is its main disadvantage especially for space-borne sensors. The passive remote 

sensing sensor, on the other hand, doesn't use an illumination source and measures 

energy that is naturally available. The energy is either emitted from or reflected by the 

target to be investigated, but the amount of energy must be large enough to be detected. 
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As a matter of convention, remote sensing can also be subdivided into 

visible/optical remote sensing, infrared remote sensing, microwave remote sensing, etc. 

by the spectrum of the energy that the sensor receives. The visible/optical region of the 

spectrum ranges from blue light with a wavelength of about 0.4 um to red light with a 

wavelength of about 0.75 um. Due to its very short wavelength, the spatial resolution of a 

visible/optical remote sensing sensor can be very high. One of its limitations is that even 

though visible radiation is able to propagate through a clean (cloudless, no dust, etc.) and 

dry atmosphere with very little attenuation, it will be significantly attenuated if the 

atmosphere is not clean and dry. A unique property of visible radiation is that it can 

penetrate water more deeply than infrared and microwave radiation. Due to these 

properties, visible/optical remote sensing focuses on missions such as air quality, clouds, 

aerosols, water vapor, marine ecology, etc. 

In contrast to visible/optical radiation, infrared radiation can't be detected directly 

by the human eye, but is able to be detected photographically or electronically. The 

infrared regions of the spectrum of interest for remote sensing are the near-infrared 

region, with wavelength from about 0.75 um to about 1.5 um, and the thermal-infrared 

region, with wavelength from 3 |a,m to about 100 um. Radiation in the near-infrared 

region for remote sensing purposes is very similar to radiation in the visible portion. 

However, radiation in the thermal-infrared region is quite different. It is emitted from the 

target in the form of heat. Due to this mechanism, thermal remote sensing can distinguish 

between different targets if their temperatures are different. 

In contrast to the above two types of remote sensing, microwave remote sensing is 

of more recent interest. It uses reflected or emitted energy in the microwave region, 
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which ranges from about one millimeter to a few tens of centimeters, to identify, measure 

and analyze the characteristics of the target of interest in almost all weather conditions. 

For example, low frequency microwaves can penetrate clouds, which cover the earth 

-70% of the time [1]. They can also penetrate rain to some extent, rain as well [2]. 

Microwave radiation is also independent of the sun as a source of illumination. In 

addition, lower frequency microwaves are able to penetrate significantly into the ground 

and vegetation [3]. Furthermore, microwave remote sensing can provide unique 

information such as wind speed and direction above the sea surface which is extracted 

from sea surface radiation, polarization, backscattering etc [4, 5]. These are advantages 

that are not possible with visible and/or infrared remote sensing. 

All types of remote sensing systems include four basic components to extract 

information about the target of interest from a distance. These components are the energy 

source, the target, the transmission path and the sensor. For a passive microwave remote 

sensing system, which this work focuses on, the energy source is the target itself. Useful 

information is obtained from the radiation that is emitted by the target and received by 

the radiometer. 

1.2 Electromagnetic Wave Radiation 

1.2.1 Blackbody Radiation 

Any object emits radiation at all possible frequency if its physical temperature is 

above zero Kelvin. For any given frequency, there is an upper bound on the intensity of 

radiation. The upper bound is reached only when the object is a blackbody, which is 

defined as a perfect radiation absorber, in which case it is also a perfect emitter according 
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Kirchhoff s law [3]. The upper bound on the radiated intensity is given by Planck's law 

as [6] 

Bbbj -—7—Z (l"i.l) 

c2 
( ¥ ^ 

ekTphy _ j 

V 

where Bbbj'- radiation intensity of ablackbody, Wm^sr^Hz"1 

/ : frequency, Hz 

h : Planck's constant, 6.626 x 10"34 J 

c : speed of light, 3 x 108 m-s"' 

k : Boltzmann's constant, 1.381 x 10"23 JK"1 

Tphy : physical temperature of the blackbody, Kelvin. 

In the microwave region, the wavelength is sufficiently long that hf /kT h « 1, 

in which case the Planck expression can be simplified to 

„ _ 2f kTphy 2kTphy , n i , 
B^-~P~-~F~ (L2-2) 

where X is wavelength. This is known as the Rayleigh-Jeans law or Rayleigh-Jeans 

approximation [3]. For a blackbody at a physical temperature of 300 K, the difference 

between the radiation intensity derived from Planck's expression and that from the 

Rayleigh-Jeans approximation is less than 1% provided the frequency is less than 117 

GHz [3]. 

1.2.2 Gray body Emissivity 

A blackbody is an idealized body which corresponds to the theoretical maximum 

possible radiation intensity from any real object. Real objects, which are usually referred 
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to as gray bodies, are not a blackbody and so have less radiation than a blackbody would 

at the same physical temperature. In addition, unlike a blackbody which radiates 

uniformly in all directions, their radiation in general depends on direction. The ratio of 

the radiation of a real object to that of a blackbody with the same physical temperature as 

the real object is defined as its emissivity e(9, <f>): 

ef(8,</>)= f" (1.2.3) 
Bbb.f 

where 6 and ^ determine the angle of propagation of the radiation from the object. 

The brightness temperature of an object is defined as 

TBtf(e,fi) = £f(e,0)-Tphy (1.2.4) 

The brightness temperature and emissivity are frequency dependent. For 

sufficiently narrow bandwidth radiation, the emissivity and brightness temperature can be 

regarded as constant over the bandwidth, so that the subscript/can be ignored. 

Since the radiation from a real object is always less that or equal to that from a 

blackbody with equal physical temperature, the emissivity is never greater than 1. Thus, 

the brightness temperature TB(6, (/)) of a object is always less than or equal to its physical 

temperature Tphy. 

The brightness temperature, TB, associated with a propagating electromagnetic 

wave is related to its electric field strength, E(t), by 

r.=^H') < 1 2 - 5 ) 

where T|: intrinsic impedance of the electromagnetic wave, in ohms; 

A,: wavelength of the electromagnetic wave, in m; 
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B: bandwidth of the electromagnetic wave, in Hz 

<•>: denote 'statistical expectation or time average'. 

1.2.3 Polarization 

Polarization is a property of a transverse electromagnetic wave which describes 

the shape and locus of the tip of the electric field vector E (in the plane perpendicular to 

the wave's direction of travel) at a fixed point in space as a function of time. A transverse 

plane wave traveling in the r direction can be decomposed into 6- and ^-components (or 

a vertically polarized component, v, and a horizontally polarized component, h) in the 

spherical coordinate system described by Figure 1.1 and can be written as 

E{r) = \$Ev + hEh)r
lk<r (1.2.6) 

where Ev and Eh are defined as 

Ev=Ev0e
Jtp" (1.2.7a) 

Eh = Eh0e
J* (1.2.7b) 

Assuming <p = q>v-<ph, Equation (1.2.6) can be written as 

E(r) = (vE^* + hEm]ej«»e-ik'r (1.2.8) 

and 

E{r,t) = Re{(vEv0^ + hE^e^e**) ^ ^ 

= vEv0 cos(cot -krr + <ph + <p) + hEh0 cos(ax -krr + (ph) 
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Figure 1.1 The electric field E in the spherical coordinate system and the rectangular 

coordinate system. Eg and E$ are its 6- and ^-components in the spherical coordinate 

system respectively. The unit vectors f, 6 and 0 are perpendicular to each other and 

they satisfy the relation r = 0 x ^ 

The general expression reduces to several special cases of interest. 

Case I: Ev0 = 0 (or Em = 0) 

This is known as a linearly polarized wave and its electric field vector 

moves along the &• or <p- axis. It is referred to as a vertically or horizontally 

polarized wave. 

Case II: Ev0 = Eh0 and q> = 0° (or 180°) 

E(z) = (v + h)Evv (1.2.10a) 

or 

E(Z) = (- v + hJEv0e
Jne-JKr (1.2.10b) 

This is also a linearly polarized wave, but its electric field vector moves at 

45 degrees with respect to the <9-axis. It is referred to as a +45° or -45° slant 

linearly polarized wave. 
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Case III: Ev0=Eh0 and <p = 90° (or-90°) 

E(z) = (jv + h)Ev0e^e )k,r (1.2.11a) 

or 

E(z) = (-jv + h)Ev0e
j^e-jk'r (1.2.11b) 

In this case the trace of the electric field vector is a circle and the wave is 

defined to be right- or left-hand circularly polarized. 

E(r,t) = Re|v£v0e;* + hEm]e^e-ik'rei<u} 

= vEv0 cos(ax - krr + <ph + (p)+ hEh0 COS{QX -krr + (ph) 
(1.2.12) 

Any polarization state can be decomposed into its vertically and horizontally 

polarized components, so it is convenient to consider each of the components 

independently. 

When a wave propagates from one medium to another with different dielectric 

properties, a part of it gets reflected by the boundary and another part gets transmitted 

across the boundary into the other medium, as described by Figure 1.2 and Figure 1.3. The 

reflectivity for vertically and horizontally polarized waves is given by [7] 

I I 2 

772cos0, -77, cos02\ r* = 

r,.= 

772 cos 0, + 77, cos 0: 

rfx cos 0, - 772 cos 92 

rjl cos 6y + r]1 cos d2 

(1.2.13a) 

(1.2.13b) 

where 77̂  = yjjux I £x : the intrinsic impedance of medium x = 1 or 2; 

6f. the angle of incidence; 

&2- the angle of transmission; 
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Figure 1.2 Reflection and transmission of horizontally polarized waves at a plane 
boundary 

0 H ' 
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>*» ». x 
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Figure 1.3 Reflection and transmission of vertically polarized waves at a plane 
boundary 

The angle of incidence, 0j, and the angle of transmission, 02, satisfy Snell's law 

[8], or 

kx sin 0{ = k2 sin 02 (1.2.14) 



where kx = co^fj.x£x is the spatial frequency of medium x = 1 or 2. 

1 

0.9 

3 7 

. 3 = 

95 

04 

0 i • 

02 

0 '• 
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H-pol 

Difference 

Reflectivity versus Angle of Incidence 

30 40 50 60 

Angle of Incidence ( ° ) 

70 80 

Figure 1.4 Reflectivity of the sea surface with er = 70.8 - J62.3 

The reflectivity of the two linearly polarized waves is in general different. Figure 

1.4 shows their reflectivity versus the angle of incidence (or radiation angle) for sea water 

with dielectric constant er = 70.8 - J62.3. This dielectric constant is obtained by using the 

Stogryn ocean dielectric model [9] with frequency = 1.413 GHz, sea surface temperature 

= 20°C and sea surface salinity = 32.54 psu. A specular surface [3] is assumed. It can be 

observed that the reflectivity of the vertically polarized signal increases as the angle of 

incidence increases up to 80°; whereas the reflectivity of the horizontally polarized signal 

has the opposite tendency. The difference between the reflectivity of the vertically and 

horizontally polarized signals increases as the angle of incidence increases up to 80°. This 

clearly shows that the reflectivity is polarization dependent. 
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Figure 1.5 Geometry of incident and scattered radiation 

The reflectivity at a boundary is closely related to the emissivity of a medium. A 

rough surface can be characterized by the bistatic scattering cross-section per unit area 

c°. Peake developed an expression for the polarized emissivity of a surface observed 

from the direction {0o, </b) shown in Figure 1.5 in terms of a° [10]: 

1 
Air rr»c H J 4;rcos# 

+ (T°(do,fo0s,4>s;po,ps)]Kls 

(1.2.15) 

where {do, ^b): the direction from which the wave is incident upon the surface; 

{6S, fa)'- the direction in which the wave is scattered; 

ps ovp0: v or h denote vertical or horizontal polarization. 

In Equation (1.2.15), <j°{0Q,0O;0S,(ps; p0, ps) relates the magnitude of the power 

scattered in the direction (0S, </>s) with polarization ps to the power incident upon the 

surface from the direction {0o, (po) with polarization p0. If ps and p0 are the same, o° is 

called the vertically or horizontally polarized scattering coefficient, respectively, and if 
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they are different, it is known as the cross-polarized scattering coefficient. For a specular 

surface, the cross-polarized scattering coefficient is zero, while the like-polarized 

scattering coefficient is nonzero only in the specular direction. In this case, the emissivity 

of the specular surface is given by 

e(0,p) = l-r(0,p) (1.2.16) 

where p (=v, h) stands for its polarization state. For this reason, the emissivity is also 

polarization dependent. 

1.2.4 Stokes parameters 

In general, a polarized wave has an elliptical polarization state that is commonly 

described with the Poincare sphere in terms of its total intensity, ellipticity and orientation 

angle [8]. To facilitate the discussion of the polarization state of an electromagnetic wave, 

the Stokes parameters —a set of 4 values (/, Q, U, V)— were introduced as a 

mathematically convenient alternative by Sir George Stokes [11]. These four parameters 

are related to the horizontally and vertically polarized components of electric field by 

"/" 

Q 

u 
V 

_ 1 

n 

*vi>(fcr 
£..|2Wl£j2 

2Rc(EX) 
21m{EX) 

(1.2.17) 

where Ev: the vertically polarized component of electric field 

Eh- the horizontally polarized component of electric field 

The units of the Stokes parameters are W/m2. The first Stokes parameter (/) gives 

the total radiation power density, and the second Stokes parameter ( Q ) represents the 

power density difference between the two linearly polarized components. The third and 
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fourth Stokes parameters (U and V) describe the correlation between these two 

components. 

For microwave remote sensing, modified Stokes parameters are often used. Under 

the Rayleigh-Jeans approximation, the modified Stokes parameters in brightness 

temperature are given by [12] 

V 

T 

T 
i 3 

\T*) 

f 

A2 

kT]B 

V 

2RQ(EX) 

2lm(EvEl) 

(1.2.18) 

where Tv, 7/,, T3 and T4 are, respectively, the vertically and horizontally polarized and the 

third and fourth Stokes parameters. 

It is convenient and useful to describe the radiation of an object, for example 

radiation from a windy ocean surface, using the modified Stokes parameters. The ocean 

surface emissivity (or brightness temperature) is not only polarization dependent, but also 

wind speed and direction dependent. Increasing wind speed will increase the foam 

coverage on the sea surface, thus substantially increasing the sea surface emissivity [13, 

14]. Previous ocean surface emission models and experiments have determined that the 

vertical and horizontal ocean surface emissivity is an even function of the relative wind 

direction while the 3rd and 4th Stokes emissivity is an odd function of the relative wind 

direction [15-18]. The 3rd Stokes parameter from the ocean surface can be as high as 2 

Kelvin at 10.7 GHz, as measured by the WindSat spaceborne radiometer [5]. 
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1.3 Electromagnetic Wave Propagation through the Atmosphere 

The earth's atmosphere is composed of about 78% nitrogen, 21% oxygen, 1% 

argon, traces of other gases and a variable amount of water vapor. Among these 

components, oxygen and water vapor play the most important role in microwave remote 

sensing. The density of oxygen decreases almost exactly exponentially with increasing 

height. In contrast, water vapor density variations with height tend to be much more 

irregular and are strongly dependent on time of day, season, geographic location and 

atmospheric activity. 

When an electromagnetic wave propagates through the earth atmosphere, it is 

absorbed and scattered by the atmosphere. At the same time, the atmosphere emits energy 

which will become part of the energy received by a remote sensing sensor. The degree of 

absorption and emission by the atmosphere depends on multiple factors including 

frequency, geographic location, etc. 

Another effect of the atmosphere on a propagating EM wave is that it will change 

the polarization state of the EM wave when it propagates through the ionosphere. The 

ionosphere is the uppermost part of the atmosphere, beginning at about 80 kilometers, as 

shown in Figure 1.6. The ionosphere is full of charged particles. Under the effect of the 

earth magnetic field, propagating linearly polarized field components are rotated by an 

angle Q due to Faraday rotation [19] 

Q = 1.355xl04/"27V/( f iocos«sec/ir) (1.3.1) 

where Q. is in degrees 

/: EM wave frequency, GHz; 

N/. ionospheric total electron content (TEC) in TEC units, or 1016 electrons/m2; 
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Bo: earth magnetic field, Tesla; 

a: angle between the magnetic field and wave propagation direction; 

%: angle between the wave propagation direction and the vertical to the surface. 

The Layers of Earth's Atmosphere 
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Figure 1.6 The layers of the earth's atmosphere [20] 

Without considering the attenuation and emission of the ionosphere, the resulting 

Stokes parameters will become [19] 

( T ' \ 

T 
T 
T' 

T -AT 

T +AT 
1 h T L^1 B 

(Tv - Th )sin 2Q + T3 cos 2Q 
(1.3.2) 

where 

15 



T 
ATB=(Tv-Th)sin2Q.—^sin2Q (1.3.3) 

1.4 Real Aperture Radiometer 

A radiometer is a device used to measure the radiant power of electromagnetic 

radiation. For a microwave radiometer, it usually consist of an antenna and a receiver, as 

shown schematically below 
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& Amplifier 
Square Law 

Detector 
• " 

Low Pass 
Filter 

X 

Figure 1.7 Radiometer block diagram 

An antenna may be defined as a transducer between a guided wave propagating in 

a transmission line and an electromagnetic wave propagating in an unbounded medium 

(usually free space), or vice verse [7]. A microwave radiometer antenna receives 

electromagnetic energy in the microwave range radiated by the object under observation, 

and then sends it to the receiver. The strength of the signal at the receiver input port is 

very weak and is typically at or below the level of the receiver thermal noise. To detect 

the strength of the received signal, high gain amplification is required after the bandpass 

filter which is used to select the desired observation signal band. A square-law detector is 

followed to extract the strength of the signal and a low-pass filter is used to filter out the 

high frequency components. The bandwidth of the low-pass filter determines the 

integration time of the measurement. The DC component of the output from the low pass 

filter is proportional to the antenna brightness according to 
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v0 = g{rA+TR) 

=*te+(1-^+7,} (1A1) 

where g: Gain of the receiver 

T'A: antenna temperature at antenna termination; 

TA\ antenna radiometric temperature; 

£ antenna radiation efficiency; 

TA.phy' physical temperature of the antenna; 

TR: receiver equivalent noise temperature. 

With a well-calibrated radiometer, the strength of the signal received by the 

radiometer antenna can be determined and the antenna radiometric temperature can be 

recovered from the raw measurement according to 

T = Vo ^ ~ ^ A - P h y + TR (142) 
& € 

For this kind of radiometer, the precision of the measurement is given by [21] 

T T' +T 
AT = .^L: = ±A±AJL (1.4.3) 

where T'A: antenna temperature; 

Tsys: equivalent system noise temperature of the receiver; 

B: receiver bandwidth; 

t: integration time of the radiometer. 

The square-law detector and low pass filter in Figure 1.7 can be replaced with a 

digital self-correlation (sample, square and accumulate) operation. The sampling can be 

made at the RF band directly [22-24], or at the IF band with an additional mixer and local 

oscillator in the receiver. 
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Early microwave radiometers were usually total power designs used to detect the 

radiation power, such as the SMMR radiometer [25] which was the first modern earth 

science microwave radiometer in space. It measured dual-polarized microwave radiation 

from the earth's atmosphere and surface at 5 frequency bands. At each frequency band, 

the 2 polarized channels are used to measure the emission strength at v- and h-

polarization individually. The receivers estimate the variance of the signal by performing 

a time average of the square of the signal. The two resulting components of TB are 

designated Tv and Th for vertical and horizontal polarization, respectively. This kind of 

radiometer is usually called a dual-polarimetric radiometer and consists of 2 total power 

radiometers. 

Beyond the total power radiometer which just measures the received signal 

strength, there are 3 kinds of correlation radiometers: auto-correlation, interferometric 

and polarimetric. An auto-correlation radiometer measures the correlation between a 

signal and a time delayed version of itself, or autocorrelation. The autocorrelation 

function of a given signal s(t) is defined as 

R(T)= fs(t)s*(t-T)dt (1.4.4) 

where * denotes the complex conjugate and % is time separation. 

The Fourier Transform of the autocorrelation function is the power spectrum, so 

an auto-correlation radiometer can measure brightness temperature spectrum within the 

receiving bandwidth [26]. A total power radiometer can be regarded as the special case of 

an auto-correlation radiometer with time separation t=0. Both the interferometric and 

polarimetric radiometers are cross-correlation radiometers which measure the correlation 

between signals in 2 different channels. Their receivers have the same structure, while 
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their antennas are different. For an interferometric radiometer, two spatially separated but 

otherwise identical antennas are used to receive signals with the same polarization. On 

the other hand, a polarimetric radiometer can detect signals with different polarizations 

(vertical, horizontal, ±45° slant linear, and circular polarization) with only one antenna in 

general. But it could have multiple antennas, such as WindSat which has 3 antennas/feeds 

at each of the frequency bands 10.7, 18.7 and 37 GHz [27]: one antenna to receive v- and 

/j-polarization signals; one antenna to receive the ±45° slant linear polarization signals; 

and the third antenna to receive the left- and right-hand polarization signals. 

A fully polarimetric radiometer measures the strength and polarization state of 

thermally radiated electric fields, as described by the modified Stokes parameters. The 

third and fourth Stokes parameters characterize the correlation between the vertically and 

horizontally polarized electric field components, and can be used to retrieve other 

geophysical quantities than a conventional dual-polarimetric radiometer can, such as 

ocean wind direction [18] and Faraday rotation [19]. 

With only one antenna present, there are two common types of fully polarimetric 

radiometers which have been used to measure all four Stokes parameters, based on either 

coherent or incoherent detection [28]. A coherent detection radiometer measures the 

complex covariance of the vertical and horizontal polarization components of the signal 

directly [29]. The covariance can be measured by an analog complex-multiplier or by 

digitizing the vertical and horizontal polarization components of the signal and then 

multiplying and averaging (i.e. correlating) them in a digital signal processor if digital-

correlation technology is used. The resulting components of TB are designated 7> and T4 

for the real and imaginary components of correlation, respectively. In comparison to a 
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coherent detection radiometer, an incoherent detection radiometer measures the variance 

of certain polarimetric components of the signal — most often the ± 45° slant linear and 

left and right hand circular polarizations — in addition to the vertical and horizontal 

polarizations. The additional components of TB are designated TP, TM, TL and TR for +45° 

and -45° slant linear and left and right hand circular polarization, respectively. The 

variance, and hence the TB, of each component can be estimated using the same squaring 

and time averaging signal processing steps as are used in the non-polarimetric case. The 

additional polarization components of the thermal emission signal can be generated in a 

number of ways. The most common approach uses hybrid combiners which add together 

the vertically and horizontally polarized components with relative phase differences of 0°, 

±90°, and 180° [16, 30, 31]. 

If the vertically and horizontally polarized components of the electric field 

radiated by thermal emission are designated as Ev and Eh, respectively, then the 

polarimetric components of TB can be expressed as 

Tv=c(\Ey\
2) and Th=c(\Eh\

2) (1.4.5a) 

Tp=c^^wL]^)and TM=c^ElwLf) (1A5b) 

TL=C(\^BL\^ and TR=ct^^B-\^ (1.4.5c) 

T3 = 2cRe{(| EX l)} and T4 = 2clm{(| EvE*h l)} d-4.5d) 

where 7>, TM, TL and TR correspond to +45° and -45° slant linear and left and right hand 

circular polarization, respectively. Relationships between the various components follow 

from Equation (1.4.5) as [28, 29] 
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2 M 2 
Tp=-^—± 2. a nd TM=^—^ 3- (1.4.6a) 

T Tv+Th+T4 ^ r Tv+Th T4 ( 1 4 6 b ) 

T3 = TP -TM or T3 = 2TP -Tv-Th or T3 = Tv +Th -2TM (1.4.6c) 

T4=TL-TR or T4=2TL-Tv-Th or T4=TV+Th-2TR (1.4.6d) 

Here, a spherical coordinate system is assumed. If a rectangular coordinate system 

is used, the expression for T4 will be different [28]. See Appendix 1 for a detailed 

derivation. 

Equations (1.4.6c) and (1.4.6d) together represent the algorithms by which the 3r 

and 4th Stokes parameters are typically derived with an incoherent detection fully 

polarimetric radiometer. Note that, in each case, there are three options to choose from. 

The second and third options require one less receiver to implement than the first one and 

so would seem to be the more cost effective approaches. However, in practice the first 

option is used almost exclusively because it is much better able to reject common mode 

calibration biases that are present in the incoherent detection channels. The other two 

options might be used as backup approaches in case of a radiometer hardware failure. 

The performance of the three options is evaluated and compared below. 

The TB of the signal received by a microwave radiometer is usually lower than 

323 Kelvin because most microwave radiometers are for observing the earth and the 

physical temperature of the earth and atmosphere is lower than 50°C. The microwave 

radiometer is designed to be linear over its dynamic range, with a low boundary of 2.7 

Kelvin usually. For planetary remote sensing, the input brightness temperature might be 

as high as 20,000 Kelvin. In this case, the linearity of the radiometer becomes an 
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important issue if the received signal is to be accurately measured over its full dynamic 

range. 

1.5 Error in the Measurement 

A microwave radiometer measurement of brightness temperature is an estimate of 

the variance of a random thermal emission signal collected by the radiometer antenna. 

During propagation, the emission signal is contaminated by other sources including the 

radiometer itself. The uncertainty of these non-target sources will cause measurement 

error. 

To meet the accuracy requirements of most remote sensing experiments, a 

thorough understanding of the measurement error sources is required, and the effects 

caused by them need to be studied. For the Aquarius space-borne SSS mission, the error 

sources in general include measurement sensitivity, sea surface roughness and 

temperature, earth atmosphere attenuation and emission, Faraday rotation, solar and 

galactic radiation, non-ideal radiometer antenna, non-linearity of the radiometer receiver, 

and receiver gain variation. Some of the error sources, such as the radiometer antenna and 

receiver, are stable and their effects can be calibrated out. Some error sources are 

inherent, such as the measurement sensitivity. Most of the error sources are variable 

functions of time. 

1) Measurement Sensitivity 

The sensitivity of TB to SSS is a function of frequency, polarization and incident 

angle. Higher sensitivity will result in higher precision for a given level of measurement 

noise. In general, vertically polarized TB is more sensitive to SSS than horizontally 
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polarized TB, and sensitivity increases with increasing incidence angle from 0° to 60° for 

vertical polarization while it decreases for horizontal polarization. The ocean surface 

emissivity using the Klein-Swift dielectric constant model (KS model) [32] vs. both SSS 

and incidence angle for each polarization is shown in Figure 1.8. 
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Figure 1.8 Ocean surface emissivity for v- & /i-polarization. (a) Emissivity vs. SSS. 
(b) Emissivity vs. incidence angle 

23 



The effect of the salinity on thermal emission is higher at lower frequency and 

becomes negligible at frequencies above 4 GHz [33]. This is why a low frequency is used 

for the current Aquarius mission. But lower frequencies are affected more by Faraday 

rotation. These properties need to be weighed against one another when selecting a 

suitable observing frequency. 

2) Sea Surface Roughness 

Sea surface roughness is induced by near surface wind speed. With increasing 

wind speed, the roughness of the sea surface increases and finally the sea surface 

becomes a Lambertian surface [3]. Foam is a co-product of the wind. When wind is 

blowing over the sea surface, foam is produced and its fractional coverage of the surface 

increases with wind speed. 

Because foam consists of part water and part air, it has dielectric properties 

intermediate between them and it can be regarded as an "impedance matching 

transformer" between sea water and the air. The emission from the foam-covered sea 

surface is stronger than that from a foam-free sea surface. 

Experimental evidence shows that sea surface brightness temperature increases by 

a few tenths of Kelvin for an increase in wind speed of 1 m/s at L-band [34]. This 

increase will cause an error of about 1 psu (practical salinity unit) of left uncorrected. The 

exact sensitivity depends on water temperature and salinity. The sea surface roughness 

must be corrected for accurate salinity retrieval. 

3) Sea Surface Temperature (SST) 

The sensitivity of the brightness temperature to SST is illustrated in Figure 1.9 for 

vertical and horizontal polarization at the three incidence angles used by the Aquarius 
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radiometer. A global average value of 32.54 psu for the salinity for the ocean and the 

Stogryn ocean dielectric model [9] are used. From the figure, it can be seen that a change 

of 1 psu corresponds to a change in the brightness temperature of 0.25 K in cold water. 

So the uncertainty of SST must be corrected. 
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Figure 1.9 The sensitivity of the brightness temperature to the SST 

4) Earth Atmosphere 

When an electromagnetic wave propagates through the earth's atmosphere, the 

wave will be attenuated by the lossy atmosphere, and extra emission from the atmosphere 

will be added to the electromagnetic wave and received by the radiometer antenna. At L-

band, the atmospheric upwelling and down-welling brightness can be, respectively, 

modeled using [35]: 

TBJUP = C1 - e~1"""" )(SST + 258.15) (1.5.1a) 

L B,DOWN (l-e-
T«""-)(SST + 263.15) (1.5.1b) 

where SST is in units of degrees Celsius; 
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Tatmos is the line-of sight opacity through the atmosphere in units of Nepers and is 

given by [35] 

*amos = (0.009364 + 0.000024127V) s e c ( ^ ) (1.5.2) 

where dinc is the incidence angle; 

V is the zenith-integrated water vapor burden present in the atmospheric column 

in units of centimeters. Its global distribution is generally dependent on latitude. 

Assuming that it varies over the range [0, 7] cm, the variation of received brightness 

temperature could be 0.1 Kelvin which corresponds to about 0.2 psu uncertainty for the 

Aquarius radiometer due to the lossy atmosphere. 

5) Faraday Rotation 

With Faraday rotation present, the two linearly polarized field components will be 

rotated by an angle Q. If uncorrected, the error in the brightness temperature of each 

linearly polarized component will be 

ATB = (Tv-Th)sin2Q-^sm2Q (1.5.3) 

The effect of Faraday rotation at L-band has been discussed in [19, 34, 36-40]. At 

L-band, the Faraday rotation angle can exceed 10°. For the Aquarius radiometer, the error 

in TB can be 0.6 Kelvin for the two linearly polarized components. The effects of Faraday 

rotation must be properly accounted for in the Aquarius mission. A correction method for 

the vertically and horizontally polarized sea surface brightness temperatures has been 

proposed in [19] and an extended error analysis of the brightness temperature estimation 

is presented in [41]. 

6) Solar and Galactic Radiation 
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The sun is a strong radiation source with intensity between 0.1 million Kelvin and 

10 million Kelvin at L-band [34]. Its radiation enters a radiometer in two ways: directly 

and reflected by the earth and then received. The effect of solar radiation depends on 

antenna gain, the geometry of the sun and the antenna, and the earth surface properties. 

Galactic radiation enters the radiometer through reflection by the earth surface 

and through leakage into the antenna's sidelobe, although the latter path is negligibly 

small and can be ignored. Of these radiation sources, the moon, with a TB of ~ 200 

Kelvin [11], has the biggest contribution because it has the biggest angular extent. The 

effect of other bodies in our solar system can be ignored. The total background radiation 

is 2.7 - 6 Kelvin at L-band [35]. 

7) Non-ideal Radiometer Antenna 
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Figure 1.10 Normalized antenna radiation pattern of a uniformly illuminated circular 
aperture with frequency f=1.413 GHz and aperture radius 2.5 meters 

A radiometer antenna receives electromagnetic energy. A real antenna 

receives/radiates the energy non-uniformly in direction. The directional dependence of 
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radiation from the antenna is described by its antenna radiation pattern. An example is 

shown in Figure 1.10. The narrow angular range within which most of the energy is 

radiated through is called the mainbeam. In addition to the mainbeam, the pattern in 

Figure 1.10 exhibits several sidelobes in which the sensitivity to incident radiation is 

generally much less than that in the mainbeam. A local minimum in the radiation pattern 

is called a null. Because most antennas are reciprocal devices, their radiation patterns are 

identical to their receiving patterns. 

Due to the fact that an antenna's sidelobe level cannot be zero, the energy from all 

direction radiated toward the antenna might be received by the antenna. Although the 

receiving ability is not equal in all direction for a practical antenna, the antenna could 

cause error if it is not correctly characterized due to the following facts: 

a) The main-beam solid angle for a practical radiometer antenna is relatively 

small; 

b) The brightness temperatures of the non-target radiation sources in the 

sidelobe are usually not weak and they are variable; 

c) The sidelobes are not flat. Its radiation ability is varied with radiation angle. 

For example, its radiation is very small around the null points but not small at the peak of 

the first sidelobe in Figure 1.10. The first sidelobe level is only -17.5 dB relative to the 

main lobe. 

8) Non-linearity of the radiometer receiver 

A radiometer receiver consists of isolator, filters, amplifier, attenuator, mixer, 

diode detector, etc in general. In those components, the last gain stage and the diode 

detector usually determine the non-linearity of a radiometer. 
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At the input of the last gain stage, the signal strength is no longer weak and it 

might be beyond the linear range of the last amplifier. Thus any increase in input power 

will not be matched by a proportional increase in output, and non-linearity will occur. 

The diode detector is a square-law detector which detects the input power. Ideally, 

the output of the detector is proportional to the square of its input voltage, or 

V„t=c-VZ (1.5.3) 

where Vin and Vout are the input and output voltages respectively, and c is the detection 

coefficient. In reality, the detector coefficient is a function of the input voltage instead of 

a constant. That will lead to measurement error if the radiometer receiver has not been 

characterized carefully in its dynamic range. 

9) Receiver gain variation 

In a radiometer, amplifiers are used to amplify the received thermal signal, whose 

strength is usually below the thermal noise floor of the radiometer itself. To make the 

received weak signal detectable, high gain is required by the receiver. These amplifiers are 

temperature sensitive components, and their stability plays a critical role in a radiometer's 

performance. 

For example, assume a total power radiometer is characterized by the following 

parameters: 1) the bandwidth of the radiometer is 20 MHz; 2) the receiver noise 

temperature is 300 Kelvin; 3) the minimum brightness temperature at the antenna terminal 

is 70 Kelvin; 4) the radiometer output power requirement is 0 dBm (minimum). In this 

case, the gain of the receiver needs to be 75 dB. For such a high gain receiver, the effects 

of gain uncertainty need to be considered. 
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For a total power radiometer, the noise uncertainty AT and the gain uncertainty 

ATG can be considered to be uncorrected because that they are caused by unrelated 

physical mechanisms. The total RMS uncertainty is given by [3] 

ATml=J(ATf+{ATj 

= T^Tr + 
V Gs J 

2 (1.5.4) 

where Gs is the average system power gain; 

AGs is the effective (rms) value of the detected power gain variation. 

Still using the above example with integration time T = 0.1s and gain uncertainty 

AGs / Gs = 1% (or 0.04 dB), the contribution to the total RMS uncertainty is 0.26 K from 

the noise uncertainty and 3.70 K from the gain uncertainty. 

To reduce the effects of receiver gain variation, the receiver is usually housed in a 

temperature regulated chamber. With modern state-of-the-art temperature regulated 

systems, the temperature of the internal components in a radiometer can be maintained to 

a stability of 0.001 K on one-day timescales [42]. 

10) Finite Integration Time and Bandwidth 

A microwave radiometer measurement of brightness temperature (TB) is an 

estimate of the variance of a random thermal emission signal derived from samples of the 

signal. Because the number of samples is always finite, the estimate is itself a random 

signal. The standard deviation of the estimate is given by the "radiometer uncertainty 

equation" AT = KTsys/4BT , where K is an instrument specific constant, Tsys is the system 

noise temperature of the radiometer, B is its pre-detection bandwidth, and % is the 

integration time of the measurement [43]. The "AT" of a radiometer measurement is of 
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fundamental importance and often determines the precision with which geophysical 

parameters of interest can be estimated from measurements of TB. In most cases, 

geophysical parameter retrievals are derived from two or more radiometer measurements 

made at different polarizations and/or frequencies. The uncertainty in the retrieval due to 

AT noise will depend on the variance of the noise and on the covariance between the 

different measurements. 

1.6 Radiometer Calibration 

A microwave radiometer is a highly sensitive device. In its measurements, there 

are unwanted components. Some components are external in origin and others come from 

the radiometer itself. If the unwanted components are not properly accounted for, errors in 

TB calibration result. Therefore, the characteristics of the radiometer must be well 

understood. The antenna performance needs to be known; the receiver gain and equivalent 

noise temperature must be characterized, etc. All of these can be done by careful and 

complete radiometer calibration. 

There are in general two ways to calibrate a total power radiometer, determined by 

the calibration sources it uses: either external or internal. For external calibration, the 

antenna usually points to a known hot reference (the Amazon forest [44], or microwave 

absorbing material [45]) and a cold reference (usually cold sky with brightness 

temperature 2.7 Kelvin, or ocean [46, 47]) periodically. This calibration is usually called 

end-to-end calibration. For internal calibration, the antenna and the receiver are calibrated 

separately and then integrated together. The antenna is pre-calibrated before integration 

and temperature sensors are used to monitor it physical temperature after integration all 
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the time. The receiver in Figure 1.11 is calibrated by using two internal noise sources with 

different noise level to trace the gain variation/drift. One is usually a matched load whose 

brightness temperature is its physical temperature, and the other is a noise source of 

known TB. 
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Figure 1.11 Total power radiometer calibration 

Then the radiometer receiver can be calibrated using a conventional two-point 

temperature calibration method, and the gain, g, and offset, O, of the receiver can be 

obtained by 

V , -V , 
8=- — (1.6.1a) 

T —T 
1 NS\ xArS2 

0 = V0,-gTND, (1.6.1b) 

where V0,i, V0,2. measurements with the receiver switched to the noise source 1 and 2, 

respectively; 

TNSU TNS2- brightness temperature of noise sources 1 and 2, respectively. 

In this way, the receiver is characterized. When combined with an antenna of 

known characteristics, the radiometer can be calibrated. External calibration uses a similar 

approach to calibrate the whole radiometer. In practice, the two kinds of calibration can 

work together to check each other. 
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Compared to a conventional total-power radiometer, the calibration of a 

polarimetric radiometer is more challenging, not only because there are more receiver 

channels, but also due to the fact that additional parameters of the radiometer, such as 

channel phase imbalance, need to be measured. As a result, the calibration source of a 

polarimetric radiometer needs to generate additional controllable and repeatable 

correlation between vertically and horizontally polarized test signals. Several calibration 

sources for this purpose have been implemented. For example, a polarized blackbody load 

has been developed that is capable of producing varying partially correlated calibration 

signals by varying the relative rotation between the load and the antenna of the radiometer 

under test [48]. This technique has been adopted by other research groups with an 

additional phase retardation plate to generate the fourth Stokes parameter [49, 50]. Both of 

these two practical issues are noteworthy but have some limitations. Very precise 

mechanical alignment is required in order to guarantee controllable and repeatable Stokes 

parameters. The requirement that two large black body loads should be in close but at 

significantly different physical temperatures will make the temperature control problem 

challenging. For these reasons, an alternative method has been developed using a 

programmable digital noise source to calibrate a polarimetric radiometer with the ability to 

calibrate interferometric and autocorrelation microwave radiometers [51]. The 

programmable noise source is able to produce a wide range of test signals which are used 

to characterize the radiometer under test (RUT). In particular, signals can be injected with 

independently controlled levels of 1st, 2nd, 3rd and 4th Stokes brightness temperatures by 

changing AWG output signal levels and varying the AWG Lookup Tables (LTs) that 

determine the complex correlation between v- and /i-pol signals. 
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An X-Band version of the Correlated Noise Calibration Standard (CNCS) has been 

used previously to characterize and calibrate the correlating receivers in the NASA/U-

Michigan airborne Lightweight Rainfall Radiometer [51, 52] and the NASA Goddard 

Airborne Earth Science Microwave Imaging Radiometer (AESMIR) [53]. A new and 

improved L-Band version has been completed recently. It is used to evaluate the 

performance of the Aquarius polarimetric radiometer (a low earth orbiting ocean salinity 

mission) [54] with a center frequency of 1.413 GHz. The 3rd Stokes in the Aquarius 

radiometer is used to estimate the degree of ionospheric Faraday rotation [19]. Because 

there is no 4 Stokes channel in the Aquarius radiometer, it's important to measure the 

phase imbalance between v- and h-pol channels and their susceptibility to the 4th Stokes 

parameter. This is because the input 4th Stokes parameter may be significant and it may 

vary as a function of surface wind speed [55]. In addition, the stability of its calibrated 

brightness temperature on time scales of days is particularly relevant. 

As the calibration source of a polarimetric radiometer, the CNCS itself needs to be 

characterized. There are active components in the CNCS, such as Digital-to-Analog 

Converter (DAC), mixer, frequency source, etc. Not all of these active components are 

housed in temperature regulated box. In addition, the CNCS channel phase & gain 

imbalance is not easy to be measured by conventional approach, especially when the 

signal frequency is high. All of these non-ideal properties of the CNCS need to be 

precisely determined simultaneously with a polarimetric radiometer calibration. 

Throughout the foregoing discussion it was assumed that the receiver and its 

calibration sources (internal source such as noise diodes, or external source such as the 

CNCS) are perfectly matched to each other. In practice, this is difficult to be satisfied. The 
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effect of mismatched components on noise-temperature calibrations can be serious even 

when the system components appear to be relatively well matched (typical voltage 

reflection coefficients of less than 0.05) [56]. 

For a total power radiometer, the impedance mismatching has two effects. First, 

the effective brightness temperature entering the radiometer receiver from the calibration 

noise source is reduced; Second, it changes the equivalent receiver brightness temperature 

propagating the radiometer output. For a fully polarimetric radiometer receiver, the effects 

of the impedance-mismatching are more complicated because the limited isolation 

between the two channels of a calibration source will cause extra and unwanted Stokes 

parameter. 

One correction to the CNCS & RUT forward models is necessary if the impedance 

match between it and the CNCS differs from the match with the antenna that would be 

connected in place of the CNCS during normal data taking. The impedance mismatch 

between the CNCS and RUT receiver has two potential effects - it can change the 

apparent brightness temperature of the CNCS active cold load and it can alter a number of 

the elements of the RUT's polarimetric gain matrix and offset vector, relative to what they 

would be when connected to an antenna with a different impedance match. Corrections for 

both of these effects need to be considered. The impact of impedance mismatches between 

a radiometer receiver and its antenna on the digital counts measured by the radiometer has 

been addressed previously by Corbella et al. f57-59]. Their approach is adopted here, 

generalizing the input impedance mismatch to include that with the CNCS as well as the 

antenna. 
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Beyond the radiometer gain matrix measurement, linearity is important issue for 

radiometer calibration. In a radiometer, the square law detector which works at a diode's 

square law range is the key component to determine the non-linearity of a radiometer. In 

[60], three approaches are described to characterize the power linearity of microwave 

detectors for radiometric application. Two of them use sine waves instead of noise signal 

as the test signal. For a radiometer, the other components besides the square law detector 

may induce nonlinearity as well. So it's necessary to characterize the nonlinearity of a 

radiometer receiver as a whole. Several methods have been implemented. In [61], two 

calibration methods, the 3-point calibration method and the slop method, are described to 

check the linearity of a radiometer. But the two methods can't deal with a radiometer over 

wide TB range if the radiometer has an arbitrary transfer characteristic. In addition for the 

slope method, the accuracy of the variable attenuator is an error source that can't be 

ignored, as we know that 0.04 dB error on the accuracy of the attenuator will lead to 1% 

error, and impedance mismatch can cause extra error. In [62], radiometer linearity is 

measured by a constant noise deflection method which measures the ratio of the 2 local 

slopes of the radiometer transfer characteristic with one local slope as reference. A 

variable attenuator is used to adjust the antenna temperature between -30 K to 4700 K 

[62]. The accuracy of the antenna temperature is determined by the accuracy of the 

variable attenuator. It is better to develop a technique to calibrate the (variable) attenuator 

in-circuit so that the linearity of the radiometer can be accurately characterized over its 

entire dynamic range. 
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1.7 Research Objectives and Dissertation Organization 

A polarimetric radiometer is a radiometer with the capability to measure the 

correlation information between the vertically and horizontally polarized fields. To 

carefully understand and calibrate this type of radiometer, several research projects have 

been performed. 

1) All microwave radiometer measurements of brightness temperature (7B) 

include an additive noise component. The variance and correlation statistics of the 

additive noise component of fully polarimetric radiometer measurements are derived 

from theoretical considerations and the resulting relationships are verified 

experimentally. It is found that the noise can be correlated among polarimetric channels 

and the correlation statistics will vary as a function of the polarization state of the scene 

under observation. 

2) A polarimetric radiometer calibration algorithm has been developed which 

makes use of the Correlated Noise Calibration Standard (CNCS) to aid in the 

characterization of microwave polarimetric radiometers and to characterize the non-ideal 

characteristics of the CNCS itself simultaneously. CNCS has been developed by the 

Space Physics Research Laboratory of the University of Michigan (SPRL). The 

calibration algorithm has been verified using the DetMit L-band radiometer. The 

precision of the calibration is estimated by Monte Carlo simulations. A CNCS forward 

model has been developed to describe the non-ideal characteristics of the CNCS. 

Impedance-mismatches between the CNCS and radiometer under test are also considered 

in the calibration. 
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3) The calibration technique is demonstrated by applying it to the Engineering 

Model (EM) of the NASA Aquarius radiometer. CNCS is used to calibrate the Aquarius 

radiometer - specifically to retrieve its channel phase imbalance and the thermal emission 

characteristics of transmission line between its antenna and receiver. The impact of errors 

in calibration of the radiometer channel phase imbalance on Sea Surface Salinity (SSS) 

retrievals by Aquarius is also analyzed. 

4) The CNCS has also been used to calibrate the Breadboard Model (BM) of the 

L-band NASA Juno radiometer. In order to cover the broad TB dynamic range of the 

Juno radiometer, a special linearization process has been developed for the CNCS. The 

method combines multiple Arbitrary Waveform Generator Gaussian noise signals with 

different values of variance to construct the necessary range of TB levels. The resulting 

CNCS output signal can simulate the expected TB profile for Juno while in orbit around 

Jupiter, in particular simulating the strong synchrotron emission signal. 

In the following sections, the "AT' noise present in measurements of 7j and T4 

using the coherent detection approach as well as be each of the three incoherent detection 

approaches in Equation (1.4.6c and 1.4.6d) is derived in Chapter 2. Experimental 

confirmation of the derivations is also present by comparing the predicted and measured 

correlation between the measurements of Tv, T/, and T3 by using a coherent detection 

radiometer. Chapter 3 introduces the CNCS and its modeling. The polarimetric 

radiometer calibration algorithm is developed and demonstrated by the DetMit 

radiometer. CNCS application on the Aquarius radiometers is described in Chapter 4. The 

analysis of the effect of the calibration error to the SSS retrieval is included in this 

chapter. CNCS linearization method over a large TB dynamic range is described in 
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chapter 5. Another CNCS application, to calibrate and characterize the breadboard model 

of the L-band Juno radiometer [24], is also included in this chapter. Original 

Contributions and future work are described in Chapter 6. 
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Chapter 2 

Statistics of Radiometer Measurements 

The Stokes parameters received by a polarimetric radiometer are estimated by the 

radiometer. Due to limited integration time, the radiometer measurements contain an AC 

component of their power spectra that accounts for measurement noise, and that noise can 

be correlated between channels. The variance and covariance statistics of the 

measurement noise are derived in this chapter. 

There are two types of detection for a polarimetric radiometer: coherent and 

incoherent. A coherent detection radiometer measures the complex covariance of the 

vertical and horizontal polarization components of the signal directly, while an incoherent 

detection radiometer uses the power measurement and then forms the third and fourth 

Stokes parameters indirectly. 

A polarimetric radiometer has multiple receiving channels. For simplicity, let us 

start with the simplest radiometer—the total power radiometer. 

2.1 Noise Variance of a Total Power Radiometer 

A total power radiometer consists of an antenna, an amplifier system, a detector 

and an integrator. It measures the input noise power only. The weak noise signal is 
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received by the antenna, amplified and filtered by the amplifier system that includes 

bandpass filter(s). The mean value of the output power from the amplifier system is 

measured by the detector and the integrator. In the absence of any imperfections, the 

sensitivity of the total power radiometer is given by AT. The simplified block diagram of 

a total power radiometer is shown below. 

Antenna r 
|n(t) 

receiver 
noise 

G(f),B 
s(t) 

()2 C 
w(t) 

" 
LPF: H(f) 

x(t) 

Figure 2.1 Block diagram of a total power radiometer 

In Figure 2.1, G(f) is the power gain of the receiver with bandwidth B. v(t) is the 

amplified and filtered signals. The signal can be written as the sum of an external 

component, originating from the observation scene and received by the radiometer 

antenna, and an internal component, originating from noise in the receiver electronics, or 

s(t) = 4G[b(t) + n(t)] (2.1.1) 

where b{t) is time varying noise voltages associated with the brightness temperature (see 

[63] for a detailed definition), and is a scaled versions of the incident electric field, with 

units of K~U2; n(t) is the receiver noise voltage. Both b(t) and n(t) are modeled as 

additive, zero mean, band limited, Gaussian distributed, random variables, and they are 

uncorrelated. They are associated with the voltage by 

TA=(b2(t)) (2.1.2a) 

Trec=(n\t)) (2.1.2b) 
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Tsys=(s2(t)) = (b2(t)) + (n2(t)) (2.1.2c) 

where Tsys = TA+Trec is the system noise temperature. TA is the antenna temperature and 

Trec is the equivalent receiver noise temperature. (•) denotes average. 

The signal s(t) is a Gaussian distributed random variable, and it is characterized 

by statistical quantities such as mean, standard deviation, auto correlation, and power 

spectrum. The auto correlation characterizes the similarity between two measurements of 

a signal, s(t), as a function of the time separation % between them, or 

Rss(T) = (s(t)s(t-r)) (2.1.3) 

The auto correlation of the square law detector output is given by 

= C2(s(t)s(t)s(t - T)s(t - T)) 

Because the signal s(t) is a zero mean, Gaussian distributed random variable, the 

identity {abed) = (ab)(cd) + (ac)(bd) + (ad)(bc) can be used [1]. The auto correlation of 

the signal w(t) can be expressed as 

RWJT) = C2{R2
S(0) + 2RI(T)} (2.1.5) 

The first term on the right side of Equation (2.1.5) is a constant, so it represents a 

dc power, while the second term represents an ac power which is the product of two time 

variables, RSJT)RSJT) times 2c2. The product of two auto correlations is equal to the 

convolution of the Fourier transform of each auto correlation. 

The Fourier transform of an auto correlation is a power spectral density function. 

Because s(t) is the summation of 2 independent, additive, zero mean, Gaussian 

distributed noise signals with the same bandwidth, it is also an additive, zero mean, 
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Gaussian distributed random signal, and its spectral power density can be regarded as flat 

within its bandwidth (which is relatively narrow compared with its center frequency). 

The power spectral density of s(t) and its auto convolution are illustrated in Figure 2.2 

S(f) 

B --H S(f-AOMAf=o 

_ H ] _ 
+fc 

S(f)*S(f) 

-2fc -B 0 +B +2fc 

Figure 2.2 Convolution illustration 

• / 

"f 

• * / 

The Fourier transformation of Equation (2.1.5) is given by 

W(f) = c2{ls(f)df}2S(f) + 2c2{S(f)*S(f)} 

where the sign * is used to indicate the convolution operation and 

S(f)*S(f)=f~J(F)S(F-f)dF 

(2.1.6) 

(2.17) 

W(f) is the power spectral density of the square law detector output. When it 

passes through the low pass filter, H(f), the output is given by 

X(f) = W(f)H(f) 

= c2{\S(f)df}2S(f)H(0) + 2c2{S(f)*S(f)}H(f) 

Because the low pass filter has a relatively narrow passband, only the part of the 

convolution S(f)*S(f) near zero frequency affects the outcome. So Equation (2.1.8) can 

be written as 
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(2.1.10) 

X(f) = c1{\S{f)df]S(f)H(0) + 2c2 \s\f)dfH(f) (2.1.9) 

The ratio of the ac component to dc component is given by 

2c2\s\f)df \H(f)df 
ratio = —, ir2 

c2{\S(f)df\ //(0) 

_l\G\f)df\H{f)df 

[\G{f)df]H(0) 

Two bandwidths can be defined here. One is the noise bandwidth of the low pass 

filter, the other is the receiver bandwidth. They are respectively defined as [43] 

Bn=
J (2.11a) 

H(0) 

[\G{f)df] 
B = ^-F - (2.11b) 

\G\f)df 

The ratio of the ac to dc power in the radiometer receiver output is given by 

(X) V B 

Since the square law detector is used in the radiometer, the radiometer output 

voltage is proportional to the input power or power density. The ratio of the 

corresponding input power density change in temperature is given by 

A T = /22J7 
T V B >ys (2.1.13) 

1 

JBT 
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where AT is the minimum detectable temperature change; 

Tsys = TA + Trec is the receiver system noise temperature; 

T is the integration time. 

2.2 Noise Covariance of an Incoherent Detection, Hybrid Combing Polarimetric 

Radiometer 

An incoherent detection radiometer measures the variance of certain polarimetric 

components of the signal — most often the ±45° slant linear and left and right hand 

circular polarizations that are most commonly formed using hybrid combiner and 90° 

phase shifter — in addition to the vertical and horizontal polarizations, and then forms 

the third and fourth Stokes parameters indirectly. 
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Figure 2.3 Signal flow diagram for a hybrid combining polarimetric microwave 
radiometer. 
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The signal flow through a hybrid combining polarimetric microwave radiometer 

is diagramed in Figure 2.3. In the figure, Gv and Gh represent the gains of the v-pol and 

/?-pol channels respectively, B is their bandwidth (assumed equal), vv(t) and vrft) are the 

amplified and filtered signals from the v-pol and h-po\ channels respectively. These two 

signals can be written as the sum of an external component, originating from the 

observation scene, and an internal component, originating from noise in the receiver 

electronics, or 

vv(t) = ^[bv(t) + nv(t)] 

vh(t) = jG~h[bh{t) + nh(tj\ 

where bv(t) and bh(t) are time varying noise voltages associated with the brightness 

temperature (see [63] for a detailed definition), and are scaled versions of the incident 

electric field, with units of K~U2; nv(t) and nh(t) are receiver noise voltages in the v-

and ft-pol channels. Both b(t) and n(t) are modeled as additive, zero mean, band limited, 

gaussian distributed, random variables. The auto and cross correlation relationships 

between the voltages associated with the brightness temperatures are given by [63] 

{bv(t)bv(t - T)) = Tv cos(2tfcT)smc(BT) (2.2.2a) 

{bh (t)bh (t - T)) = Th cos(2tfcT)smc(B T) (2.2.2b) 

(bv(t)bh(t-T)) = l^cos(2^j)-^sm(2^Asmc(Br) (2.2.2c) 

where Tv and Th are the v-pol and h-po\ antenna temperatures, fc is the center frequency of 

the signal, B is its bandwidth, and sinc(u)=sin(7Cu)/(nu). The variance and covariance of 

the signals are found by evaluating these auto-correlations at T=0, or 
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}2(t)) = Tv (2.2.3a) 

(b2
h(t)) = Th (2.2.3b) 

{bv(t)bh(t)) = ^ (2.2.3c) 

The variance of n(t) is similarly related to the receiver noise temperature by 

(n2(t)) = TRv (2.2.4a) 

{n2
h(t)) = TRh (2.2.4b) 

where TRv and TRh are the noise temperatures of the v-pol and /z-pol receivers. The 

receiver noise is uncorrelated between channels, so that 

(nv(*K(0) = 0 (2.2.5) 

A hybrid combining polarimetric radiometer forms ± 45° slant linearly, left- and 

right-hand circularly polarized channels from vv(t) and Vh(t) by summing and differencing 

them in a hybrid coupler as shown in Figure 2.3. The signals vv(t) and Vh(t) are first split 

into three channels equally, or 

v5(0 = vv(0 (2.2.6a) 

v6(0 = v„(0 (2.2.6b) 

Here the constant 1/ is ignored since it doesn't affect the relation among the 

radiometer outputs. 

The hybrid coupler in Figure 2.3 adds and subtracts its two input signals to 

produce the slant linear polarization signals, or 

v 7 ( r ) = V * ( ^ ( 0 (2.2.7a) 
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vs(t) 
v„(t)-vv(t) 

V2 
(2.2.7b) 

One channel of the v-pol signal will pass through the 90° phase shifter in Figure 

2.3, and then is combined with one channel of the /i-pol signal from the other hybrid 

coupler to produce the circularly polarization signals, or 

v9(0 = 

v*(0 + v„(f-—-) 

V2~ 
(2.2.7a) 

1 

v.o(0 = 

vh(t)-vv(t——) 
(2.2.7b) 

where/c is the RF center frequency of the signal. 

The output signals from the hybrid as well as the original signals are then passed 

through square law detectors. Their outputs are given by 

wv(t) = cvv
2
v(t) (2.2.8a) 

w,(') = ^ - k ( 0 + vv(0]2 

wM(0 = ̂ k ( 0 - v y ( r ) ] 2 

w*(0 = W O 

w,(t) = -t - C L vh(t) + vv(t-
4/ , 

(2.2.8b) 

(2.2.8c) 

(2.2.8d) 

(2.2.8e) 
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w*(0 = ̂ f vh(t)-vv(t-^j-) (2.2.8f) 

where cx is the detector sensitivity for polarization channel x = v, P, M, h, L and R. 

Finally, the four signals are integrated and sampled. The integration process is modeled 

as an ideal low pass filters (LPF in Figure 2.3). The low pass filtered versions of the four 

polarization signals are, respectively, xv(t), xp(t), xtrft), Xh(t), xi{t) and xn(t). The expected 

value of these signals (i.e. the DC component of their spectra) is proportional to the four 

associated brightness temperatures. The variance of the signals (i.e. the integral over the 

AC component of their spectra) represents the additive noise present in the 

measurements. 

The auto correlations and cross correlations and the spectra and cross spectra of 

the four low pass filtered signals, xv(t), xp(t), XMU), x^t), xL(t) and x«(7), can be derived 

with using the identity {abed) = (ab)(cd) + (ac)(bd) + (ad)(bc), which is valid for zero 

mean, gaussian distributed random variables [43]. From these, it is possible to compute 

their covariance and related statistics. The correlation coefficient between xv(t) and xp(t) 

can be expressed as 

r r~ \2 . 
jg r T +JL2_7 

1sys,v T j J3 + — T2 

PV,P - T
V f, ^ ' rT\ (2-2.9a) 

where g = G2IGi is the ratio of v-pol to /z-pol channel gains. Tsysv =Tv+TKv and 

Tsysh =Th+ TRh are the equivalent system noise temperatures of the v- and /z-pol channels, 

respectively. Similarly, for the correlation between other polarization pairs, we have 
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r„ - ^ T ; 
sys,v 

Pv,M ~ 
_ V 

Tw,v • (Tsys,v + 8Tm,h - JgT3) 

+ — T2 

4 4 

(2.2.9b) 

P v,h 

T2 + T2 

47 7 
(2.2.9c) 

7.,...,+—7. 
57A',V 

A, _ V 

+ ^-72 

4 3 

T
SyS,V-(T

SyS,v + 8TsyS,h+^T4) 

(2.2.9d) 

PV.R=-^ 

T - ^ 7 + ^ 7 2 

4 3 

v , : i : . (2.2.9e) 

= {T
s),,v-ST J + gT2 

fc,,, + gT^j, + <JgT3)• ( 7 W + gTsysh - Jg~T3) 
(2.2.9f) 

_ V 
gTSyS,h+-YTl +^T; 

'P,h 
8T

sys,h • (Tsys,v + gTsys,f, + V ^ ) 

(2.2.9g) 

P 

Tw+^fc+Tj 
~\2 

+ gT^h+^-{T3+T4) 

P,L 
(TsyS,v + gTsyS,h + V ^ ) ' fc,„ + g ^ , / , + y[gT4) 

(2.2.9h) 

PP,R = 

Tsys,v+^f{T3-T4) + gTsys,h+^f{T3-T4) 

fc.v + £ r
WA + 4g~Ti)- fc,,v + 5 ^ . * - JUT*) 

pM,h 
_ V 

g'-sysM ~ ^3 

g 7 ^ , , / , ' fcv.v + STv>,,/, - V ^ ) 

+ ^ 7 2 

4 4 

(2.2.9i) 

(2.2.9J) 
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PM,L 

fs 
sys,v 

fc-T4) + 8Tsys,h-^{T3-T4) 

(T
sys,v + 8T

sys,h ~ V J ^ ) - t , v + 8T
sys,h + 4sT4) 

(2.2.9k) 

PM.R 

7L..-^(r3 + r4) 
2 r 

+ sTsysM-^{T,+TA) 

~\2 

sys.v 2 

(TsyS,v + 8T
Sys,h ~ V ^ 3 )" (TsyS,v + 8TsyS,h ~ JgTA ) 

(2.2.91) 

8Tsys,h+?fT4 

8*sys,h ' Vsys.v + 8*Sys,h + V 8 * 4 / 

+ — T2 

4 3 

(2.2.9m) 

Ph.R = _ v 

j _yj8 j , 
61sys,h ~ M + ^-Z2 

8T
sys,h • t , v + 8Tsys,h -y[g~T4) 

_ Vsys.v 8\syshl + 8*3 

t , v + 8T
sys,h + 4sT4)- (r + gT^h - JgT4) 

(2.2.9n) 

(2.2.9o) 

Note that the correlation coefficients are independent of bandwidth, B, and integration 

time, T. 

The AT of each channel is given by 

T T +T 
\ T — sys'v — v Rv 

v
 -IBT JBT 

(2.2.10a) 

AT • L^L 
IBT 

1 TsyS,V + 8Tsys,h+JgT, 

IBT 2^8 

(2.2.10b) 

T 
AJ, _ sys,M lM 

IBT 

1 Ts},,v + 8Tsys,h-4gT3 

IBT 2jg~ 

(2.2.10c) 
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T T A-T 
A T _ *sys,h _ lh ^ Af h Vfir 4BT 

Rh (2.2.10d) 

T 
AT, =-^L 

1 T
Sys,V+gTsys,h+^T4 

(2.2.10e) 

IBT 2jg 

&T„ = 
lsys,R 

R JBI 

1 *sys,v "*" 8lSys,h ~ \ 8*4 

(2.2. lOf) 

IBT 2^ 
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2.3 Noise Covariance of a Coherent Detection, Correlating Polarimetric Radiometer 

In comparison to an incoherent detection radiometer, a coherent detection 

radiometer measures the complex covariance of the vertical and horizontal polarization 

components of the signal directly. The covariance can be measured by an analog 

complex-multiplier or by digitizing the vertical and horizontal polarization components 

of the signal and then multiplying and averaging (i.e. correlating) them in a digital signal 

processor if digital-correlation technology is used. The resulting components of TB are 

designated 7> and T4 for the real and imaginary components of correlation, respectively. 
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Figure 2.4 Signal flow diagram for a correlating polarimetric microwave radiometer. 

The signal flow through a coherent detection, correlating polarimetric radiometer 

is shown in Figure 2.4. The signals vv(t)~ v6(t), nv(t), nh(t), bv(t), bh(t) and their 

correlation statistics are identical to those associated with the hybrid combining 

radiometer analysis given in Section 2.1, as are the two low pass filtered signals, xv(t) and 
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Xh(t), for the vertically and horizontally polarized channels. The signals in the cross-

correlating channels of the radiometer, prior to low pass filtering, are given by 

w3(t) = vv(t)-vh(t) (2.3.1a) 

w4(t) = vv(t-j-)-vh(t) (2.3.1b) 

After the low pass filter, the correlating channel signals become X3(t) and x4t) 

respectively. The procedure followed to derive the covariance relationships between the 

three low pass filtered signals is similar to that for the hybrid combining radiometer. The 

correlation coefficient between the outputs xv(t), x3(t), x4(t) and xh(t) can be expressed 

as follows 

A.: 

V27; 
(2.3.2a) 

^TsysJsy,h+(T2-T2) 

Similarly for the other channel pairs, we have 

V2r4 
'v,4 

•\^*!;ys,v*sys,h V*3 *4 ) 

(2. 3.2b) 

T2 + T2 

A , „ = i T
4 (2.3.2c) 

sys.v sys,h 

hTlX,An-T2l 

4lT3 
\H~ ~ 

^TsysJsysM+(T2-T4
2) 

(2. 3.2e) 
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A , - , \ 2 _ 2v (2- 3.2f) 

The NEAT of each channel is given by 

A r Zk±3iL (2.3.3a) 

Ar = k w ^ + fe2 T;2) (2>3>3b) 
25 r 

^*sys,v*sys,h V 3 "'4 / 
AJ4 = J ,y'-v ^•" v J ^ (2.3.3c) 

7 +T 
A r _ J E « 1 (2.3.3d) 

2.4 Application - the Third and Fourth Stokes TBs with a Hybrid Combing 

Radiometer 

The third and fourth Stokes brightness temperature can be obtained from the 

measurements made by a hybrid combining polarimetric radiometer. The method is given 

by 

T,={2n + \lTv+Th)-2nTP-2{n + \)TM 

r / x i r ir (2.4.1a) 
= [2/i + l 2n + l -2 / i - 2 (n + l) 0 o]-[rv Th TP TM TL TR] 

Z = (2/i + \YT +Th)-2nT, -l{n + \)TR 
4 V A v H) L \ J * (2.4.1b) 

= [2/i + l 2n + l 0 0 - 2 n -2( / i + l)]-[r„ Th TP TM TL TR] 

where n is any real number and Tv, Th, Tp, TM, TL and TR are the measured brightness 

temperatures. The three methods in [29] to obtained the third and fourth Stokes 
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brightness temperature are special cases of Equation (2.4.1) with n = -0.5, 0 and -1 

respectively. 

The variance of T3 (or T4) can be obtained using the error propagator 

ATV4 = A-AT-A' (2. 4.2) 

where A, the 1x6 matrix satisfying T3/4 = AT, is given in (2.4.1) for each method and 

where T = \TV Th Tp TM TL TR] is the random vector with covariance matrix AT. 

AT, the covariance matrix for the signals xv(t), xh(t), xp(t), xM(t), xL(t) and xR(t), 

can be expressed as 
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< " ( 0 ) 

<«(0 ) 

<«(0) 

< « ( 0 ) 

KCA°) 
R*C

R(0) 

<*(0 ) 

where /?^ Y (0) denotes the variance of X(t) if X(t)=Y(t) or the covariance of Z(?) and F(7) 

if X(t)^Y(t). Detail expressions for these variance and covariance elements are shown in 

[64]. If these expressions are substituted into (2.4.3), the covariance matrix can be 

obtained. The covariance for the third Stokes brightness temperature is given by 

A „ = A • AT • A' = —^ (an2 +j8n+y) (2.4.4) 

where 

(2.4.3) 
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« = 7j,v (4c,2 +c\+cl- 4cvcP - AcvcM + 2cPcM) 

+ 8X-*M N +4+c2
M- 4chcP - 4chcM + 2cPcM) 

""" 8*sys,v*sys,h A C M ~Cp) 

+ -JgT^T,{2(cv - c p f -2{cv -cu)
2} (2.4.5a) 

+ JggT^Ti WH -CP)2- 2{c„ -cMf} 

+ gT2{Acvch -2cvcP -2cpch -2cvcM -2cMch + 2c2
P + 2c\) 

+ 8^1 {4cvch - 2cvcP - 2cPch -2cvcM - 2cMch + 4cPcM) 

P = TL, (4cv + 2 4 - 2cvcp - 6cvcM + 2cPcM) 

+ 82T2-^ (4cl + 2cl ~ lchCp ~ ^hcM + 2cPcM ) 

"*" 8*sys,v*sys,h ^\CM ~CP/CM 

+ 48~Tsys,vT3 {2{cv -cP)cv- 2{cv - cM ){cv - 2cM )} (2.4.5b) 

+ -issT^J^Wh ~cp)ch- 2ich ~ cM \ch - 2c M )} 

+ "|r32(4cvc, - cvcP - cPch - 3cvcM - 3cMch + 4c2
M) 

+ •£T4
2(4cvch - cvcP - cPch - 3cvcM - 3cMch + 4cPcM) 

I — *sys,v \Cv ~ CM ) """ 8 *-sys,h lC / i ~~ CM ) + 8* sys.v* sys,h ^CM 

^^^-{c^^jy^T^jM^-^j} (2.4.5c) 

+ - | T3 {CvCh - CvCM ~ CM Ch + 2cl }+ - | Tl {C
V

Ch ~C
V

CM~ CM Ch ) 

Replacing cp, cM, T3 and T4 with cL, cR, T4 and T3 respectively, the covariance 

for the fourth Stokes brightness temperature can be obtained. 

For the third Stokes parameter's covariance, if the detector sensitivities cv, cp, CM 

and Ch are the same (i.e. if cv=cp=CM~Ch)i the variance will be independent of the value of 

n. In other words, the variance of each version of T3 in [29] is also the same. This might, 

at first glance, seem counterintuitive. For example, if the additive noise in measurements 

of Tv, Th, Tp and TM had been uncorrected, the variance of T3.1 (= TP - TM) would have 
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been double that of either 7> or TM whereas the variance of both T32 (= 27> -Tv- 7),) and 

T3.3 (= -2TM + Tv + Th) would have been four times that amount. In fact, the partial 

correlation between the additive noise in Tv, Th, Tp and TM precisely compensates so that 

the variances for all methods are equal. For the case of cv=cp=CM=Ch=l which can be 

implemented using a digital correlator module, such as [65], the standard deviation of the 

additive noise in T3 is independent of n and it is given by 

3 V 2BT 

The same result applies for T4. For the case of cv=CL=cR=Ch=l, the standard 

deviation of the additive noise in T4 is independent of n as well and it is given by 

A 7H Wt (2A6b) 

2.5 Experimental Verification of Covariance Relationship 

Some of the noise correlation statistics derived above have been evaluated 

experimentally. The DetMit radiometer [66] was used which has separate vertical and 

horizontal linear polarization input channels, followed by standard amplification, down 

conversion and square law detection stages for the two channels plus a third channel that 

digitizes the two signals, multiplies them together, and averages the product. Thus, this is 

a correlating polarimetric radiometer, of the type described in Section 2.3, which can 

measures Tv, Th and T3. Signals entering the v- and /i-pol input ports of the radiometer 

were generated using the CNCS. CNCS is a programmable polarimetric calibration 

target that is capable of generating pairs of thermal noise signals with precisely adjustable 
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and repeatable relative correlation statistics [51, 67, 68]. The dynamic range of 

brightness temperatures that can be generated is approximately 90 K to 350 K for Tv and 

Tf, and -550 K to +550K for T3 and T4. For purposes of this experiment, stable 90 K and 

310 K TBS were generated at both v- and /z-pol as calibration references for the 

radiometer. The calibration signals were uncorrelated (T3=T4 =0). Interleaved between 

the calibration signals were signals for which Tv = Th = 400 K and the partial correlation 

between Tv and Tf, was adjusted so that T3 varied between 0 K and 550 K in ten uniformly 

spaced steps. Because the radiometer does not measure T4, the quadrature component of 

the correlation between v- and A-pol signals was set to zero. 

For each value of T3, an extended time series of measurements of Tv, Tf, and T3 

was recorded simultaneously. From these measurements, correlation coefficients between 

the additive noise in each channel can be derived. This process was repeated three times 

as a means of determining the standard error and repeatability of the estimates of the 

correlation coefficient statistic. The results are shown in Figure 2.5a-c, which 

respectively plot the average and standard deviation of the correlation between the noise 

in Tv and T3, Tf, and T3, and Tv and Tf, as a function of T3. The correlation values that are 

predicted by theory are also plotted for comparison. The predicted and measured 

correlations in Figure 2.5a and Figure 2.5b agree closely, with correlation rising 

monotonically as a function of T3. This behavior is what produced the similar values for 

the AT of T3 noted in Section 2.3, regardless of which of the three methods was used to 

derive it from hybrid combining radiometer measurements. In Figure 2.5c, both the 

predicted and measured correlation between noise in Tv and Th is quite low but can be 

seen to increase at the higher values of T3. However, even at the high value of T3 such as 
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300 K, the very small level of correlation would in most practical applications not be a 

concern. 

The reason that the measured correlations are lower than the theoretical 

predictions is probably due to glitches in the measurement data. The glitches are 

generated from so called pseudo-random test signal. In the experiment, the thermal noise 

signals are simulated by repeatedly outputting the CNCS Lookup Table data that is 

random digital counts. The size of the CNCS Lookup Table data is 262144 samples, and 

the output speed is 1.25 Giga-samples while data sample frequency of the radiometer 

under test is 110 MHz. 36 ms' data are averaged and then output for analysis. Under the 

condition of such high sample frequency, the sequence of the random digital counts 

doesn't act as 'random' anymore and so glitches appear in the measurements. The 

glitches in v-pol and /z-pol channels are appeared independently so the actual measured 

correlation is lower. 
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Figure 2.5 Correlation between the additive noise in (a) Tv and T3, (b) 7/, and T$ and (c) 
Tv and Th as a function of Tj. T4 = 0 in each case. The theoretical values for the 
correlation are derived in Sections 2.2 and 2.3. The experimental values shown are 
averages over three independent trials. The error bars represent the standard deviation of 
the three trials. 
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2.6 Summary 

The variance and correlation statistics of the additive noise component of fully 

polarimetric radiometer measurements with coherent or incoherent detection are derived 

from theoretical considerations and the resulting relationships are verified 

experimentally. It is found that the noise can be correlated among polarimetric channels 

and the correlation statistics will vary as a function of the polarization state of the scene 

under observation. 

The precisions obtained from the two detections are compared. Analysis shows 

that if the square law detectors are the same and well known in the radiometer with 

incoherent detection, the precisions obtained from the two detection approaches will be 

the same, and the precisions are the same for the multiple methods to obtain the third (or 

fourth) Stokes brightness temperature from the measurements made by a hybrid 

combining polarimetric radiometer. 
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2.7 Original Contributions and Publication 

The original contributions concerning the statistics of fully polarimetric 

radiometer measurements include 

1) Noise covariance derivation for both the coherent and incoherent detection 

radiometer measurements; 

2) Precision comparison between the two detection radiometers; 

3) Precision comparison among the multiple options for the incoherent detection 

radiometer; 

4) Experimental verification of the noise statistics of fully polarimetric radiometer 

measurements. 

5) Derivation to show the differences in expressions of the 4th Stokes parameter 

in different coordinate systems for the incoherent detection approach. See 

Appendix 1. 

One associated publication has been accepted: 

1) J. Peng, and C. S. Ruf, "Covariance Statistics of Polarimetric Brightness 

Temperature Measurements," IEEE Trans. Geosci. Remote Sens., in press, 

accepted Mar 2008. 
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Chapter 3 

Correlated Noise Calibration Standard (CNCS) Inversion Algorithm 

The CNCS is developed for calibrating polarimetric radiometers. In order to 

accurately calibrate the radiometer, it is necessary to identify and quantify the non-ideal 

characteristics of the CNCS itself. To achieve that, parameterized forward models for 

both the CNCS and radiometer have been developed. A calibration algorithm estimates 

the parameters of the cascaded forward model from the radiometer measurements while 

the CNCS settings are varied over a suitable range. Simulations and demonstrations show 

that the calibration test set is efficient, and that the calibration algorithm can calibrate a 

fully polarimetric radiometer (receiver only) with high accuracy. 

3.1 CNCS Overview 

An X-Band version of the CNCS has been used previously to characterize the 

correlating receivers in the NASA/U-Michigan airborne Lightweight Rainfall Radiometer 

[52]. A new and improved L-band version [69-71] is to aid in the characterization of the 

Aquarius radiometers. A functional block diagram of the CNCS is shown in Figure 3.1 

and a photo is shown in Figure 3.2. The system consists of a commercial Arbitrary 

Waveform Generator (AWG), a pair of frequency upconversion modulators with integral 
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calibration reference sources (referred to as the "RF Heads"), and a local oscillator which 

provides coherent LO signals for the two channels through a power divider. 

The AWG is an Agilent model N6030A with fixed 1.25 GS/sec internal sample 

clock. It has two independent output channels with maximum analog bandwidths 500 

MHz. The correlation between the pair of signals is determined by the values loaded into 

the look up tables of the AWG [51]. The values are converted into analog signals by a pair 

of 15-bit digital-to-analog converters (DACs) that are synchronously triggered by the 

internal sample clock. The strength of the analog signal exiting the DACs is adjusted by 

amplifiers with 3.3 dB of gain control. AWG signals can also be commanded on and off. 

The AWG signals are coherently upconverted by the RF Head to the operating 

frequency of the Radiometer Under Test (RUT). The RF Head includes an ambient 

reference load and an active cold load (ColdFET) to correct for variations in AWG output 

power. They are housed in a thermally controlled environment with a typical temperature 

stability of 0.05°C RMS over time scales of tens of minutes. The temperatures of the 

ambient and cold loads are continuously monitored to allow for temperature dependent 

corrections to their brightness temperatures. The ColdFET, which is a backward installed 

LNA [72], provides uncorrected noise backgrounds for the output signal of each channel. 

To increase the electrical isolation between parts, isolators and attenuators are inserted in 

several places, as noted in Figure 3.1. A bandpass filter is also used in each RF Head to 

reduce unwanted RF and IF signal leakage between channels. This eliminates any 

significant cross-talk between the v- and /z-pol channels and ensures that the degree of 

partial correlation between channels is due solely to the AWG programming. 
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Figure 3.1 Functional block diagram of the CNCS 

Figure 3.2 Photo of the L-band CNCS 

3.2 CNCS Forward Model 

The CNCS consists of several active components and numerous passive 

interconnects. There is a digital-to-analog converter and an amplifier inside the 

commercial AWG, and a mixer installed in the temperature controlled RF Head. These 
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components can be temperature sensitive and cause drifts in the strength of the CNCS 

output signals. In addition, the correlation between CNCS signals is related to the phase 

imbalance between its channels. All of these non-ideal properties could lead to calibration 

errors if not properly accounted for. To achieve this goal, a parameterized forward mode 

for radiative transfer through the CNCS is developed to represent the relationship between 

its user-controlled settings and the signals that it injects into the RUT. The strength of the 

signal generated by the AWG is controlled in two ways. The relative signal level over 

time is determined by the numerical values that are loaded into its software look up table. 

The look up table defines a normalized version of the signal. The absolute signal strength 

is determined by an AWG voltage gain setting, G. The gain setting can be varied in 

software from 0.17 to 0.25. This amounts to a variation in the AWG output power of 3.3 

dB. Variations in the AWG output power have been verified, using a high precision 

power meter, to be linearly related to G to better than 99.986%. 

Signals generated by the CNCS contain one component generated by the AWG 

and a second component originating from either an ambient matched load or an active 

cold load. The brightness temperature of the AWG signal, referenced to the output of the 

RF Head, can be expressed as 

T =k(G2T +0 ) (3.2.1) 

where k is scale factor used to represent gain imbalance between the two CNCS channels. 

G is the voltage gain of the AWG channel. T„ = 4480 Kelvin is the nominal brightness 

temperature generated by the AWG, and Oawg is a possible offset brightness temperature. 

The total brightness temperature of each individual CNCS channel is the sum of 

the AWG component plus that of either the ambient load or active cold load. If the two 
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CNCS channels are used as inputs to the vertical and horizontal polarization channels of a 

fully polarimetric radiometer, then the quadrature components of correlation between 

them will represent the third and fourth Stokes parameters. Decorrelation between the two 

CNCS channels due to differences in the phase of the transfer functions is assumed to be 

negligible when used to calibrate the L-Band radiometers under test considered here 

because the radiometers' RF bandwidths are considerably narrower than that of the signal 

path through the RF Heads of the CNCS. It should be noted that this simplifying 

assumption may not be the case when calibrating a radiometer with a much wider 

bandwidth. 

The complete CNCS forward model is given by 

Tv=kv(GX+Omg,v) + Ty,v 

Th=kh(G
2Jn+OawgM) + Ty,h 

T3=2^kv(GX+OaWf,v)-kh(GX+OawgM)-pcos(0 + A) 

T4 =2^kv(GX+Oawg,v)-kh(GX+OawsM)-psm(0 + A) 

kv and kh may differ to account for possible gain imbalances between the vertical and 

horizontal channels, Gv and G/, are the voltage gains of the respective AWG channels, 

Oawg,v and Oawg,h are the offsets of the AWG channels, p and 6 are the magnitude and 

phase of the correlation coefficient between the two channels, A is the electrical path 

length imbalance between the two CNCS channels (resulting in a phase offset in the 

correlation, where a positive value for A means that the electrical path length of the A-pol 

channel is longer than that of the v-pol channel), and y = ambient or cold designates the 

background reference load selected in the RF Head. User-determined parameters of the 

CNCS forward model include the AWG gain settings (Gv, G/,), and the complex 

correlation coefficient (/?, 9). The non-ideal parameters of the forward model, which need 
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to be determined as part of the calibration procedure, are the gain imbalances (kv, fa), the 

AWG channel offsets (OaWg,v, OaWg,h), and the inter-channel phase imbalance, A. 

3.3 Polarimetric Radiometer Forward Model 

The forward model for a fully polarimetric radiometer describes the relationship 

between the raw data recorded by the radiometer and the input Stokes parameters in 

brightness temperature. The model accounts for the net cascaded gain of individual 

polarization channels, unwanted but unavoidable cross-coupling between the channels, 

and measurement offsets that are not due to the input Stokes parameters {e.g. from 

internally generated receiver noise and detector biases). 

Calibration of a radiometer consists of determining each parameter in its forward 

model. What forward model to use depends on the particular radiometer type. Examples 

of forward models appropriate for several coherent and incoherent detection radiometer 

architectures are considered here for illustrative purposes. 

For a fully polarimetric radiometer that uses incoherent detection, the forward 

model is given by 

v 
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(3.3.1) 

where Cx for x = v, h, P, M, L and R are the raw radiometer measurement "counts" for 

each of its six polarimetric channels, Ty for y = v, h, 3 and 4 are the input Stokes 

parameters, Gxy are the gain matrix elements that relate input signals to output 
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measurements, and Ox are offsets in the measurements that are not related to the input 

signals. 

The 30 unknown parameters that need to be determined in this forward model are 

Gxy and Ox. For the Aquarius radiometer, since there are no left- and right-hand circular 

polarization channels, the appropriate forward model is a simplified version of (3) that 

omits Cx, Ox, and G^ for x = L and R and y = v, h, P, M, L and R. In this case, there 

would only be 20 unknown parameters to be determined. Note that the input signal, T4, 

cannot be omitted since it can still influence the measurements if there is any polarization 

leakage present. 

The forward model for a fully polarimetric radiometer that uses coherent detection 

is given by [49] 

fC } 

ch 

c3 

There are 20 unknown parameters (G^ and Ox) to be determined in this case. If 

the radiometer uses coherent detection without a fourth Stokes channel {i.e. measures only 

the in-phase component of the correlation between v- and /?-pol signals), then the forward 

model will be a simplified version of (3.3.2) in which Q, G^ and O4 for y = v,h,3 and 4 

are omitted. In this case, there would be 15 unknown parameters to be determined. This 

last case applies to the benchtop radiometer that has been used to experimentally validate 

the performance of the new L-Band CNCS, the results of which are presented in Section 

3.6, below. 

Ghv Ghh 

^v3 ^vA 

G„ 

i u. 

+ 
'3v ' 3/i 

G o., 

(3.3.2) 
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3.4 Inversion Algorithm 

The forward models for both the CNCS and radiometer can be combined together 

into a single composite forward model which relates the desired brightness temperatures 

that are programmed into the CNCS to the output digital counts that are measured by the 

RUT. In order to simultaneously retrieve both the gain matrix and offsets of the 

radiometer together with the CNCS forward model parameters, a suitable set of test data 

is required. The test data are generated by varying CNCS software settings (p, 6, Gv and 

Gh in Equation 3.2.2) and hardware switch positions (AWG signal either on or off, 

background TB source either ambient or cold load). The complete combination of CNCS 

settings that is used is listed in Table 3.1. 

The test vectors tj, t4, t7, tjo and tu are signals from the AWG and are added onto 

the ColdFET. Those test vectors are linearly independent of each other and are varied 

with different strength, correlation coefficient magnitude and phase. Certain 

characteristics of the Stokes brightness temperature entering the RUT are a function of 

the 4 variables: 1) the strength of each channel; 2) the correlation coefficient magnitude; 

and 3) the phase), so 5 linearly independent test vectors are the minimum that is required. 

Because the CNCS is not ideal and the signal strength from the AWG is unknown, 2 

additional test vectors with known but different brightness temperatures are required to 

calibrate the signal strength of the CNCS channels while it is being used to calibrate the 

RUT. The 2 additional test vectors are ?2 and ?j (or ts and U, .... Here, fc is the same as ts 

and t3 is the same as t(» and so on.). 

There is some redundancy of information provided by this set of test vectors. 

However, the precision and reliability of the retrieved forward model parameters are both 
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improved by over constraining the system of equations from which they are derived, so 

the redundancy is retained. 

Table 3.1 CNCS Calibration Test Set 

Test 
Vector 

h 
h 
h 
U 
ts 
h 
ti 

h 
h 
ho 
t\\ 
hi 

*13 

t\\ 

hs 

p 

0 
0 
0 
0 
0 
0 
0 
0 
0 

e 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

45° 
45° 
45° 

Gv 

0.17 
0.17 
0.17 
0.25 
0.25 
0.25 
0.17 
0.17 
0.17 
0.25 
0.25 
0.25 
0.25 
0.25 
0.25 

Gh 

0.17 
0.17 
0.17 
0.17 
0.17 
0.17 
0.25 
0.25 
0.25 
0.25 
0.25 
0.25 
0.25 
0.25 
0.25 

AWG 
signal 

on 
off 
off 
on 
off 
off 
on 
off 
off 
on 
off 
off 
on 
off 
off 

Background 
TB 
cold 
cold 

ambient 
cold 
cold 

ambient 
cold 
cold 

ambient 
cold 
cold 

ambient 
cold 
cold 

ambient 

All elements of the radiometer gain matrix and measurement offset, and all 

parameters of the CNCS forward model except for its channel phase imbalance, A, can be 

satisfactorily estimated from the measurements using an over-constrained, nonlinear, 

iterative minimization method. The dependence of the channel phase imbalance on the 

test settings is not sufficiently unique, relative to the other parameters, to be retrievable 

by inversion of the complete forward model given a calibration dataset that can be 

generated automatically. (Many of the characterization tests that are enabled by the 

CNCS become extremely laborious if the calibration test set is not automatically 

generated.) The CNCS channel phase imbalance must be estimated by manually cross-
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swapping the interconnecting cables between the CNCS and the radiometer under test. 

This is the one step in the calibration procedure that is not fully automated. Fortunately, 

the channel phase imbalance has, in practice, been found to be extremely stable over time 

and so not in need of frequent recalibration. 

The complete set of unknown parameters in the composite forward model for both 

the CNCS and RUT can be combined together into a single unknown vector, X , given 

by 

X={K> K Oawg,v, OawgM,A, Gmn and Om } (3.4.1) 

where m = v, h, P, M, L, R for an fully polarimetric incoherent detection radiometer, 

while m = v, h, 3 and 4 for a fully polarimetric coherent detection radiometer, and n = v, 

h, 3 and 4 in either case. The individual elements of X are defined in Equation (3.3.1) 

and (3.3.2). All of the radiometer measurements made during the calibration test can be 

similarly combined into a measurements vector, C , given by 

C = / ( X ) (3.4.2) 

where each element of C is the measurement count for one of the six polarimetric 

radiometer channels at one of the fifteen CNCS settings listed in Table 3.1, and where/ 

represents the complete forward model. 

The estimation of X given C is performed by inverting Equation (3.4.2) using 

the iterative Newton-Raphson method. Specifically, a first guess at X is made, denoted 

by X . The Jacobian matrix, J, of partial derivatives off with respect to elements of X 

evaluated at X is next computed numerically. An updated estimate of X is then made 

according to 
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X' = X + (jT • jY JT(C- f(X)) (3.4.3) 

where superscript T denotes transpose. 

This process is iterated until changes in X become vanishingly small and X has 

converged to that value which minimizes the norm-squared difference between C and 

f(X). Determining the parameters of the RUT forward model is equivalent to 

calibrating it. 

The CNCS channel phase imbalance, A, is determined by manually cross-

swapping the interconnecting cables between the CNCS and the radiometer under test. 

When cross-swapped, CNCS output port V is connected to the radiometer input channel 

H, and CNCS output port H is connected to the radiometer input channel V. Cross-

swapping changes the sign, but not the magnitude , of A in the CNCS forward model. In 

both the standard and cross-swapped position, their radiometer parameters that are 

retrieved should be the same since the radiometer itself has not changed. Some of the 

radiometer parameters (e.g. Gvv and Ghh) are not sensitive to either the radiometer or the 

CNCS phase imbalance. Other of the parameters (e.g. G« and GP4, or GM3 and GM4, etc 

in Equation (3.3.1), or G33 and G34, etc in Equation (3.3.2)) are sensitive to the CNCS 

phase imbalance and so will vary with A. Using both the standard and cross-swapped 

measurements, the assumed value of A is varied incrementally over all possible values 

and, for each value, a new estimate of Gxy (x=P, M, L, R, 3 or 4; y=3 or 4) is made using 

the Newton-Raphson method. In this way, a value of A is found for which the retrieved 

estimate of Gxy (x=P, M, L, R, 3 or 4; y=3 or 4) is the same in both the normal and cross-

swapped cable positions. Two possible solutions are obtained in this manner and the 
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ambiguity is resolved using a prior knowledge of the CNCS component characteristics or 

other verification. 

Once the gain matrix is known, the phase imbalance of the radiometer can be 

obtained directly from Gxj and GX4 (x=P, M, L, R, 3 or 4) by 

A0 = 

sin 

180°-sin 
G 

2 
xA J 

V G < 3 + G 2 
xA J 

if G,3>0 

if C,3<0 

(3.4.4) 

The phase imbalances of the radiometer might be 180° different using different 

polarization channels. This is because the 2 hybrid coupler outputs are 180° different. 

3.4.1 Necessity of the Cable Swapping 

The CNCS channel phase imbalance, A, can not be retrieved simultaneously with 

other unknown parameters, and this is shown below. 

The radiometer outputs can be represented by the following equation which is a 

simplified version from the CNCS and radiometer forward models (3.2.2) and (3.3.1). 

Cx,m = fx,m + Gx3Tcc,m cos(0w + A) + Gx4Tcc,m sin(0m + A) (3.4.5) 

where x = v, h, P, M, L and R stand for the radiometer polarization channel x; 

m = 1, 2, ..., or 15 is the index of test vector in Table 3.1; 

fx>m is the sum of all the terms except the terms containing GX3 and/or GX4, 

and 

Tcc = 2 • JKiGX + Oaw^v) • kh{G\Tn + OawgM) • p (3.4.6) 
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In the Jacobian matrix in Equation (3.4.3), the columns with partial derivatives of 

Cx,m with respect to GX3 and GX4 are individually given by 

dG 
cos«9+A)/, 6x6 

x3 

dc 
dG 

sin(0m + A)/6x6 

(3.4.7a) 

(3.4.7b) 
xA 

The column with partial derivatives of Cx,m with respect to the CNCS channel 

phase imbalance, A, is given by 

a 
dA 

' r 
r 

Cp,m 

c 
GL,m 

. R>m . 

Gv3 

Gh3 

GP3 

GM3 

GL3 

. G R 3 . 

rcc>msin(0m+A) + 

G vA 

ThA 

'PA 

'MA 

•LA 

'RA 

Tcc,m 

cos(0m + A) 
(3.4.8a) 

or 

_a_ 
dA 

' r 
v,m 

c 
^ P,m 

r 
GL,m 

_^R,m _ 

= -
fdC } 

u^x,m 

V a G * 3 y 

Gv3 

Gh3 

GP3 

GM3 

GL3 

_ G « 3 _ 

+ 
fdC } 

GvA 

GhA 

GP4 

GMA 

GLA 

-GR4. 

(3.4.8b) 

Since the radiometer gain matrix elements are independent on the test vector, the 

column with partial derivatives of Cx,m with respect to A is linearly dependent on the 

columns of Cx<m with respect to GX3 and GX4- That means the Jacobian matrix in Equation 

(3.4.3) is not fully ranked if the CNCS channel phase imbalance, A, is considered 

unknown during the pseudo-inversion. 
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3.4.2 Estimated Performance using a Simulation with the Regular Test Set 

To evaluate the CNCS inversion algorithm, a Monte-Carlo simulation is 

conducted with variable integration time. The parameters of the CNCS and the RUT are 

listed in Table 3.2. The gain matrix used is for the NASA Goddard Airborne Earth 

Science Microwave Imaging Radiometer (AESMIR) calibrated by the X-band CNCS in 

2004 [68] and the receiver noise temperatures have been calculated from those earlier 

measurements. The offsets in Equation (3.3.1) are assumed to be from the receiver noise 

temperature only. 

Table 3.2 Parameters of the CNCS and the RUT used in Monte-Carlo simulation 

Device 

CNCS 

RUT 

Name 
Channel gain 

imbalance 
Channel offset 

Channel phase 
imbalance 
ColdFET 

Reference load 

Gain matrix 
(units: mV/K) 

Receiver noise 
temperature 

Value 
1.083 (v) 
0.980 (h) 

8.320 K (v) 
6.843 K (h) 

-21.581° 

85.495 K (v) 
89.989 K (h) 

293 K (v & h) 
12.679 

0 
5.277 
5.626 
6.156 
5.907 

0 
9.177 
5.641 
6.015 
5.923 
5.683 

0 
0 

5.409 
-5.987 
-0.196 
-0.188 

0 
0 

-0.015 
-0.016 
6.435 
-5.978 

556.337 K (v) 
618.477 K(h) 

The Monte-Carlo simulation process is shown in Figure 3.3. The values of the 

voltage gain control, Gv & G/,, of the CNCS channels, the correlation coefficient 

magnitude, p, and phase, 0, are varied to generate a complete Stokes brightness 
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temperature test set {Tx:x = v,h,3&4} (see Table 3.1 for the values of Gv Gh, p and 0). 

The outputs from the radiometer model are noise-free. To simulate the true output of a 

radiometer, correlated noise is added to the outputs to simulate the radiometer 

measurements (see Radiometer Outputs in Figure 3.3). The correlated noise is calculated 

by using Equations (2.2.9), (2.4.3) and Equations in [51]. Using the inversion algorithm, 

retrieved CNCS and radiometer models are obtained. 

At the beginning of the Monto-Carlo simulation, two tests are performed to 

investigate whether there is more than 1 solution for a given set of measurements. First 

the initial values of all unknown parameters except the CNCS channel phase imbalance 

are randomly selected over a physically reasonable range — for example, kv can not be 

negative or the AWG brightness of v-pol channel will be negative. Results of 1000 such 

trials show that the retrieval results are independent of the initial assignment to the 

unknown parameters. Second, the value of an unknown parameter is varied over a 

physically possible range about its true value (as listed in Table 3.2) while the values of 

the other unknown parameters are held constant. The radiometer outputs with and 

without a varied parameter are compared and the RMS error is calculated. If there is a 

single minimum error solution for the CNCS and the radiometer parameters, then the 

RMS error as a function of the varied parameter should have a signal minimum and it 

should increase monotonically as the value of the parameter is varied away from its true 

value. This test is no tall-inclusive of all possible parameter values in the solution space, 

but it helps to increase the credibility that there are not multiple solutions. All of the 34 

unknown parameters were varied individually in this way and the results indicate that 

there is only one minimum error solution. 

78 



To evaluate the performance of the retrieval, the simulated measurements (see 

Radiometer Outputs in Figure 3.3) and the retrieved radiometer model are used to 

estimate the Stokes brightness temperatures at the radiometer inputs. The estimated 

Stokes brightness temperatures are denoted as {Tx'\ x = v, h, 3 & 4}. They are compared 

with the input Stokes brightness temperatures {Tx: x = v, h, 3 & 4} and their RMS errors 

are shown in Figure 3.4. The integration time is defined as the dwell time of each CNCS 

status. Each simulation is repeated 1000 times. 

The RMS errors in the Stokes brightness temperatures are calculated by 

\Y(T -T' ) 
Sx = V -i for x = v, h, 3 & 4 (3.4.9a) 

n 

where n is the number of the corresponding Stokes brightness temperature. 

The 'avg' in Figure 3.4 is calculated by 

I 2 2 2 2 

t(T,.,-K.) +i(n.,-TL) +±{TX.-T;,) +£(T,„-T;J 
S„ =p ' ^ ' (3.4.9b) 

The CNCS channel phase imbalance is retrieved by cross-swapping the CNCS 

output cables. In both cases, the radiometer channel phase imbalances are assumed 

unchanged. In that case, the retrieved precision of the radiometer channel phase 

imbalance is that of the CNCS channel phase imbalance. The results are shown in Figure 

3.5. 
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Figure 3.4 Performance evaluation of the inversion algorithm 
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Precision of the Retrieved CNCS Channel Phase Imbalance 
0.04 

0 -
10° 10 102 

Integration Time ( sec ) 

Figure 3.5 Precision of the Retrieved CNCS Channel Phase Imbalance 

Another simulation is done to examine the correlation between the retrieved 

parameters to check if there are enough variations in the calibration data set to decouple 

the solutions for the parameters. Uncorrelated noise was added to the radiometer channel 

outputs and a Monte-Carlo simulation was conducted. The correlation coefficients 

between the retrieved parameters are shown in Table 3.3 (only the lower triangle is 

shown; the upper triangle is symmetric with respect to the diagonal), and the histogram of 

the correlation coefficients is shown in Figure 3.6. Most of the magnitudes of the 

correlation coefficients are less than 0.2 and none of them are totally correlated. Results 

show that the calibration data set is a complete data test. 
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Figure 3.6 Histogram of the magnitudes of the correlation coefficients 
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Table 3.3 Correlation Coefficient between the Retrieved Parameters 

Ky 

h 
*~'awg,v 

*-/awg,h 

Gvv 

GVh 

GV3 

GV4 

ov 
Ghv 

Ghh 

Gh3 

Gh4 

oh 
Gpv 

Gph 

Gp3 
Gp4 

OP 

GMV 

Guh 

GM3 

GM4 

OM 

GLV 

Gih 

Gu 

GlA 

0L 

GRV 

Gp.h 

GR3 

GR4 

OR 

Ky 

1 

-0.50 

-0.97 

0.49 

-0.79 

0.77 

-0.55 

-0.52 

0.05 

-0.38 
0.40 

0.29 

0.23 

-0.13 

-0.67 

0.65 

-0.27 

-0.06 

-0.05 
-0.67 

0.64 

0.20 

-0.17 

0.00 

-0.68 

0.64 

-0.15 

-0.23 

0.03 

-0.66 
0.64 

-0.18 

0.10 
-0.04 

kh 

1 

0.48 

-0.97 

0.37 

-0.37 

0.26 

0.28 
0.02 

0.78 
-0.80 

-0.54 

-0.53 

0.22 

0.64 

-0.65 

-0.27 

-0.12 

0.09 

0.66 

-0.66 

-0.05 
-0.14 

0.07 

0.65 
-0.67 

-0.10 

-0.26 

0.10 

0.65 

-0.65 

-0.13 

-0.01 

0.09 

Uawg, v 

1 

-0.50 

0.75 

-0.77 

0.50 

0.49 

-0.01 

0.38 
-0.38 

-0.26 

-0.21 

0.13 

0.63 

-0.63 

0.25 

0.06 
0.07 

0.65 

-0.63 

-0.18 

0.16 

0.01 

0.65 

-0.63 

0.15 

0.20 

-0.02 

0.64 

-0.62 

0.16 

-0.08 

0.03 

i^awgyh 

1 

-0.36 

0.37 

-0.23 

-0.27 

-0.04 

-0.79 
0.77 

0.50 

0.48 

-0.19 

-0.64 

0.64 

0.24 

0.10 

-0.08 

-0.65 
0.64 

0.07 

0.13 

-0.06 

-0.65 

0.66 

0.09 

0.23 

-0.09 
-0.64 

0.64 

0.12 

0.03 

-0.08 

Gvv 

1 

-0.95 

0.38 

0.38 

-0.15 

0.28 
-0.29 

-0.25 
-0.17 

0.08 

0.51 

-0.50 

0.23 

0.05 

0.00 
0.50 

-0.49 
-0.15 

0.14 

0.01 

0.53 

-0.49 

0.11 

0.19 

-0.04 
0.52 

-0.51 
0.17 

-0.08 
0.07 

Gvh 

1 

-0.40 

-0.42 

-0.13 

-0.29 
0.29 

0.22 

0.16 

-0.08 

-0.50 

0.49 

-0.22 

-0.05 
-0.02 

-0.48 
0.47 

0.15 

-0.15 

-0.03 

-0.51 

0.48 
-0.12 

-0.17 

0.03 
-0.51 

0.50 

-0.15 

0.06 

-0.05 

GV3 

1 

-0.13 
0.04 

0.19 
-0.21 

-0.14 

-0.13 

0.08 

0.38 

-0.36 

0.16 

0.05 

-0.01 

0.36 

-0.35 

-0.11 
0.17 

-0.02 

0.35 

-0.34 

0.07 

0.16 

-0.02 

0.39 

-0.38 

0.13 

-0.08 
0.04 
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Table 3.3(cont.) Correlation Coefficient between the Retrieved Parameters 

GV4 

ov 
Ghv 

Ghh 

Gh3 

Gh4 
Oh 

Gpv 

Gph 
Gp3 

Gp4 

OP 

GMV 

GMh 

GM3 

GM4 

OM 

GLV 

Gih 

Gu 

Gu 

0L 

GRV 

GRh 

GR3 

GR4 

OR 

GV4 

1 

0.09 

0.23 

-0.24 

-0.16 

-0.12 

0.07 

0.35 
-0.35 

0.12 

0.05 

0.03 
0.34 

-0.33 

-0.10 

0.05 

0.02 

0.37 
-0.34 

0.07 

0.11 

-0.03 

0.31 

-0.30 

0.07 

-0.03 

0.01 

ov 

1 

0.05 

-0.05 

0.05 

-0.02 

0.00 

-0.02 

-0.01 

-0.04 

-0.02 

0.05 

-0.04 

0.03 

0.00 

0.01 
0.02 

-0.04 

0.01 
0.00 

-0.03 
0.04 

0.02 

0.00 

-0.06 

0.04 

-0.05 

Ghv 

1 

-0.95 

-0.46 

-0.43 

0.11 

0.50 
-0.49 

-0.16 

-0.10 

0.05 

0.54 

-0.53 

-0.02 

-0.11 

0.06 
0.52 

-0.53 

-0.10 
-0.17 

0.08 

0.53 
-0.52 

-0.12 

0.01 
0.05 

Ghh 

1 

0.41 

0.40 

-0.38 

-0.49 
0.50 

0.19 

0.10 
-0.06 

-0.55 

0.55 
0.02 

0.11 

-0.06 
-0.52 

0.54 

0.09 
0.19 

-0.08 

-0.53 
0.52 

0.14 

-0.02 

-0.06 

Gh3 

1 

-0.11 

0.01 

-0.35 

0.35 

0.12 

0.06 
-0.02 

-0.36 

0.36 

0.02 

0.06 

-0.04 

-0.37 

0.38 
0.07 

0.13 

-0.03 

-0.35 

0.36 

0.05 

-0.01 
-0.04 

Gh4 

1 

-0.04 

-0.32 

0.32 

0.19 

0.06 

-0.03 

-0.35 

0.35 

-0.03 

0.11 

-0.03 
-0.32 

0.36 

0.08 

0.15 
-0.12 

-0.32 

0.32 

0.11 
-0.04 

-0.03 

oh 

1 

0.12 

-0.13 

-0.11 

0.01 
0.02 

0.17 

-0.17 

-0.03 

0.02 

0.01 
0.14 

-0.16 
-0.02 

-0.04 

0.04 

0.13 
-0.14 

-0.03 

0.01 

0.03 

Gpv 

1 
-0.94 

0.00 
-0.07 

-0.06 

0.56 

-0.54 

-0.14 

0.06 

0.05 

0.59 
-0.57 

-0.01 

0.06 

0.01 

0.58 

-0.57 

0.05 

-0.03 

0.02 

Gph 

1 

-0.02 

0.01 

-0.25 

-0.56 

0.55 

0.14 

-0.05 

-0.05 

-0.58 
0.56 

0.00 
-0.02 

-0.01 

-0.57 

0.56 

-0.03 
0.02 

-0.02 
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Table 3.3(cont.) Correlation Coefficient between the Retrieved Parameters 

Gp3 

Gp4 

oP 
GMV 

GMh 

GM3 

GM4 

OM 

GLV 

Gut 

GL3 

GIA 

oL 
GRV 

GRh 
GR3 

GR4 

OR 

Gp3 

1 

-0.40 

0.04 

0.01 

0.01 

-0.08 
0.19 

-0.02 

0.05 

0.00 

0.13 

0.28 

-0.11 

0.00 

0.02 

0.19 

-0.07 

-0.03 

Gp4 

1 

0.13 

-0.02 

0.04 

-0.04 

0.05 

-0.05 
-0.04 

0.05 

0.07 

0.08 

-0.03 

-0.01 
0.02 

0.08 

-0.06 
-0.01 

oP 

1 

0.08 

-0.10 

-0.04 
0.00 

0.04 

0.04 

-0.03 

0.04 

-0.09 

-0.03 

0.06 

-0.05 

-0.05 
0.03 
-0.01 

GMV 

1 

-0.94 

-0.17 

-0.05 
-0.04 

0.59 

-0.59 

0.06 

-0.01 

0.05 

0.59 
-0.57 

0.01 
-0.07 

0.05 

GMh 

1 

0.05 
-0.02 

-0.25 

-0.56 

0.57 

-0.06 

0.04 

-0.06 

-0.57 

0.56 

0.01 
0.04 

-0.06 

GM3 

1 

-0.50 

0.20 

-0.09 

0.06 

-0.06 

-0.08 

0.05 
-0.14 

0.12 

-0.02 

0.02 
0.02 

GM4 

1 

0.14 

-0.01 

0.05 

0.07 

0.17 

-0.08 

0.04 

-0.03 

0.06 

0.01 
-0.04 

0M 

1 

0.01 

-0.02 

0.03 

-0.05 
0.02 

0.02 

-0.03 

-0.01 

0.03 
0.02 

GLV 

1 

-0.94 

-0.01 

-0.01 

-0.07 

0.58 
-0.57 

0.05 

-0.05 
0.07 

Table 3.3(cont.) Correlation Coefficient between the Retrieved Parameters 

Gun 

Gu 

GL4 

oL 
GRV 

GRh 
GR3 

GR4 

OR 

Gih 
1 

-0.03 

0.00 
-0.23 
-0.57 

0.57 

-0.03 
0.04 

-0.08 

GL3 

1 

-0.40 
0.06 
0.01 

0.00 

0.09 

-0.03 

-0.01 

GL4 

1 

0.02 
0.04 

-0.01 

0.15 

-0.08 

-0.04 

oL 

1 

0.03 
-0.04 

-0.02 

0.02 

0.05 

GRV 

1 

-0.94 

-0.02 

-0.11 

-0.02 

GRh 

1 

-0.05 

0.00 

-0.27 

GR3 

1 

-0.55 

0.16 

GR4 

1 

0.20 

OR 

1 
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3.4.3 Performance by Simulation with Varied Test Set 

The size of the calibration data set is varied to check the change in performance of 

the retrieval. Two simulations were conducted. The first uses a larger data set volume, 

and the second uses the minimum size of the calibration data set. 

The first simulation attempts to find the benefit due to an increase in size of the 

test vector. Integration time is varied as well to check its effect on the retrieved parameter 

precision comparing with the precision with the increased volume of test vectors only. 

Simulation results find that the retrieved performance is more dependent on the 

integration time than on the addition of test vector elements. This might be due to that the 

additional test vector is not totally independent to the other test vectors. This simulation 

includes 3 tests with different test set and/or integration time. 

Test 1 used a test set exactly the same as that in Table 3.1 with integration time 

Is, the time to take one set of measurements is 15s; test sets of Test 2 & 3 are the same. 

They are formed by adding additional 3 test vectors to the first test set and the 3 

additional test vectors are the same as the test vectors tu, tu and tis in Table 3.1, except 

that their correlation coefficient phases are 90°. The additional test vectors are listed in 

Table 3.4. Integration time is Is for test 2 and 0.833s for test 3. Then the time to take one 

set of measurements is 18s for test 2 and 15s for test 3. Monte-Carlo simulation was 

taken 1000 times for each case, and the result is shown in Table 3.5. 
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Table 3.4 Additional test vectors for Test 2 & 3 

Test 
Vector 

tl6 

hi 

'18 

P 

1 
1 
1 

e 

90° 
90° 
90° 

Gv 

0.25 
0.25 
0.25 

Gh 

0.25 
0.25 
0.25 

AWG 
signal 

on 
off 
off 

Background 
TB 
cold 
cold 

ambient 

Table 3.5 Performance comparison with different test set and integration time 

Test 1 
Test 2 
Test 3 

RMS error 
Tv 

( K ) 
0.104 
0.104 
0.111 

( K ) 
0.092 
0.091 
0.098 

( K ) 
0.110 
0.109 
0.120 

T4 

( K ) 
0.106 
0.116 
0.125 

avg 
( K ) 
0.103 
0.105 
0.114 

From Table 3.5, it can be found that the results of Test 1 and 2 are almost the 

same, but that of Test 3 is about 8.2% worse than the others and this result is matched 

with the factor 1 / 

Reducing the size of the test set in Table 3.1 has also been explored. The 

redundant test vectors tx (x=5, 6, 8, 9, 11, 12, 14 & 15) are removed, and the remaining 

test vectors form a minimum test set. The simulation result is shown in Figure 3.7. The 

average precision of the estimated Stokes brightness temperatures are 30% worse than 

that of the regular test set. This is because the precision of the calibration reference plane 

which separate the CNCS and the RUT is determined by the precision of the brightness 

temperatures of both of the CNCS ColdFET and the CNCS reference load. Less 

integration time will lead to worse retrieval precision. 
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avg (regular test set) 

avg (min test set) 

"102 

Figure 3.7 RMS uncertainty comparison between the estimated Stokes TBs with 
regular test set and that with minimum test set. 

3.5 Antenna-Receiver Impedance Mismatching Correction 

One correction to the CNCS & RUT forward model is necessary if the impedance 

match between it and the CNCS differs from the match with the antenna that would be 

connected in place of the CNCS during normal data taking. The impedance mismatch 

between the CNCS and RUT receiver has two potential effects - it can change the 

apparent brightness temperature of the CNCS active cold load and it can alter a number of 

the elements of the RUT's polarimetric gain matrix and offset vector, relative to what they 

would be when connected to an antenna with a different impedance match. Corrections 

for both of these effects are considered here. The impact of impedance mismatches 

between a radiometer receiver and its antenna on the digital counts measured by the 

radiometer has been addressed previously by Corbella et al. [57-59]. Their approach is 

adopted here, generalizing the input impedance mismatch to include that with the CNCS 

as well as the antenna. A detailed derivation of the corrections to the forward model 

parameters due to impedance mismatches is provided in the Appendix 4. 
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3.6 Calibration Procedure and Demonstration 

A benchtop RUT, the DetMit radiometer, is introduced. The test procedures that 

were followed to calibrate the benchtop RUT with the CNCS, together with the resulting 

estimates of the parameters of the CNCS and RUT forward models and of their accuracy 

and precision, are described in this section. 

3.6.1 L-band Correlating Polarimetric Radiometer 

The DetMit radiometer was used to demonstrate the calibration methodology of 

the CNCS. Its system block diagram is shown in Figure 3.8. Input vertically and 

horizontally polarized signals are filtered and amplified, then coherently down-converted 

to an IF band. The IF signals are then processed by the Agilent Digital Detector (ADD) 

[73]. ADD digitizes the input signals and then implements digital signal processing 

operations to measure the Stokes parameters. The 1st and 2nd Stokes parameters are 

measured by their self-correlations of the input signals respectively while the third Stokes 

parameter is directly measured by their product. Matched loads connected to the input 

switches, together with a noise diode, are used for radiometer calibration. The noise 

diode's noise signal is divided by a Wilkinson power divider and coupled into the 

radiometer channels. 
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Figure 3.8 Simplified block diagram of the L-band radiometer 

3.6.2 Radiometer Stability 

The calibration test set consists of fifteen variations of the input signals generated 

by the CNCS (see Table 3.1). During the time over which the test set is generated, both 

the CNCS and radiometer forward models should not vary appreciably. The stability of 

the radiometer is determined from a long time series of measurements made while 

continuously observing the CNCS reference load (i.e. calibration test signal ts in Table 

3.1) in its "total power" mode - without any calibration or corrections for gain variations. 

The Allan variance of the measurements is used to characterize the stability of the 

radiometer [74]. Figure 3.9 shows the derived Allan standard deviation of the radiometer 

measurements versus integration time for both the v-pol and /i-pol channels. The 

minimum standard deviation occurs at an integration time of 30 seconds and 32 seconds 

for the v- and /i-pol channels, respectively. Based on these results, a complete calibration 

data set should be completed in no more than 30 seconds. The results presented here are 

based on measurements made with a dwell time of 2 seconds on each of the fifteen 

calibration test settings. 
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Figure 3.9 Allan standard deviation versus integration time of free running 
radiometer characterizes the inherent stability of the radiometer receiver. 

3.6.3 CNCS Stability 

CNCS stability is characterized using a similar Allan variance analysis, but with 

the radiometer observing a CNCS signal composed of an active cold load background to 

which an AWG signal is added that raises the brightness temperature to that of the 

ambient load. This choice is made under the assumption that the dominant source of 

drifting in the CNCS signal will be the stability of the AWG output signal strength. In 

order to remove the effects of drifts in radiometer gain, data are taken in a repeated cycle 

of the CNCS ambient load, cold load alone, and AWG + cold load (i.e. calibration test 

signals ti, t2 and t3 in Table 3.1). Dwell time on each of these signals is 5 seconds. 

Adjacent ambient and cold load measurements are used to calibrate the radiometer for 

each AWG + cold load measurement in order to remove the effects of radiometer drift. 

Figure 3.10 shows the resulting Allan standard deviation of the calibrated AWG + cold 

X:30 
Y: 0.039 

X:32 
Y: 0.045 
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load time series versus integration time. The minimum standard deviations for both v-

and /?-pol channels occur at integration times of approximately 200 s. In the event that 

some other radiometers under test were more stable than the CNCS, 200 s would be the 

upper bound on the time during which a complete calibrate test set should be measured. 

CNCS Stability Test 

Figure 3.10 Allan standard deviation versus integration time of frequently recalibrated 
radiometer while viewing the CNCS AWG signal characterizes the inherent stability of 
the CNCS signal source. 

3.6.4 CNCS ColdFET Calibration 

The brightness temperature of the CNCS active cold loads was determined using 

ambient and LN2 coaxial reference loads. The LN2 load and temperature regulated 

coaxial cable is a precision Maury Microwave MT7118 system with ±0.5 K uncertainty. 

Measurement of the LN2 and ambient loads provides an absolute calibration of the 

radiometer under test. Subsequent measurement of the active load allows the calibration 

to be transferred to the active cold load. The brightness temperatures of the active cold 

loads are found in this way to be 87.6 K and 92.3 K for the v- and /z-pol channels without 

correction for impedance mismatches, and 85.5 K and 90.0 K with the corrections 
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applied. This procedure has been repeated numerous times over periods of weeks and 

months and found to be repeatable at approximately the 1 K level. It should be noted that 

the brightness temperature of the active cold load should be recalibrated if a different 

RUT is used or if the passband characteristics of a RUT change significantly. This is 

because the brightness temperature of the reverse LNA at the heart of the active cold load 

is more frequency dependent than is a traditional LN2 load and so the effective brightness 

temperature of the active cold load will be more dependent on the specific passband 

frequency response of a radiometer. In summary, the apparent brightness temperature of 

the CNCS active cold loads changes by 2.1 and 2.3 K for the v- and /z-pol channels, 

respectively, due to the reflection of a small fraction of the RUT receiver noise 

temperature at the mismatched cold load interface. As a result of the high (~ 75 dB) 

isolation between v- and /z-pol channels of the CNCS, elements of the RUT gain matrix 

require only insignificantly small corrections. However, the offset brightness 

temperatures, Ov and Oh in Equation (3.3.1) and (3.3.2), do require small but significant 

corrections. 

3.6.5 CNCS Cable Cross-Swapping for Channel Phase Imbalance 

The CNCS channel phase imbalance, A, is determined by manually cross-

swapping the interconnecting cables between the CNCS and the radiometer under test. 

When cross-swapped, CNCS output port V is connected to radiometer input channel H, 

and CNCS output port H is connected to radiometer input channel V. Cross-swapping 

changes the sign, but not the magnitude, of A in the CNCS forward model. In both the 

standard and cross-swapped positions, the radiometer parameters that are retrieved should 

be the same since the radiometer itself has not changed. Some of the parameters (e.g. Gvv 
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and Ghh) are not sensitive to either the radiometer or the CNCS channel phase imbalance. 

Other parameters (e.g. G33) are sensitive to the CNCS channel phase imbalance and so 

will vary depending on what value is assumed for A. 

3.6.6 CNCS Forward Model Parameters Retrieval 

The Newton-Raphson method is not able to estimate the CNCS channel phase 

imbalance, A, shown in Section 3.4.1 Necessity of the Cable Swapping with current 

CNCS configuration. It can, however, estimate all other of the CNCS and RUT forward 

model parameters if A is known. In order to solve for A, its assumed value is varied in 

step size of 0.001° over all possible angles from 0 to 360° and, for each value, all other 

CNCS and RUT parameters are estimated. This is repeated with both the standard and 

cross-swapped cable positions. The retrieved values of the RUT parameters should not 

be affected by the cable arrangement if the correct value for A is assumed. If, on the 

other hand, the wrong value for A is used, the retrieval of any phase sensitive parameters 

will be affected and their estimated values will not be the same for both the standard and 

cross-swapped cable positions. An example of this situation is shown in Figure 3.11. The 

retrieved value of the RUT forward model parameter G33 is shown as a function of the 

assumed value of A in both the standard and cross-swapped cable positions. (In the 

figure, G33 has been normalized by (GvvGi,hf'5 to reduce the effects of radiometer gain 

fluctuations that may have occurred during the test.) There are only two values of A for 

which the same value of G33 is retrieved. One of the two values is the correct one and the 

other is an ambiguity. The two values differ enough that the ambiguity can be easily 

resolved by comparing them to an approximate estimate of A based on network analyzer 
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measurements. The correct solution is A = -21.581°. The negative value indicates that 

the electrical length of the v-pol channel is greater than that of the h-po\ channel. 

Normalized GJ3 \s. CNCS Phase Imbalance 

1 
i normal 

cable swapped 

0.5 
-21.581 

0 

-0.5 

-1 

-180 -90 0 90 180 
A (degree) 

Figure 3.11 CNCS channel phase imbalance, A, is retrieved by swapping v- and /z-pol 
interconnecting cables between the CNCS and radiometer under test. Only one 
unambiguous value of A produces the same estimate of the radiometer gain matrix 
element G33. 

Because normalized versions of G33 or G34 are used to derive the CNCS phase 

imbalance, cables do not need to be swapped within the time that G33 or G34 themselves 

are stable. This is confirmed by the fact that the channel phase imbalance has, in practice, 

been found to be extremely stable over time. 

All other parameters of the CNCS forward model, beside the channel phase 

imbalance, are retrieved simultaneously with the parameters of the radiometer forward 

model during the Newton-Raphson process. Those parameters retrieved while the correct 

value for the CNCS channel phase imbalance is assumed are the correct ones. All 

parameters of the CNCS forward model are listed in Table 3.6. Monte Carlo simulation 

shows that the precision {i.e. RMS uncertainty) of the CNCS output is 0.18 K and 0.13 K 
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for the v- and /z-pol channels, respectively. The precision of the CNCS channel phase 

imbalance is assumed to be the same as that of the radiometer phase imbalance, namely 

0.020°. 

Table 3.6. Retrieved CNCS Calibration Parameters 

Ky 

(unitless) 
1.083 

±0.001 

h 
(unitless) 

0.980 
±0.001 

( K ) 
8.320 

±0.239 

Uawg,h 

( K ) 
6.843 

±0.238 

A 
( ° ) 

-21.581 

3.6.7 Radiometer Under Test Forward Model Parameters Retrieval 

The retrieved polarimetric gain matrix and offsets of the RUT (as defined by (3.3.2)) are 
listed in 

Table 3.7. The RMS errors in each parameter, as determined by a Monte Carlo 

simulation of the retrieval process, are also listed in the table. Only NEDT error is 

included in this simulation. 

Table 3.7. Retrieved Radiometer Polarimetric Gain Matrix and Offset Vector 

GXy 
(Counts/K) 

and Ox (Counts) 

O
ut

pu
t 

v-pol 

h-pol 

3rd 

Stokes 

Input 
v-pol 

(Counts/K) 
12.950 

± 0.010 
-0.001 

± 0.008 
0.007 

± 0.003 

h-pol 
(Counts/K) 

-0.003 
± 0.010 
11.779 

± 0.008 
0.010 

± 0.003 

3r Stokes 
(Counts/K) 

0.009 
± 0.004 
0.004 

± 0.003 
5.792 

± 0.003 

4m Stokes 
(Counts/K) 

0.000 
± 0.004 
-0.026 

± 0.003 
2.269 

± 0.002 

Offset 
(Counts) 
3515.190 
± 0.520 

3925.080 
± 0.441 
-31.810 
± 0.276 

The accuracies of the estimated offsets are given in Counts. If the offsets are from 

the receiver noise temperatures, their equivalent accuracies in Kelvin will be 0.040 K, 
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0.037 K and 0.048 K, respectively, considering that their channel gains are 12.950, 11.779 

and 5.792 Counts/K, respectively. 

In order to evaluate the performance of the gain matrix elements retrieval, the 

simulated measurements and the retrieved radiometer gain matrix are used to estimate the 

Stokes TBs at the radiometer inputs. The simulated measurements are the product of the 

CNCS outputs and mean value of the Gain Matrix in 

Table 3.7. CNCS outputs consist of the test vectors in Table 3.1 with CNCS model 

parameters in Table 3.6. Due to the fact that the radiometer has no 4th Stokes channel, the 

4th Stokes TBs in the CNCS outputs are set to zero. The estimated 1st, 2nd and 3rd Stokes 

TBs at the radiometer inputs can be obtained from the measurements in Table 3.1. The 

average RMS error for all of them is 0.2 K. 

Once the gain matrix is known, the radiometer channel phase imbalance can be 

obtained from G33 and G34 by 

sin 

180"-sin" 

V C 33 + G 34 

VG323+ G34 

if G33>0 

if G33<0 

(3.6.1) 

The radiometer channel phase imbalance using (3.6.1) is 21.39°, with a positive 

imbalance indicating that the v-pol channel has a longer electrical length. This result was 

corroborated by injecting an in-phase sinusoidal test signal into both input channels of the 

radiometer and measuring the phase difference between them at the output ports of the 

demodulator to be 18.14°. The small discrepancy between the two values is likely due to 

the phase imbalance of the 3 dB splitter used to generate the test signal and to phase 
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imbalances in the digital back end of the radiometer, which were not included in the test 

using the sinusoidal signal. 
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Figure 3.12 CNCS and radiometer drift, (a) CNCS channel gain drift; (b) channel gain 
drift of the DetMit L-band Radiometer 
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3.6.8 CNCS and Radiometer Under Test Gain Drift 

A -30 hour time series of measurements with the CNCS and the DetMit 

radiometer has been taken to investigate the drift of the CNCS and the radiometer. The 

CNCS channel gain drifts are shown in Figure 3.12a. The averages of the CNCS output 

are 397.8 Kelvin for v-pol channel and 371.3 Kelvin for h-pol channel. Brightness 

temperature variations for both channels are less than 2 Kelvin, and the long terms 

stability is better than 0.5%. This result shows the excellent stability of the CNCS. 

Figure 3.12b shows the channel gain drift of the DetMit radiometer versus time. 

In the afternoon, because the room temperature is relatively high, the radiometer gain is 

low. At midnight, the gain is much more stable due to a stable ambient room temperature. 

3.7 Validation of the Retrieved Calibration Parameters 

The calibration algorithm estimates both CNCS and RUT forward model 

parameters simultaneously. Because both forward models account for non-ideal 

characteristics, several tests were performed to ensure that non-idealities in the CNCS did 

not influence the parameters retrieved for the RUT, and vice versa. The tests involved 

introducing certain changes into either the CNCS or RUT hardware and then verifying 

that the changes in retrieved parameters responded accordingly. 

3.7.1 CNCS Channel Gain Imbalance Validation 

A coaxial attenuator was inserted between the AWG and the RF head of the 

CNCS, first along the v-pol and then along the /i-pol signal paths. The attenuation was 

measured to be 1.91 dB by a network analyzer. The retrieved CNCS channel gain 
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imbalance parameters (fa and fa in (3.2.2)) were altered as a result. Using the new values 

for fa and fa, the maximum possible brightness temperature that the CNCS could 

generate decreased by 1.84 dB and 1.89 dB for the v- and /z-pol channels, respectively. 

The differences from the 1.91 dB change predicted by the network analyzer measurement 

likely result from a combination of CNCS parameter estimation errors, network analyzer 

measurement errors, and the differences in impedance matching for each of the three 

cases. 

3.7.2 CNCS and Radiometer Channel Phase Imbalance Validation 

An SMA male/female adapter was inserted at various places along the CNCS 

coaxial signal path or between the CNCS and the RUT. The adapter introduces an 

additional phase imbalance into the system. The locations where the adapter was added 

are shown in Figure 3.13. For each position of the adapter, the complete calibration 

procedure was followed in order to retrieve all forward model parameters - in particular 

both the CNCS and the radiometer channel phase imbalances. One or the other of the 

phase imbalances (but not both) should change, depending on where the adapter was 

placed. The retrieved change should be close to the electrical length of the SMA adapter 

itself, as determined independently by a network analyzer. Small differences are possible 

due impedance mismatches between the adapter and the circuit at its point of insertion. 

Results of these tests are summarized in Table 3.8. In the table, the letter given in 

column 1 (SMA location) matches the spot labeled in Figure 3.13 where the SMA 

adapter was inserted. Column 2 (AOCNCS) gives the change in the CNCS phase 

imbalance, A, due to the insertion of the adapter. Column 3 (A0RAD) gives the change in 

the radiometer phase imbalance, as defined by (8), due to the insertion of the adapter. 
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Column 4 (Predicted phase shift) gives the change predicted based on network analyzer 

measurements, which varies with each adapter location because the frequency of the 

signal changes. Column 5 (Retrieval error) gives the difference between the predicted and 

retrieved change in phase imbalance for the retrieved imbalance that was supposed to 

change. The change in the other imbalance should in all cases have been zero. 

The sign of the changes in phase imbalance listed in Table 3.8 follows sign 

conventions for the imbalance in the v-pol channel relative to the h-pol channel. In each 

case, the phase shift due to the adapter has the predicted sign. The RMS error in 

magnitude of the retrieved phase shift over all 6 cases, relative to the value predicted by 

network analyzer measurements of the adapter, is 0.8°. Any change in the retrieved 

phase imbalance for the portion of the system that was not affected by the insertion of the 

adapter represents an error. These are the shaded entries in Table 3.8. The RMS value of 

these errors, over all 6 cases, is 0.3°. 
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Figure 3.13 Locations where an additional adapter was inserted to verify the proper 
retrieval of phase imbalances between v- and h-pol channels. The circled numbers 
indicate the placement of the adapter. 
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Table 3.8. Verification of Channel Phase Imbalance Retrieval 

SMA 
adapter 

Location 
A 
B 
C 
D 
E 
F 

ABCNCS* 
(deg) 

-7.005 
8.018 

-23.554 
24.677 
0.205 
0.620 

A e R A D * * 
(deg) 

0.141 
0.258 
-0.008 
0.204 

-32.581 
32.833 

Predicted Phase Shift 
(deg) 

-7.200 
7.200 

-24.330 
24.330 
-31.550 
31.550 

Retrieval Error 
(deg) 

0.195 
0.818 
0.776 
0.347 
-1.031 
1.283 

*A9CNCS is the CNCS phase imbalance shift due to the SMA adapter 
**A9RAD is the radiometer phase imbalance shift due to the SMA adapter 

3.8 Summary 

Test procedures and data analysis algorithms have been presented to calibrate a 

fully polarimetric radiometer receiver using the Correlated Noise Calibration Standard 

(CNCS). The CNCS is a digital microwave signal generator capable of producing pairs 

of simulated thermal noise signals which have independent programmable brightness 

temperatures and partial correlation. In order to accurately calibrate the radiometer, it is 

necessary to identify and quantify the non-ideal characteristics of the CNCS. In other 

words, the calibration source must also be calibrated. It is possible to calibrate both 

radiometer and CNCS simultaneously, provided a sufficient number and variety of test 

signals and conditions are generated. 

Simultaneous calibration is approached by developing parameterized forward 

models for both the CNCS and radiometer. The CNCS forward model describes the 

relationship between the digitally programmable settings of the signal generator and the 

actual brightness temperatures that are generated. The radiometer forward model, in turn, 
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describes the relationship between the brightness temperatures entering its input ports and 

the detector counts recorded on its data system. Composed together, the complete 

forward model relates programmable CNCS settings to radiometer counts. The 

simultaneous calibration algorithm estimates the parameters of the complete forward 

model from the counts that are measured while the CNCS settings are varied over a 

suitable range. 

All of the unknown parameter in the CNCS and RUT forward models except the 

CNCS channel phase imbalance can be resolved simultaneously. The CNCS channel 

phase imbalance which has been shown not to be resolvable simultaneously can be 

obtained by cross-swapping the CNCS output cables. Simulations using the CNCS 

parameters and the AESMIR gain matrix show that the calibration test set is efficient, and 

the calibration algorithm can calibrate a fully polarimetric radiometer with high accuracy. 

The calibration method has been demonstrated using L-band versions of the 

CNCS and a correlating polarimetric radiometer. All elements of the polarimetric gain 

matrix of the radiometer are solved for, including the off-diagonal elements that account 

for gain and phase imbalances between polarimetric channels. All necessary gain and 

phase imbalance parameters of the CNCS are also retrieved. The validity of the solutions 

is tested by intentionally modifying the amplitude and phase imbalances of both the 

CNCS and the radiometer in known ways, and then verifying that the calibration 

procedure correctly identifies the changes. In all cases, the tests were successful. In 

particular, the calibration procedure was correctly able to identify whether a change was 

made to the CNCS or the radiometer and whether the change altered the amplitude or the 

phase imbalance between v- and h-pol channels. 
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The CNCS has both advantages and limitations relative to other methods for 

calibrating a polarimetric radiometer. The most important limitation is the fact that, 

because it is installed in place of a radiometer's antenna, the CNCS cannot calibrate the 

effects of the antenna itself on measurement of the Stokes parameters in brightness 

temperature. Cross-pol leakage in the antenna, for example, would not be accounted for 

by the off-diagonal terms of the polarimetric gain matrix estimated by the CNCS. Those 

terms would only characterize the behavior of the receiver, orthomode transducer, and 

other components and subsystems present during CNCS testing. Antenna effects would 

still need to be accounted for by some other means - typically with antenna range 

measurements and/or on-orbit intercomparisons with ground truth-based radiative 

transfer model predictions. Other, relatively minor, limitations with a CNCS calibration 

include the available bandwidth of its simulated noise (currently limited to 500 MHz by 

the clock rate of the commercial AWG being used) and the fact that the effective 

brightness temperature generated by the CNCS needs to be re-calibrated whenever 

changes are made to the radiometer passband response (because the CNCS active cold 

load has a frequency dependent brightness temperature). 

The primary advantages of CNCS calibration are its simplicity and automation 

and its flexibility. The ready availability of a variable brightness temperature source 

during receiver development, integration and testing, without the need for LN2 cooling, 

can be extremely convenient and time saving. The ability to generate known 3rd and 4th 

Stokes parameters in brightness temperature, to vary them in a known way, and to be able 

to precisely and accurately reproduce them later, can greatly simplify the characterization 

and trouble shooting of a polarimetric receiver during its development phase. And the 
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fact that variations in both signal strength and polarization coherence are programmable 

makes fully automated testing straightforward. The precision, or repeatability, of 

estimates of the polarimetric gain matrix and offset vector were shown to be 

approximately 0.2 K for the gain elements and 0.05 K for the offsets. The accuracy of 

the retrieved CNCS calibration parameters can be estimated by comparisons with 

network analyzer measurements of the radiometer components. The phase imbalance 

between v- and h-pol channels, introduced by adding an SMA adapter (see Table 3.8), 

was estimated with 0.8° RMS accuracy with respect to the network analyzer 

measurements. Changes in amplitude of the CNCS channels are more difficult to 

validate due to the inherent inaccuracies associated with network analyzer measurements 

of absolute component losses. CNCS amplitudes have been validated with an accuracy 

of at best several Kelvins. 

Absolute end-to-end calibration of any radiometer is best done with the complete 

system, including its antenna, assembled while viewing external calibration targets. The 

greatest value of the CNCS is as a tool during radiometer development. It can generate 

precise and repeatable variations in the full Stokes parameters in brightness temperature. 

This permits a determination of the relative response of the radiometer to known changes 

in its input. 
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3.9 Original Contributions and Publication 

Original contributions concerning the polarimetric radiometer calibration method 

include 

1) Development of a CNCS hardware forward model; 

2) Development of implementation of a calibration algorithm, including 

experimental validation; 

3) Development of an impedance-mismatching correction algorithm for the 

retrieved radiometer gain matrix and offsets and CNCS forward model 

parameters. 

One associated paper is published: 

1) J. Peng and C. Ruf, "Calibration Method for Fully Polarimetric Radiometers 

using the Correlated Noise Calibration Standard," IEEE Trans. Geosci. 

Remote Sens., 46(10), Oct. 2008. 
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Chapter 4 

CNCS Application I — Aquarius 

The L-Band CNCS was used to evaluate and the Aquarius engineering model 

radiometer at NASA Goddard Space Flight Center (GSFC). Evaluation tests included 

retrieval of the gain matrix and radiometer channel phase imbalance and the investigation 

of the temperature characteristics of the v-pol antenna cable. The calibration method is 

described in Chapter 3, except that the effects of impedance-mismatches are not 

considered. The effect of calibration error due to radiometer channel phase imbalance has 

been analyzed. Results show that the CNCS can generate calibration signals over a large 

dynamic range and can calibrate a fully polarimetric radiometer with high precision. 

4.1 Introduction to the Aquarius Radiometer 

The Aquarius radiometer is a tri-polarimetric radiometer: it has the third Stokes 

channel formed by using the p- and m-pol channels and it does not include a fourth 

Stokes channel. A detailed block diagram and the illustration are shown in Figure 4.1 and 

Figure 4.2 respectively [54]. 
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Figure 4.1 Detailed aquarius radiometer block diagram [54] 
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Figure 4.2 Illustration of the Aquarius radiometer installation [54] 

The p- and m-pol channels are used to estimate the degree of Faraday rotation 

with the assumption that the third and fourth Stokes brightness temperatures emitted from 

the sea surface at L-band are zero. Since the channel phase imbalance of the radiometer 

itself can affect the measurement of the correlation between the v- and /z-pol signals, it 

108 



needs to be characterized precisely. The CNCS has the ability to investigate the channel 

phase imbalance of the radiometer since it can measure the radiometer gain matrix, and 

then obtain its channel phase imbalance. 

For each radiometer, the two-channel cables connecting the feed horn with the 

Radiometer Front-End (RFE) are temperature controlled, but the control cannot guarantee 

perfectly matched temperature variations. Unmatched variations can introduce phase 

mismatches, whuch must be predictable in order to be corrected in ground processing. 

The CNCS is used to determine the temperature dependent characteristics of the cable. 

4.2 Aquarius Radiometer (EM) Calibration 

The L-band CNCS is primarily designed for the Aquarius radiometer calibration. 

It has almost the same CNCS configuration as that for the DetMit radiometer calibration 

except that the output cables are 1 foot shorter due to availability, and the differences of 

brightness temperatures provided by the CNCS are 2.35 Kelvin for v-ch and 0.1 Kelvin 

for h-ch. Difference of the v-ch might be due to impedance mismatching, calibration error 

of the CNCS ColdFET, or the non-ideal characteristics of the CNCS itself. The difference 

of two measurements on the CNCS channel phase imbalance is 0.88°, which might be 

due to different output cables. 

Table 4.1 Gain matrix (in Counts/K) and offsets (in Counts) at 22.3°C 

cv 
ch 
Cp 
*--m 

Tv 

0.9374 
0.0003 
0.4683 
0.4046 

Th 

0.0002 
0.9189 
0.4839 
0.3986 

T3 

0.0010 
-0.0027 
0.4686 
-0.3951 

T4 

-0.0015 
-0.0033 
0.0684 
-0.0702 

offset 
455.9503 
469.3608 
450.4431 
759.7019 
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The retrieved Aquarius radiometer gain matrix and channel offsets are listed in 

Table 4.1. The measurements were made at room temperature and are the average of 4 

independent retrievals. It takes 15 minutes to generate the measurements required for 

each retrieval. From the gain matrix, the coupling coefficient from v-pol to h-po\ can be 

determined to be -34.9 dB and the coupling from h-pol to v-pol is -36.6 dB. The offset of 

the m-pol channel is significantly higher than that of the others. The phase imbalance 

between the v-pol and /?-pol channels of the radiometer is found to be 8.31°. Cross-talk in 

the video circuits dominates the inter-channel gain elements and this lesson-learned 

resulted in design improvements. 

4.3 Temperature Characteristics of the Aquarius Antenna Cable 

CNCS has the ability to dynamically retrieve the gain matrix. On 8-9 Feb 2007, a 

test was conducted in which the physical temperature of the teflon-core coaxial cable 

connecting the Aquarius v-pol channel receiver to the antenna assembly was rapidly 

increased from 15°C to 44°C, held at 44°C for approximately 20 hours, and then dropped 

back to room temperature as shown in Figure 4.3. The objective was to investigate the 

temperature sensitivity of the cable. 
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Figure 4.3 The physical temperature of the teflon-core coaxial cable 

A time series of the retrieved CNCS outputs, gain matrix elements and the derived 

phase imbalance between v- and h-pol channels are shown in Figure 4.4. The phase 

imbalance can be seen to decrease with increasing cable temperature during the first ~1 

hour of the test. The total change in phase imbalance is 0.35° over a temperature change 

of 29°C. Several hours after the temperature had reached 44°C, there was a sudden 

decrease in the gain of the M-pol radiometer channel, as seen in the time series of raw 

measurement of M-pol channel in Figure 4.5, while measurements in other channels kept 

stable. This hardware shift generated a spurious jump in the retrieved parameters including 

phase imbalance, shown in Figure 4.4, that is probably not real. Once the gain stabilized 

at its new lower value, the retrieval of parameters—the gain matrix elements and offsets, 

the CNCS outputs, and radiometer phase imbalance—recovered back to its previous value. 

Near the end of the experiment, the temperature was lowered back to ambient and the 

phase imbalance shifted back toward its original value (but not quite all the way since the 

temperature was not cooled all the way back down to 15°C). The precision of the retrieved 

channel phase imbalance is 0.02°. 
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Figure 4.5 Aquarius radiometer raw measurements 

4.4 Effect of Calibration Error to the Retrieved Sea Surface Salinity 

As mentioned in section 4.2, the third Stokes channel is used to estimate the 

degree of Faraday rotation with the assumption that the third and fourth Stokes from the 

sea surface at L-band are zero. If there is error in the estimated radiometer channel phase 
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imbalance, the estimated degree of Faraday ration will be biased and the retrieved SSS 

will be wrong. 

A radiometer can be treated as a combination of a perfectly phase-balanced 

radiometer with gain maxtrix G'and a phase shift network. The phase shift network can 

be represented by the matrix M, or 

M = 

1 0 0 0 

0 1 0 0 

0 0 cos(A0) sin(A0) 

0 0 -sin(A^) cos(A^) 

(4.4.1) 

where A0 is the radiometer channel phase imbalance. 

The matrix of the phase shift network can be divided into 2 matrices. One 

contains the estimated radiometer channel phase imbalance only and the other contains 

the error of the estimated radiometer channel phase imbalance. 

M„ 

and 

M = 

1 0 0 0 

0 1 0 0 

0 0 cos(A&J sin(A&„) 

0 0 -sin(A&„) cos(A£„)_ 

1 0 0 0 

0 1 0 0 

0 0 cos(A0OT) s in (A^) 

0 0 -sin(A<tr) cos (A^) 

(4.4.2a) 

(4.4.2b) 

where A</>est is the estimated radiometer channel phase imbalance and A</>err is its 

estimated error, and Atp = A0esl + A<pcn. 

So the true radiometer gain matrix is given by 
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G = G'M=G'-M„-M 
est err 

(4.4.3) 

The estimated input Stokes brightness temperatures {T'xest, x = v, h, 3 & 4} and 

the true input Stokes brightness temperatures { T'x, x = v, h, 3 & 4} are related by 

fr' \ 

7" 
h,est 

T 
13,est 

T 

M„ 

fT'\ 

T 
1h 

T 

T', 

(4.4.4) 

or 

*h,est ~ •*/! 

TL, = T3 cos(A<perr) + r4' sin(A^OT) 

TLt = -^s in(A£„) + r4'cos(A^fr) 

(4.4.5a) 

(4.4.5b) 

(4.4.5c) 

(4.4.5d) 

The fourth Stokes brightness temperature is insensitive to the Faraday rotation. 

With the assumption that the fourth Stokes brightness temperature from the sea surface at 

L-band is zero, T'A in Equations (4.4.5c) and (4.4.5d) is zero. 

Ignoring the contribution of the third Stokes parameter from the sea surface, the 

degree of Faraday rotation is estimated by [19] 

Q,est =—tan" 
"' 2 

7" 
1 3,est 

\ v,est h,est J 

1 _, 
= —tan ' 

^— cos(A&J 
(4.4.6) 

T'-T 

and the v- & h-pol brightness temperatures from the sea surface are estimated by 

[19] 
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7" 
Tv,e, = Kest cos2 Qest+Tist sin2 Q,„ - ^ L s i n 2 ^ r 

= 7 > s 2 Q e s t + 7,'sin2 Q e , - | - cos (A^) S in2 i2 e r t 

^ , , « = ^ S l n 2 ^es, + Kes, C O s 2 " « , + ^ S U l 2Q„, 

= ^'sin2 flttf + 7;'cos2 fle„ + ^cos(A^ r ) s in2Q c 

(4.4.7a) 

(4.4.7b) 

where the value of { T'x, x = v, h & 3} is from Equations (1.3.2) & (1.3.3) with T3 = 0. 

The estimated v- & /i-pol brightness temperatures from the sea surface are 

function of the calibration error of the radiometer channel phase imbalance. When the 

calibration error is zero, the estimated brightness temperatures are unbiased. If the 

calibration error is non-zero, the estimated errors would be given by 

K = Tv,est (A0err) - Tv„ (A0err = 0) (4.4.8a) 

K = TKest (Ahrr) - TKes, (A0err = 0) (4.4.8b) 

Assuming that SSS = 32.54 ppt, SST = 15 °C, and the v- & h-pol brightness 

temperatures are 114 Kelvin and 77 Kelvin respectively, the estimated errors versus the 

calibration errors of the radiometer channel phase imbalance are shown in Figure 4.6. 

The error can't be ignored. For example, with 10° Faraday rotation angle and 7° 

calibration error of the radiometer channel phase imbalance, the errors on v- & h-po\ 

brightness temperatures will be -0.016 K and 0.016 K. Considering that the requirement 

of the long-term calibration stability is 0.15 K over 7 days [54], the 7° radiometer channel 

phase imbalance error will contribute 11% of the error budget. 
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Effect of the calibration error of the radiometer channel phase imbalance 

4.5 Summary 

The new and improved L-Band CNCS was used to evaluate the Aquarius 

engineering model radiometer at GSFC. The CNCS channel phase imbalance can be 
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retrieved by cross-swapping CNCS output cables. All other unknown parameters of both 

the CNCS and the radiometer under test can be retrieved simultaneously. 

Tests included retrieval of gain matrix and radiometer channel phase imbalance 

and the investigation of the temperature characteristics of the v-pol antenna cable. The 

effect of the calibration error of the radiometer channel phase imbalance has been 

analyzed. Results show that the CNCS can generate calibration signals over a large 

dynamic range and can calibrate a fully polarimetric radiometer with high precision. 

4.6 Original Contributions and Publication 

The original contributions related to the application of CNCS calibration to the 

Aquarius radiometer include: 

1) Gain matrix and channel phase imbalance for the Aquarius radiometer are 

obtained; 

2) Characterization of the temperature dependence of the Aquarius antenna cable 

with respect to phase imbalance; 

3) Analysis of the effect on system calibration of the radiometer channel phase 

imbalance. 

One associated paper is published: 

1) J. Peng, C.S. Ruf, S. Brown and J. Piepmeier, "Characterization of the 

Aquarius and Juno Radiometers Using a Programmable Digital Noise 

Source," Proc. 2007 IEEE International Geoscience and Remote Sensing 

Symposium, Barcelona, SPAIN, 23-27 July, 2007. 
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Chapter 5 

CNCS Application II — Juno 

Juno is a mission to explore Jupiter by peering deep into Jupiter's atmosphere to 

uncover evidence of fundamental processes associated with the formation and early 

evolution of our solar system. The primary instrument is the Juno Microwave Radiometer 

(MWR) and its primary goal is to profile the relative abundance of water and ammonia 

gas in the deep atmosphere of Jupiter. 

The Juno MWR built by the JPL consists of 6 frequency bands centered at 0.6, 

1.25, 2.6, 5.2, 10 and 22 GHz. The spacecraft is illustrated in Figure 5.1 [75]. 

(a) Front view (b) Back view 

Figure 5.1 Illustration of the Juno spacecraft [75] 
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The MWR will obtain measurements by scanning Jupiter along the orbital track as 

the spacecraft spins around its z-axis in Figure 5.1. Due to the synchrotron emission, 

which is electromagnetic radiation generated by extremely high speed electrons 

accelerating through its magnetic field, the received brightness temperature could be high 

up to 20,000 Kelvin at the longest wavelengths. To correct for the synchrotron emission 

entering the radiometer, its dynamic range needs to be much higher than that of a 

conventional radiometer used for Earth remote sensing with an upper limit of 

approximately 300 Kelvin. 

The L-band CNCS was used to calibrate the breadboard model of the 1.2 GHz 

channel of the Juno MWR receiver. Its bandwidth is 25 MHz . Calibration tests include 

linearity tests and a Juno orbit TB profile simulation. The goal of these tests, for our 

purposes, is to demonstrate that the CNCS has the ability to calibrate the Juno radiometer. 

The goal for the Juno project is to verify the required performance of the MWR receiver 

and to fully characterize its performance as part of the development of a Level 1 flight 

calibration algorithm. 

5.1 CNCS Linearization 

The current version of the CNCS was originally designed for the 1.4 GHz 

Aquarius radiometer, and the highest brightness temperature that could be output is 

approximately 5000 Kelvin with a 60 MHz signal bandwidth. The lowest brightness 

temperature is 110 Kelvin (limited by the CNCS ColdFET, with a brightness temperature 

of 104 Kelvin at 1.2 GHz). 
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The voltage gain of the AWG output amplifiers can only be varied over a range of 

[0.17, 0.25], resulting in an AWG dynamic range of 3.3 dB. For this reason, 12 lookup 

tables with different signal variance are used to cover the brightness temperature range of 

[110, 5000]. Overlap exists in the signal strength produced by neighboring lookup tables 

when the AWG output gain is varied. Therefore, the net output signal strength is a 

function of both the lookup table selected and the setting of the AWG output gain, and 

the CNCS forward model becomes 

Tcncs,m = kmG% + Oawg,m + TaM (5.1.1) 

where km is scale factor used to represent gain imbalance between the two CNCS 

channels. G is the voltage gain of the AWG channel with range [0.17 0.25]. Tn = 4480 

Kelvin is the nominal brightness temperature generated by the AWG, and OaWg,m is a 

possible offset brightness temperature. Tcoid is the brightness temperature of the ColdFET. 

The subscript m designates the index of the lookup tables. 

The output brightness temperature TcncSim of lookup table m could be calibrated 

using conventional two-point temperature calibration method assuming a linear 

radiometer with enough large dynamic range. But there are two problems. One is that the 

known calibration sources are the CNCS ColdFET (Cold load) and Reference Load (Hot 

load). The brightness temperature of the hot load is around 300 Kelvin and the difference 

of brightness temperatures between the two known sources is about 200 Kelvin. Using 

the two calibration sources to measure the brightness temperature of 5000 Kelvin (or 

20,000 Kelvin) will lead to large calibration error. The other problem is that the linearity 

of the radiometer is unknown, so the assumption does not stand. 

One solution to this problem involves attenuating the AWG brightness 

temperature so that the CNCS output brightness temperature is in the range of the 
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brightness temperatures of the hot and cold loads. The CNCS forward model will be 

given by 

TL,m = A(kmG2Tn + OawJ+ TcM (5.1.2) 

where A is the value of the attenuator. 

Then the brightness temperature T'ncsm can be calibrated using the hot and cold 

loads. If the attenuator is well known, the brightness temperature TcncsM can be derived. 

The attenuator can be measured in two approaches. The first approach is using a 

network analyzer, while the other approach is to measure it in-circuit. In-circuit 

measurement could be more accurate because the effect of impedance-mismatch is 

included in the derived value of the attenuator. 

5.1.1 Calibration of an Attenuator in-Circuit 

An attenuator inserted between the AWG and the RF Head can be calibrated in-

circuit to obtained higher precision compared to measuring it with a network analyzer. 

Prior to linearization of the radiometer under test, it is necessary to constrain the CNCS 

output brightness temperature to be in the range of the brightness temperatures of the hot 

and cold loads. This is because the radiometer is regarded as linear in this range. So the 

AWG lookup table should be selected to satisfy this requirement. 

For the L-band CNCS, the lookup tables with index less than or equal to 6 will 

satisfy this requirement (Lookup table 1 has the highest output brightness temperature). 

For each lookup table, at least four equations can be obtained with different AWG gain 

and with/without the attenuator present. 

Clm =Gmd \kmGX +OawgJ+Orest (5.1.3a) 
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C = A • Grad • \h,GX
2Tn + OawH,m ) + Orest 

C2,m = Gmd - \kmG2 Tn + 0awg,m)+ 0reSt 

G2,m
 = A • Gmd • \kmG2 Tn + Oawgmj+ Orest 

(5.1.3b) 

(5.1.3c) 

(5.1.3d) 

where Gra(i is the gain of the radiometer under test, in Counts/Kelvin, and Orest is the 

offset due to the CNCS ColdFET, radiometer noise figure, etc. in Counts. 

The value of the attenuator can be obtained by 

^ l , m *-2,m 

C -C 
(5.1.4) 

For example, the value of a 2 dB attenuator obtained in this way is plotted in 

Figure 5.2. The average value is -1.855 dB with an error of 0.07% which does not include 

the effects of mating/demating the connector. The value of the 2 dB attenuator measured 

by a network analyzer is -1.915 dB. 

Z dB attenuator 
0 6535 

0.653 

5 

| 0.6525 
1 

0.652-

0.6515-

std: 
0.0004 

I 

8 9 10 
index of lookup table m 

12 

Figure 5.2 Measured value of the 2 dB attenuator 

5.1.2 Retrieval of the CNCS Forward Model Parameters 

There is another way to obtain the CNCS forward models without bringing down 

the CNCS outputs below the 300 Kelvin that is the brightness temperature of the CNCS 
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hot load. The advantage of this approach is that it does not require on the linearity of a 

radiometer above 300 Kelvin, and only one attenuator is needed. The attenuator is 

measured using the method in section 5.1.1. 

The procedure is shown below: 

1) Start from lookup table 1 (m = 1) with known brightness temperature 5000 

Kelvin (maximum, let it be TcncsMmax). 

2) Take a measurement with AWG gain G = 0.17. Let the radiometer output be 

3) Insert a 2 dB attenuator between the AWG and the RF Head, then adjust the 

AWG gain so that the radiometer output is equal to Cm. If the exact matching 

is hard to obtain, interpolation can be used to find it. Record the 

corresponding AWG gain GA- Then the following relation can be obtained. 

0.252fem7; + Oaws,m + TcM = Tmcsm^ (5.1.5a) 

0.17 2kmTn + Oawg ,m = A • {GA
2kmTn + Omg ,m ) (5.1.5b) 

With determined value of the 2 dB attenuator, A, the forward model 

parameters of lookup table m can be obtained 

k ( A - W ^ . v m , m a x - ^ J ( 5 . 1 . 6 a ) 

" [0.252A-GA A-0.0336jTn 

Q _{0.\l2-AGA
2)rn 

(5.1.6b) 

4) Find the maximum output brightness temperature, TcncSrin+iiinax, of lookup table 

m+1. 
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Because the nearby lookup tables are overlapped, the maximum outputs 

of the to-be-determined forward model of lookup table ra+1 can be found. The 

approach is to adjust the AWG gain with lookup table m so that the radiometer 

output is equal to that with AWG gain 0.25 and lookup table m+1. 

Interpolation is used here as well. Assume that the adjusted AWG gain is Gf. 

*cncs,m+l,max =*Jf * 'm*n """ ^ a w g , m """ *cold (j.L./) 

5) Repeat steps 2~4 until all the forward model parameters of all lookup tables 

are determined. 

In these 2 approaches, the CNCS forward model parameters can be obtained 

and they are listed in Table 5.1. 
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Table 5.1 Retrieved CNCS forward model parameters 

Note 

Index of 
Lookup Table 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

: In approach 1, 

Parameter 

k 
"awg 

k 
Uawg 

k 
Uawg 

k 
UaWg 

k 
Uawg 

k 
Uawg 

k 
Uawg 

k 
(Jawg 

k 
Uawg 

k 
"aws 

k 
(sawx 

k 
Uawg 

the attenuators 

Approach 1 

17.387 
92.131 
8.706 

46.995 
4.379 
22.180 
2.197 
11.035 
1.096 
6.817 
0.553 
2.720 
0.277 
1.420 
0.139 
0.571 
0.093 
0.504 
0.051 
0.272 
0.028 
0.104 
0.015 
0.113 

are measured 

Approach 2 

17.481 
87.211 
8.737 

46.239 
4.376 
24.182 
2.190 
13.378 
1.096 
7.851 
0.545 
5.944 
0.273 
4.427 
0.136 
3.860 
0.093 
3.422 
0.050 
3.225 
0.028 
2.788 
0.017 
2.441 

jy a network an 
In approach 2, the attenuator is measured in-circuit. 

5.2 Juno BM Radiometer Linearity Test 

After the CNCS forward model is established, the CNCS can output signals with 

desired brightness temperatures. Injecting signals by sweeping brightness temperatures 

from the lowest to the highest will measure the linearity of the radiometer. 

The AWG gain is changed from 0.17 to 0.25 in steps of 0.01 for each lookup 

table. The corresponding output brightness temperature TcncSrin from CNCS is injected into 

the Juno radiometer. The radiometer output counts are calibrated into brightness 
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temperature T'ncsm, referred to the radiometer input port, using the CNCS ColdFET and 

Reference Load as calibration sources, under the assumption that the radiometer is linear. 

If the assumption is true, Tcncs<m and T'ncsm will be equal; otherwise, they will differ. The 

difference is a measure of the non-linearity of the Juno radiometer. 

For example, assuming that the CNCS output is T, in Figure 5.3, the radiometer 

output will be Ci if the radiometer is linear. Using the CNCS ColdFET and Reference 

Load, the radiometer input can be estimated if the effect of the noise uncertainty is 

ignored. If the radiometer is nonlinear, the radiometer input and the estimated input will 

be different. The radiometer output will be larger than CL if the radiometer has gain 

expansion behavior. The estimated input will be Te in Figure 5.3 and it's larger than T,. 

For a radiometer that has gain compression behavior, the result is opposite. 

C0ut 

A 

CL 

Cd 

I ColdFet I ref 

•••*• T c , 

Td T, Te 

Figure 5.3 Illustration of the linearity 
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Figure 5.4 Juno BM radiometer linearity 

Assuming that the true radiometer input brightness temperature is Tcncs and the 

calibrated input brightness temperature is T'ncs, the difference between them will be given 

by 

8TB = T'-T 
cncs cncs 

(5.2.1) 

Test results for the Juno radiometer are shown in Figure 5.4. It can be seen that 

the gain of the Juno radiometer increases with signal strength. This indicates that the 

radiometer has gain expansion, not compression. 

The TB overlap that is evident in Figure 5.4 is due to the overlap of the brightness 

temperature covered by each lookup table. This also shows the repeatability of the TB 

when the lookup table is changed. 
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5.3 Juno Orbit TB Profile Simulation 

Orbital TB profile simulations were generated by the CNCS to test the full 

response of the Juno radiometer in a realistic setting. During the simulation, the CNCS 

dynamically updates the AWG lookup table and the AWG gain to simulate the Juno orbit 

brightness temperature profile. Then the radiometer output is compared with the input TB 

profile. 

Figure 5.5 shows the result of the orbit simulation of the TB time series expected 

during a 30 sec full 360° pitch maneuver by the spacecraft. Figure 5.5a shows a typical 

Juno orbit TB profile. The extremely high TB values near the center of the time series 

result from synchrotron emission by Jupiter's radiation belts at L-band. In the Figure, the 

time series begins with upwelling emission from the Jupiter atmosphere, then sweeps off 

the planetary limb and begins to encounter the synchrotron emission. Figure 5.5b shows 

the calibrated brightness temperature. In the middle of the measurements, a marker is 

added to separate the two orbit TB profile data. There are several glitches which are due 

to the AWG lookup table switching. These glitches can be easily removed by data 

processing and the result without glitches is shown in Figure 5.5c. 
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Figure 5.5 Juno orbit simulation 
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5.4 Summary 

The new and improved L-Band CNCS was used to evaluate the Juno breadboard 

radiometer at JPL. To measure the linearity of the L-band Juno radiometer receiver in 

broad dynamic range, multiple AWG lookup tables with different standard deviation are 

used and the CNCS forward model associated with each AWG lookup table is established. 

Two approaches are introduced to establish the CNCS forward models with each 

AWG lookup table. Both approaches need attenuator(s) to vary the CNCS outputs. One 

approach uses attenuators to bring down the CNCS outputs with each AWG lookup table 

into the range from the ColdFET brightness to that of the reference load, and then calibrate 

them with the two calibration sources. With the attenuators measured using a network 

analyzer, the CNCS forward model in broad dynamic range can be established. 

The other approach uses only one attenuator. The attenuator can be measured in-

circuit without being affected by the nonlinearity of the radiometer. The radiometer is only 

used to find the same output for the CNCS with/without the attenuator inserted between 

the AWG and the RF Head. With one known output which can be recursively derived 

from the neighboring AWG lookup table and its related CNCS forward model, the CNCS 

forward model related with its current AWG lookup table can be established, and so on. 

For both approaches, the measured linearity of the Juno radiometer is almost the 

same. Both results show that the Juno radiometer has gain expansion behavior. 

With an established CNCS forward model, the CNCS can also generate desired 

brightness temperatures to simulate the Juno orbit brightness temperature profile. 
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Although there are glitches in the outputs due to switching between AWG lookup tables, 

these glitches can be easily removed by data processing. 

All of the applications show the flexibility of CNCS and that the CNCS can 

generate calibration signals over a large dynamic range to calibrate a radiometer. 

5.5 Original Contributions and Publication 

The original contributions related to the application of CNCS calibration to the 

Juno radiometer include: 

1) CNCS linearization over a large dynamic range; 

2) Test the Juno radiometer (L-band) linearity; 

3) Juno orbit brightness temperature profile simulation. 

One associated paper is published and this paper is also listed in Chapter 4: 

1) J. Peng, C.S. Ruf, S. Brown and J. Piepmeier, "Characterization of the 

Aquarius and Juno Radiometers Using a Programmable Digital Noise 

Source," Proc. 2007 IEEE International Geoscience and Remote Sensing 

Symposium, Barcelona, SPAIN, 23-27 July, 2007. 
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Chapter 6 

Conclusion 

6.1 Contributions 

This main theme of this dissertation is the development of the calibration 

algorithm for a polarimetric radiometer using the Correlated Noise Calibration System 

(CNCS). We have successfully accomplished this task through several stages of 

development: (1) the theoretical derivation of the covariance matrix of fully polarimetric 

radiometer measurements, and its experimental verification; 2) the development of the 

CNCS forward model; 3) the development of the polarimetric radiometer calibration 

algorithm; 4) Application to the Aquarius radiometer calibration; 5) CNCS linearization 

with broad dynamic range of the output brightness temperature signal, with application to 

the Juno radiometer calibration. 

There are in general two types of detection methods used for polarimetric 

radiometers: coherent detection and incoherent detection. In both cases, the received 

brightness temperature noise signal and the noise generated internally by the receiver can 

be modeled as additive, zero mean, white Gaussian noise signals. By modeling the signal 

flow through all of the components in the radiometers, the covariance matrix of the 

radiometer measurements has been derived for both types of radiometer detection. For 
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the incoherent detection case, there are several approaches to form the third and/or fourth 

Stokes parameters. It is shown that the precision of the resulting measurements (the 

radiometer NEDT) is the same for each approach, provided the detector sensitivities of 

the square-law detectors are the same. The radiometer NEDT of the other polarization 

channels, besides the vertical and horizontal polarization channels, have also been 

derived. The results have been experimentally verified with a tri-polarimetric radiometer 

(the DetMit radiometer). 

CNCS is a programmable calibration source intended for use by a polarimetric 

radiometer. The calibration source can generate two channel signals with 'desired' 

correlation between the signals. Due to hardware limitations, there are non-ideal 

characteristics of the CNCS and they need to be determined during radiometer 

calibration. For this reason, a parameterized CNCS forward model has been developed to 

describe the CNCS characteristics, and its parameters estimated from measurements. 

Based on the CNCS forward model and a polarimetric radiometer forward model, 

a calibration algorithm has been developed. The advantage of this calibration algorithm is 

that it can calibrate a polarimetric radiometer and at the same time determined the non-

ideal characteristics of the CNCS itself. The CNCS channel phase imbalance is estimated 

by cross-swapping the CNCS output cables. A theoretical analysis shows that the CNCS 

channel phase imbalance is not retrievable without cross-swapping the CNCS output 

cables. A Monte-Carlo simulation is used to determine a reasonable calibration data set 

needed for the calibration algorithm to perform with sufficiently high accuracy. A 

calibration procedure is described to implement the calibration algorithm. The effect of 

impedance-mismatches between the CNCS and the radiometer is considered and a 
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resulting correction is derived for the estimated radiometer gain matrix and offsets. The 

calibration algorithm is demonstrated using the DetMit radiometer. The retrieved CNCS 

channel gain imbalance and the CNCS/radiometer channel phase imbalance are validated 

experimentally. Results show that the polarimetric calibration algorithm can calibrate a 

polarimetric radiometer effectively with high precision. 

The CNCS was used to calibrate the engineering model of the Aquarius 

radiometer, including the temperature induced phase imbalance characteristics of the 

Aquarius antenna cables. The effect of errors in calibration of the radiometer channel 

phase imbalance on the retrieved sea surface salinity has also been analyzed. Results 

further show that the CNCS can calibrate a polarimetric radiometer with high precision. 

For example, the uncertainty in the retrieved radiometer channel phase imbalance is 

0.02°. 

The CNCS has also been linearized over a very wide output dynamic range in 

order to calibrate the Juno radiometer. Two approaches are developed to establish the 

CNCS forward models, using multiple AWG lookup tables. In addition, the CNCS can 

generate a programmable brightness temperature profile in order to simulate the Juno 

brightness temperature profile expected while in orbit around Jupiter. 

6.2 Future Work 

The work presented in this dissertation represents the first complete analysis and 

implementation of polarimetric radiometer calibration using the CNCS, and of its 

application to radiometers with extremely wide dynamic range. All of the calibration 

efforts to date have been taken before launch, and the calibration has only applied to 
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radiometer receivers. Considering these limitations, future work is recommended in 

following areas: 

1) Develop a new and compact CNCS for on-orbit calibration of a space-borne 

radiometer; 

Currently a commercial AWG is used to generate correlated noise signals, and the 

AWG is mounted in a PXI chassis, so the overall weight and size are not suitable for 

space application. In addition, most of the complex functions of the AWG are not needed 

for the CNCS application. For polarimetric radiometer calibration, the lookup tables are 

fixed and don't need to be dynamically updated. So it should be possible to develop a 

new and compact CNCS for on-orbit radiometer calibration. 

2) Add a known correlated noise source to the CNCS so that cable-swapping isn't 

required during calibration and develop a new inversion algorithm to support it; 

The radiometer channel phase imbalance can't be obtained unless the CNCS 

channel phase imbalance is known. This could be accomplished if a known, correlated 

noise source was included in the CNCS, so that an unknown polarimetric radiometer can 

be calibrated without cross-swapping CNCS output cables. The corresponding calibration 

algorithm needs to be developed as well. 

3) Add an antenna to the CNCS for end-to-end calibration. 

Currently, the CNCS can only calibrate a polarimetric radiometer receiver without 

a radiometer antenna involved. It would be useful to be able to calibrate the complete 

radiometer system. Because an antenna can't be ideal and the signal can enter the 

radiometer from the antenna sidelobe, the radiometer calibration will be more 

complicated. 
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Appendix 1 

Stokes Parameters in Different Coordinate Systems 

In a spherical coordinate system, vertically and horizontally polarized signals are 

defined along the unit vectors 6 and 0, respectively. Assume that the unit vector f is the 

same as the unit vector z in the rectangular coordinate system, or 0 = 0. Then the 

spherical components (vertical component Eg and horizontal component E^) of a plane 

wave are related its rectangular components (Ex and E ) by [76] 

EB = Ex.cos 0 + Ey sin <p (Al.la) 

EQ = -Ex sin (/> + Ey cos <f> (Al.lb) 

The modified Stokes parameters can be calculated as 

Tm = T~^ Kl2 cos2 ̂  + Kf s i n 2 ^ + ( £ X + EyE'* )sin 0COS A krjB 

= ^ — \Ef cos2 0 + \E\2 sin2 0 + Refe E*lsin2^ 

(A 1.2a) 

71 « = 
^: 2 

A,«0 , D [ tE^2 sin2 0 + liil cos2 0 - \E"EX + EyE\ )sin 0cos 0j 

Tr , i (A1'2b) 
-^— k I2 sin2 <z) + |£.|2 cos2 <z)-RefeX}sin2<z> 
krjB l ' r I > l r l >' xi Y> 
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3 * ^ L * ^ J 

1^,|2 - |£A.|2 jsin 20 + 2 Re{£v£* }cos 1(f) 

(A 1.2c) 

(A1.2d) 

i2 

X2 

k?]B 

= -2-^Im{z<X} krfi L y J 

where the subscript ^indicates the use of a spherical coordinate system. 

In a rectangular coordinate system, Ex and Ey are defined as horizontal and 

vertical polarization components, respectively [8, 28]. Then the Stokes parameters in the 

rectangular coordinate system are defined as 

v,xy 

1 h,xy 

\xy 

' - W 

X2 

krjB 2Rc{EyE:} 
2lm{EX} 

Equation (A 1.1) can be expressed as 

T 
TvM = Tv,xy S i n 2 0 + Th,xy COS2 0 + - ^ sin 2<f) 

(A1.3) 

(A1.4a) 

ThM = Tv,xy c o s 2 0 + ^,» s i n 2 ^ f1 s i n 2 ^ 

^ = (Tv,xy - Th,xy )sin 2^ + ^ , cos 20 

T = — T 

(A 1.4b) 

(A1.4c) 

(A1.4d) 

where the subscript xy indicates the use of a rectangular coordinate system. 

For Stokes parameters, the relations to the modified Stokes parameters are given 

by 
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In* = L (A1.5a) 

<2w = -avCOs2^ + f/,vsin2^ (A1.5b) 

U(¥ = Q;cvsm20 + UXYcos20 (A1.5c) 

V„ = -V... 
xy 

(A1.5d) 

Once their axes are overlapped, and 0=0, Equations (A1.4) and (A1.5) become 

and 

For 0=90° 

and 

T 

T 
h,e*p 

T 

T 
. 4M _ 

T 
h,xy 

T 
v,xy 

Tu> 

rT^_ 

(A1.6) 

*8<p 

Qetp 

u» 
_V 

" *« ' 

-Qv 

u « 

-v„ 

(A1.7) 

T 

T 

T 
3,6>0 

T 
. 4,6V _ 

T 

-T 
\*y 

-T 
4,A)> _ 

(A1.8) 

*60 

^le<i> 

u» 
_V 

' I„' 

Q* 

- ^ 

~ v » 

(A1.9) 

141 



Appendix 2 

Covariance of Hybrid Combining Polarimetric Radiometer Signals 

The time varying voltages bv(t) and bh(t) in (2.2.1) are associated with the v-

and h-pol brightness temperatures observed by the radiometer. Their lag cross correlation 

is given by [12] 

{bv(t)bh {t - T)} = |^-cos(2#;r) -^s in(2# c r ) l s inc(5r ) (A2.1) 

The time varying voltages nv(t) and nh(t) in (2.2.1) are associated with the noise 

in the v- and h-pol channels of the radiometer hardware. The noise generating hardware 

components are, for the most part, distinct between channels and so their lag cross 

correlation also satisfies 

(nv(t)nh(t-r)) = 0 (A2.2) 

The auto correlation and lag cross correlation between the signals vv(t) and Vh(t) in 

(2.2.1) can be expanded as 

Rv,v(T) = (vv(t)-Vv(t-T)) 

= Gv{[bv(t) + nv(t)]-k(t -*) + nv(t- r)]) 

= Gv(bv(t)bv(t-T) + nv(t)nv(t-T)) 

= GJsysvsmc(BT)cos(2^cT) 
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Rkj,(.T) = (vk(t)-Vh(t-T)) 

= Gh ([bh (t) + nh(t)l [K (S-r) + nh (t-T)} 

= Gh (bh (t)bh (t-T) + nh (t)nh (t - r)) 

= GhTsyshsmc(Bf)cos(2rfcT) 

(A2.3b) 

= ̂ G^([bv(t) + nv(t)]-[bh(t-T) + nh(t-T)} (A2.3c) 

= V ^ { | - c o s ( 2 ^ . r ) -^-sin(2^ fr)|sinc(fiT) 

= jG^([bh (t) + nh (*)] • [bv (t-T) + nv (t-r)} (A2.3d) 

where r v = Tv + TRv and T h =Th+ TRh are the equivalent system noise temperatures 

of the v- and /z-pol channels respectively. 

Useful higher order auto and cross correlation statistics for vv(t) and Vh(t) can be 

written in terms of the 2nd order statistics using the identity 

(abed) = (ab)(cd) + (ac)(bd) + (ad)(bc), which is valid for zero mean, gaussian 

distributed random variables [1]. These higher order moments are 

(v2 (t)v2
v (t - r)) = R2

vy (0) + 2Rl (T) (A2.4a) 

(v2 (Ov2 (t - T)) = Rvv (0)RKh (0) + 2/?2„ (r) (A2.4b) 

(vv
2 (Ov, (t - T)vh (t - TJ) = Rvv (0)Rv,h (0) + 2RVV (T)RVJ, (r) (A2.4c) 

(v2 (0 v2 (t - r)) = < , (0) + 2/?2 „ (r) (A2.4d) 

( v2 (0 v2 (f - r)) = /?„,„ (0)/?M (0) + 2Rl (T) (A2.4e) 
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(v2
h(t)vv(t-T)vh(t-T)) = R^(0)Rvh(0) + 2Rhh(T)RKv(T) (A2.4f) 

(vv (t)v„ {t)v2
v (t - TJ) = Rvv (0)Rvh (0) + 2Rvy (T)Rhv (r) (A2.4g) 

(vv (t)vh (t)vl (t - T)) = RKh (0)RVJI (0) + 2Rluh (r)RVth (?) (A2.4h) 

(vv (t)v„ (0 vv (t - T)vh (t - r)> = Rl„ (0) + tf v>v (?) flM (T) + Rvll (T)RKV (T) (A2.4i) 

In order to derive the auto correlation and lag cross correlation of the output 

signals from the radiometer, xv(t), xp(t), xM(t), xh(t), xL(t) and xR(t), the auto 

correlation and lag cross correlation of the intermediate signals entering the low pass 

filters, wv{t), wP(t), wM(t), wh(t), wL(t) and wR(t) in (10), must first be determined. 

The auto correlation of wv (t) can be expanded as 

Rm,m(T) = (wv(.t)Wv(t-T)) 

= c2(v2
v(t)v

2(t-T)) 

= c2
v{Rl(0) + 2Rl(T)} ^A2-5a> 

= ̂ ; t +c2
vGX,v sinc2(BT)[l + cos(4Cf)] 

= c&Xs, I1 + sine2 (Br)]+ cX^sinc2(f ir)cos(4Cr) 

The cross-correlation between wv (t) and wp (t) can be expanded as 
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Kv,wP (T) = RwP,„ (-r) = (wv (t)wP (r - r)) 

2 -(v;(0[vv(^-r) + vA(f-r)]2) 
C„Co 

c„c 
2 

- (vv
2 {t)v; (t-r) + 2v; (f )vv (t - t)vh (t-r) + v; (t)v; (t - T)) 

(Rl (0) + 2Rl (T) + 2/?ViV (0)RVJI (0)) 

+ ̂ ( 4 7 ? „ (r)/?^ (T) + /?vv (0)«M (0) + 2Rl (T)) 

.vy.s\v L .?y.y,i 

c„c,, 

c„c 

r.. + • sys,v 

' PG2 
T. + 

VF, 

4~z, 

V 
+ ^-T;\smc1(Br) 

- - 7 4
2 [sinc2(Br)cos(4^.T) (A2.5b) 

+ - ^ G 2 | - ^ „ r 4 - | r 3 r 4 | s i n c 2 ( J B r ) s i n ( 4 C T ) 

Similarly, the other relevant auto correlations and lag cross correlations can be 

expanded as 

Rm,M (*) = KM.WV (-*) = {wm (t)WwM (t - T)) 

[v2
v{t)[vv(t-T)-Vh(t-T)} 

c„c 
2 
c„c 

-(v2 (Ov2 (t-T)- 2v2 (t)vv (r - r)v, (* - r) + v2 (0v2 (r - rj) 

-(Rl (0) + 2/?2
v (r) - 2/?v>v (0)flM (0)) 

+ ̂ - ( - ARVV (r)RVJ, (T) + /?„,„ (0 )* w (0) + 2R2
vM (r)> 

c„c 
+-

v cM /^2 v?. 

+-
c.c v^M s-<2 

+ $-T} 

8 rri 

Uinc2(Br) 

sine2 (B T) cos(47fc r) (A2.5c) 

+^G2
vU^TsysJA -^T,T4 \sim2(BT)sm(4nfcT) 
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K*MW = Kh,^-*) = (wv(t)wh(t - T)) 

= CvCh(v
2
v(t)v

2
h(t-T)) 

= cvch{RvA0)Rh,h(0) + 2Rl(T)} 

-CCG2QT T 
v h v o sys,v sys,h 

+ C-f-G2
vgte+Tt\mc\BT) 

+£fLG2g{T2 -T4
2]sinc2(5r)cos(4^.r) 

+^G2g{- 2T3T4}smc2(BT)sm(4nfcT) 

Rm,wL (*) = KL,m (-«•) = (wv (0 wL (* - T)) 

_ C v C L / „2 < « 
i 

VA(r-T) + V v ( f - T - — ) 

ex 

+ £ ^ / 2 v 2 ( 0 v , ( f - r ) v w ( r - r - ^ - ) \ 

= ^ | ^ ( 0 ) ^ ( 0 ) + 2/?2,(r) + /?2
v(0) + 2 / ? 2

v ( r + i ) 

2 
c„c, ^Gv

2 | |(r3
2 +r4

2)+rJ
2,iF + VFrwr4 |siiic2(flr) 

+ £ f L G f v{ | f c 2 -r4
2)-7S,iV - VFrwvr4|sinc2(BT)cos(4^cr) 

+^G 2 j - | r 3 r 4 -VJr w i , r3 | s i i ic 2 (Br)s in(4C7) 

(A2.5d) 

(A2.5e) 

where sinc(5r + 5 ) ~ sinc(5r) for B « f 
4fc 
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Kv,cR (T) = RCR,CV (-7) = (wv (t)wR (t - T)> 

CvCR I , ,2 
Kit)-

1 
V„(t-T)-Vv(t-T——) 

_cvcR ^(t)vl(t-T)) + U(t)vl(t-T-^)\\ 

CvCR / o . . 2 1 
2 2v^t)vh(t-T)vv(t-T-—)) 

= ̂ \K,V ( 0 ) * W (0) + 2/? 2„ (r) + tfjv (0) + 2* ;v (r + ^ r ) 

= ££«. J _ 2^ j v (0)j?4iV ( -L) - 4 / ^ (*)*,,„ ( r + ^ r ) | 

+^G v
2 | ^ ( r3 2 - r / ) - r^ v +V^^, r 4 | s inc 2 (5 r )cos (4^ c . r ) (A2.5f) 

+^G2 | - | r3r4+V77;, ! ,73}sinc2(5T)sin(4C7) 
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2 

= ̂ ([vt(t) + vl(t) + 2vv(t)-vh(t)l[v2
v(t-T) + v2

h(t-T) + 2vv(t-T)-vh(t-T)}} 

= 7 K (0) + 2 ̂  (0) tfM (0) + Rl (0) + 4RV,V (0)Rvfl (0) + 4* M (0)Rvfl (0) + 4R2
M (0)} 

+ ̂ ~{2R2
VV(T) + 2/?v

2,(r) + 2 < ( r ) + 2R2
hh(T)} 

+ ̂ {4R^(T)RvM(T) + 4Rv^T)RhjT) + 4Rvv(T)RhM(T)} 

+ ^ ^ v 2 1 , + S ^ + 4sT3J sine2 (Br) 

2 

+^Gv
2{ryVi,v + gTsysM + ^T3}\mc2(BT)cos(4xfcT) 

(A2.5g) 
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(k(t) + vt(t) + 2vv(t)-vh(t)\[v2
v(t-T) + v2

h(t-T)-2vv(t-T)-vh(t-T)}} _ CPCM 

_ CPCM K2
v(0) + 2^v(0)^,,(0) + <,(0)-4^(0)} 

+ ̂ -{2R2
v(t) + 2Rlh(T) + 2R2

hv(T) + 2Rlh(T)} 

+ ̂ {-ARvv{T)Rv,h{t) + ARvy(T)RKv{T)-ARv^T)RhM{t)} 

+ £^M. {_ 4J?M (r)/?/i y (T) + 4 ^ ( r ) ̂  (T) _ 4 ^ (T)Rhv (T)} 

+£fLGv
2fe,,y - grs,,J

2 + ^ j s i n c 2 ^ ) 

+^Gy
2{(rsvs>v - gTsyJ - gr4

2]sinc2(fir)cos(4^.r) 

+^LGv2VFfc,v-§^,>4smc2(5r)sin(4^T) 

(A2.5h) 

K P M ^ = Kh,wP(-T) = (wp(t)wh(t-T))=EfL(h(t) + Vh(t)]
2vt(t-T) 

= £fL(v2
v(t)v

2
h(t-T) + vl(t)vl(t-T) + 2vv(t)-Vh(t)v

2
h(t-T)) 

= ^{2R^(0)RhM(0) + 4^h(T) + 2Rl(0)} 

+ £fL{4</,(^) + 4^, f t(0)^(0) + 8^,/1(r)/?w/!(r)} 

= £f£LG2gTsysM{T^v + gTsysM+VJr3} 

+ -cDc, J±H_G2. 

+ ^ G 2 \ 

v7 

gT^+^fT, 

+ ^T 
J 

\2 

-M.T2 

1 A 

Uinc2(5r) 

sinc2(flr)cos(4^c.r) 

+ ^G 2g|-^-Vg"r s , ,^r 4s inc 2 (5r)s in(4Cr) (A2.5i) 
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KP,.L W = KL,«P ("*) = {wP C K (* - 7)) 

h(t)+Vh(t)]
2 V„(t-T) + V,(t-T——) 

J c 

1 
4 . k (0 + v„ (0]2 v,2 (r - T) + k (0 + vh (t)f v

2 ( f - r - — ) 

G2fc,.v + *r * + V7^3fcs,v + # v » + VF^) 
4 

c„c P'-L ,- .2 G; T^+^ffc+Tj 

S'sys.h ^ ry *3 

gTsys,h+^-{T3+T4) > sine (Br) 

i .vys,v+ 2 3 >• s ine 2 (B T) C O S ( 4 ^ T) 

+ C-^G;{-8T,TA -V7(T3 + 7 4 ) f c „ +^7 sy , j}sinc2(BT)sin(4^.r) 

+ ^ G V
2 { - 2 * 7 ^ 7 ^ - | ( 7 3

2
 + r 4

2 ) | s i nc 2 (Br ) s in (4^ r ) 

(A2.5J) 

150 



KP,« (*") = KR.»P (-7) = (w, (t)wR (t - T)) 

= ^ ( [ v , ( 0 + v»(Of v j ( 0 - v , ( / - — ) 

1 = ̂ ( k W + v,(f)]2v,2(?-r) + [yv(0 + vA(0]2v,2(f-T-—) 

+ ̂  / - 2[v„ (r) + v, (f )]2 v, (r - r) vv (f - T - ^ - ) 

= ^ G 2 ( r i v , v + * 7 ^ + ̂ ) • fc,v + * T ^ -4sTA) 

c„c /••-R ^-<2 T^+^ffc-Tj + gT^+^-fc-T.) \sinc2 (Bt) 

+ -
c„c p RG2 

6'Sys,h T » ' 3 

r 
8 

\ 
1 .vy.v.v T ^ 3 Uinc2(Z?r)cos(4;zfcr) 

+^G^Ti{Ts^-gTsyj\mc2(BT)coS(4^cT) 

+ ^ G 2 { - gT3T4 + VF(T3 -T4)(rsV!,v + g ^ J]siiic2(fir)sin(4#fr) 

+ ^-G 2 J2^„ , v 7 : s j J , / l +|(T3
2

 +r4
2)|sinc2(Sr)sin(4^.r) 

(A2.5k) 

2 

= ̂ {k (0 + v,2 (0 - 2vv (0 • v, (/)] • k (t-t) + v2 (t-t)- 2vv (t-T)- vh (t - r)j) 

= ^ f e ( 0 ) + 2/?v,v(0)/?w(0) + / ^ 

f- {2i?v
2
v (T) + 2/?2„ (r) + 2/?2

 v (r) + 2fl2
 h (r)} 

-{-4^ , v ( r )^( r ) -4^ v ( r )^ , v ( r ) + 4i?v>v(r)^,/1(r)} 

4 
2 

4 
2 

+ 7 L ^ V
2 fc , v + gTsysM -JgT,] sinc2(5r) 

+ ̂ - G v
2 J T w + gTsy,h -4g~T3}

2 sinc2(JBr)cos(4^c.r) 

(A2.51) 
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L , , ( ^ ^ , - ( H = (^(^ i (^^ = ̂ (k«-vJWfv,:(^r) 

_ CMCh 

Y-ivl(t)vl (t~T) + v\(t)v2
h (t-T)- 2vv (0 • V„ (t)v2

h (t - T)) 

fa, (0)tfM (0) + 2Rl (T) + Rl (0) + 2R2
hJI (T) - 2RhJt (0)RvM (0) - 4RhJl (t)RvM (r)} 

-GhTw*Yw.v + 8TsyS,h - 4 8 T i \ 

+ -
c„c M^h_Q2 

f a. \ 

8*svs,h ~ *3 

V l J 

+ -
C„C, M^h /-»2 

/ > 
np _JL2_T 

\ L J 

+ -TA
2 

-4tf 

sine2 ( 5 r ) 

sinc2(5r)cos(4/zfer) 

+ ̂ G v
2 g -^- + V7^,„k4 s i n c 2(B 7) s i n(4^) 

«»* .»* (*) = KL,«M (-7) - (wM (t)wL (t - T)) 

^ M CI kw-v»(or v,(f-T) + v v ( f - r - — ) 

£ ^ ( [ v v ( 0 - v * ( 0 ] 2 v * a - r ) + [v v (0-v 4 (0] 2 v v
2 ( r -T-- - l - ) 

1 
+ - ^ / 2 [ v v ( 0 - v , ( 0 ] 2 v / l ( ? - r ) v v ( r - T - — ) 

c„c M C i y-2 

C „ C 

T„,,,-^-(T3-TA) gT^-^(T3-T4) > sine2 (Br) 

M1"/. /-i 2 I T — * T 
**•' 2 3 + S ^ -

V ^ , > sine2 (Br) cos(4^cr) 

(A2.5m) 

+ £ ^ - G v
2 | - ^ 7 4

2 -V^r 4 (7^ , v - ^ , J j s i n c 2 ( B r ) c o s ( 4 C T ) 

+ ̂ G 2 { V ^ ( 7 4 -73)(Tvv„ + ̂ ) - gT3T4}sinc2(Br)sin(4#rr) 

+ ^ - G v
2 J 2 g r s „ r ! ( . a +-|(r3

2 + r4
2)jsinc2(fir)sin(4,?fcr) 

(A2.5n) 
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KM MR (?) = KR,KM ("O = (wu (t)WR (t - T)) 

cuc 

'-(k(t)-vM2 v * ( 0 - v v ( / - — ) 

1 
4

JL([vv(0-v*(0]2v*a-T) + [vv(0-v»(r)]2vv
2(r-T-—) 

+ ^ / - 2[vv (0 - vh (t )f vh (t - t)vv (t - T - j-) 

= ^ G ; ( T ^ , + gTsysM - V J r 3 ) • (r,y,v + gTsySih -4g~T4) 

C uC u 

C M C J? 

G; gT^-^ffo+T.) Tsys,v-^f(T3+Tj \ sine2 (Br) 

G; - VF, 
+ 6lsys,h r. *3 

V 
|-sinc2(6r)cos(4^'fT) 

+ ̂ G 2 - | - r 4
2
 + ^ 4 ( T J J B , V - J O tsinc2<fir)cos(4#fr) 

^ G 2 { ^ ( r 3 +r4)(7vy„ +^ ,J - g r 3 r 4 }s inc 2 (Br)s in(4CT) 

+ ^ G ; - 2 ? ^ , / ^ - | ( 7 3
2
 +r4

2)[sinc2(BT)sin(4Cr) 

(A2 

=cA
2(vA

2aK(r-T)) 
= c2

h{Rlh(0) + 2Rl(T)} 

= c2
hG

2g2T2 6 + sinc2(Br)]+ c X V O i n c ^ B ^ c o s ^ r ) 

(A2 
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KH.A*) = KL,WH (~T) = (wh(t)wL(t - r)> 

CuC 
^ v4

2(0| 
1 

Vh(t-T) + Vv(t-T-— ) 

ChCL I ,.2/^,.2/j. „\ , ,.2/<N..2/J „ L \ , T..2 > < (*K (t~T) + VZ
h (tX (t-T-^-) + 2v2

h(t)vh(t-T)vv(t-T-^-) 

= £JLG>gTsyjTsys,v + gT^ + ^T4} 

+£f-G^gXs,ll + ^ f e 2 +T4
2)+^T4gTsys^smc2(BT) 

+£f-G^8X,,h -\g(T3
2 -r4

2)+V?r4g7:sva|sinc2(5r)cos(4^r) 

+^G v
2 | - ^ r 3 r 4 -V^r3g r v ^ | s inc 2 ( f i r ) s in (4^ ) 

(A2.5q) 

V H * (7) = KR,wh (-7) = (w, (0 wfi (f - 7)> 

Cj£*-' v2
h(t)\ 

1 
Vh(t-T)-Vv(t-T-—) 

J c 

= ^(yl(t)v2
h(t-T) + V2

h(t)V
2(t-T-^-)-2v2

h(t)vh(t-T)vv(t-T-~) 

= ^G2gTsyjTs^ + gT^h-4g~T4} 

+^G2i[g
2T2

s, +\g{T2
 + r 4

2 ) - ^ 4 ^ , a | s i n c 2 ( 5 r ) 

+£f-G2^g2T^h -±g{T2 -T4
2)- V^r4grv,v,/,|sinc2(5T)cos(4^T) 

^ ^ j . ! ^ + 777^., f t |sinc2(5r)sin(4^T) 

(A2.5r) 
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^.^w=K(Owla-T)>=-^( v„«) + vv(f-—) v„(r-r) + v v ( r - r - — r ) 
J c 

1L.. 
4 

* M ( 0 ) + Kv,v(0) + 2tfA,v(^r) + 2 
4/c 4 / c _ 

2 

+ f Gv
2fcs,v + S ^ , + ^ 4 J sinc2(Br)cos(4^r) 

(A2.5s) 

*«*...* (*) = *»*.»* (-*) = ( M ' K (r - T)) 

v*(0 + v v ( f -—) v , ( f - r ) - v , , ( r - r - — ) 

*v,v (T) - J?w (T) + i!»,v (T + -^r) - flViA (r - - J - ) 
4/ , 4/c _ 

+ ^ G ; f e , „ - * 7 ^ )2 + ^ i n c ^ r ) 

+ £ ~ G ; f e , , v -g7 ( ,vJ2 -^T/]Sinc2(Br)cos(4^T) 

- ^ G ; V g r 3 ( r s ) „ - grv3S,,>inc2(Br)sin(4^.r) 

(A2.5t) 
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Rt,R,KAT) = (wR(t)wR(t-T)) 

v A (0 -v v ( f -—) Vh(t-T)-Vv(t-T-—) 

RM(0) + Rv,M-2RhJ^) 

= £f-G&v„+gT^-fiT<f 

+ 2 ^ W + ^ W - « t , , ( ^ ^ r ) - ^ ( T ~ ) 

7 r 

2 

(A2.5u) 

Spectra And Cross Spectra 

The power spectra and cross spectra of the radiometer signals are found as Fourier 

transforms of their auto correlations and lag cross correlations. For signals wv(t), wp(t), 

wM (t) , wh(t), wL{t) and wR(t) , the power spectra and cross spectra are given by 

Sm,M) = cfrXsAf) + c2
vGXsM(f) (A2.6a) 

Sm,wP(f) = £|c-GX.v ky,v + gTsys,h+^T3}s(f) 

c.c 
+ VXG2, +£•: 

-]2 

T 
sys.v 0 

+ —T2 

4 4 H(f) 
(A2.6b) 

S^wM (f) = ̂ GX.kys, + sTsys,h - JiT3]Sif) 

CvCM Q2 4s'. y I . 6 'y2 
1 *ys,v ~ 2 3 4 4 W) 

(A2.6c) 

^ ( / ) = cvchG
2
vgTsysvTsyshd{f) + ̂ G2

vg^ + 74
2}//(/) (A2.6d) 

156 



Sm,wL(f) =^G2
vTsys,vkys,v + gTsys* + 4sTA}S{f) 

(A2.6e) 

(A2.6f) 

2 

2 

+^Gt\r„v + gTsysM + 4gT,}2H(f) 

(A2.6g) 

S... _ (/) = SI£M.G^ + gT J _ gT2}S(f) wP ,wM 

+ ̂ fLG^v-gTsyJ + gT:}H(f) 
(A2.6h) 

^wP,wh^J ' 

+ -cDc, 

• GlgrsysJl t >w + g r ^ + ̂  ]s(f) 

pzhr12 
oT +^8 T 61sys,h T ,- *3 

n2 

+-r/ 
• # ( / ) 

(A2.6i) 

^ G , 2 < Tiy„v+^-(T3+T4) >H(f) 

(A2.6J) 

*„ , , * ( / ) = ̂  Gv
2 (TVI„ + g ^ , , + V^T3)' fc„, + gTsys, - Jg~T4 )S(f) 

+ ^JLG2< T^,+^-(T3-T4) 
n2 r 

+ gT^+^fiT.-T,) Wf) 

(A2.6k) 

2 

^wAf ,wM ( / ) = ^fGvV.sys,V + gTsys,h ~ <JgT3] 8(f) 

2 

+ X G 2 f c > - + *r *̂" ̂ ^2 H(f) 
(A2.61) 
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SwM,M) = £^G^.*fc . .v + gT^-JgT&f) 

£M£LQ2 r Rr 
\2 

+ —T2 

4 4 H(f) 
(A2.6m) 

S,M,»L(/) = ̂ f-G^v + f r ^ - VJr3)- ( r w + g 7 ^ +4gT4]s{f) 

cuc + 1M^G1' Tsys,r-^f(T}-T4) + sTsys,h-^{T3-TA) 

2] 

"CO 

(A2.6n) 

^,M,B R(/) = ^GV
2(T:V ) , I V + g r ^ -VJrJ- fc,v + g r ^ -^T4)s(f) 

+ £M£JLG^ 8Tsys,h-^f{T3+T4) Tiy„-^-{T3+T4) •H(f) 

(A2.6o) 

*»*.,*(/) = cffig^Sif) + clG2
v8Xs,hm) 

+ ^ G v
2 { g 2 ^ +^fo 2 + r4

2)+ VFr4*rwJk}# (/) 

(A2.6p) 

(A2.6q) 

(A2.6r) 

5 B ^ ( / ) = ^-Gv
2(rw + «7;^ +VFr4)

2
<y(/)+^-Gv

2(7;„v + g r w , +^T4)
2H(f) (A2.6S) 

sB.t,»«(/) = ̂ c H f c „ + g r v ^ (A2.6t) 

-SB^(/) = ̂ -Gy
2{rw +*7-^ -^T4}

2S(f) + ̂ {T^v + gTsyxM ~^T4]mf) (A2.6u) 

where the Fourier transforms of the terms modulated by sin(4;zfc/r) and cos(4^£.r) in the 

expressions for auto correlation and lag cross correlation given in (A2.5) are not included 
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here because they will be removed by the subsequent low pass filters. In (A2.6), 

g=Gh/Gv is the gain imbalance between v- and h-pol channels; Swawa(f) is the spectrum 

of wa(t) and Swawh(f) is the cross spectrum of wa(t) and wb(t). The "hat" function, 

H(f) in (A2.6), is given by 

H(f) = for\f\(B 

otherwise 

(A2.7) 

The power spectra and cross spectra of signals xv(t), xp(t), xM{t), xh{t), xL(t) 

and xR{t) at the output of the low pass filters can be found from (A2.6) by 

Sa,b(f) = Swa,wh(f)-\L(ftf (A2.8) 

where a = v, P, M, h, L and R and where L(f) is the transfer function of the low pass filter, 

defined as zero for | / | > — and one otherwise, where x is integration time,. Near DC, 

the hat function, H(f), can be approximated by its value at f=0. The power spectra at 

| / | < — are given by 

5V,V(/) = c2
vGXys,Af) + ^GXs, (A2.9a) 

SvAf) = £fC"G fX.vk..v + 8T„.k + yfgT^(f) 

£v£p_ri2 

lsyS,V
 +

 2
 3 4 4 

(A2.9b) 
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IB ays, y + -T/ 

(A2.9c) 

SvJl{f) = cvchG
2
vgTsysJsyshd(f) + ̂ -G'gfc + T4

2} (A2.9d) 

(A2.9e) 

(A2.9f) 

2 

2 

+^G*fcyS, + gTsys,h+4g~T,}2 

(A2.9g) 

•*,, ,(/) = ^ G v f e , , v + ^,,,„J2 -gT2}S(f) 
4 

^ ^ { t . - ^ J + ^ / l 
(A2.9h) 

^(/)= £^-G v
2^>w+^A+VFr3}y(/) 

+ -
cDc, 
IB v gT^+^fT, + ̂ -Tl 

(A2.9i) 
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SPAf) = ^ Gv L + gT^j, + V^3 fcs, + gTsys,h + V^4 )?(/) 

4fl v Tsys,v+^-(T3+T4) 8Tsys,h+^f(T,+T4) 

(A2.9J) 

•*/>*(/> = ^ G v
2 ( r v > , „ + g ^ + ^ T 3 ) - fc„ + gTsys, -4g~T4)S(f) 

CPCR r*2 T^,+^f(T3-Tt) 8Tsys,h+^f(T3-T4) 

(A2.9k) 

2 

5M,M(/) = T G ' L + 8TvJl-JgT3]S(f) 
4 " '•'•s>' 

2 

+ ^ ^ 2 f c , , v + ^ , , , - ^ } 2 
(A2.91) 

V * ( / ) = £yLGv
2

grvva{r i,,v + gT^ - VFr3Jy(/) 

C A f C A /"»2 

1 F G / * r
w * - 2 3 +-r/ 

(A2.9m) 

W / > = ̂  c2 (r^,v + g r ^ - V*r3 )• (T;,,V + g r ^ + ^>T4 >( / ) 

« ^ - ^ - ( 7 - 3 - r 4 ) +-c„c MCL r 2 , 

4fi T^-^fa-Tj + 

(A2.9n) 

• W / ) = ^ Gv fcv, + ST*,* - JgT3 )• ( r w + grw„ - Vg>4 )y(/) 

CMCR 

AB 
G?< gTsys,h-^f{T3+T4) 

sys,v o * sys,l 

-i2 

+ \ys\v 
£(r,+ (r3+r4) 

(A2.9o) 

ShJ,<J) = clGU2Ti,J,8{f) + -LG2
vg

ITi.j> (A2.9p) 
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Sh,L(f) = ^G'gT^T^ + gT„h + VJr 4 }j( / ) 

r t , (A2.9q) 

Saf) = ^GhT,,s,h{T^v + gT^ -Jg~TA)$(f) 

r t , (A2.9r) 

^ ( / ) = f Gvfc,,,, + ̂ , s , +^T<)8{f) + ̂ GiTsy„ + gTsys, + JgTA) (A2.9s) 

*« ( / ) = C-f-Gl{Tsy„ + gTsyJ -gT^(f)+
C-^Gl{Tsy„-8TsyJ+gT^} (A2.9t) 

7 2 

V ( / ) = f G;{rw +*7;^ -V^r4}^(/) + ^G;{rv,,v + * 7 ^ -firf (A2.9u) 

In the above expressions, the terms on the right hand side that involve the Dirac 

delta function, d(f), are the DC components of the spectrum. The others terms are the 

AC components. 

The power contained in the DC and AC frequency components of xv (t), xp (t), 

xM(t), xh(t), xL(t) and xR(t) are obtained by integrating over the appropriate portions 

of their spectra. The expected values of these signals (i.e. the DC component of their 

spectra) are proportional to the four associated brightness temperatures. The variance of 

the signals {i.e. the integral over all AC components of the spectra) is due to the additive 

noise present in the measurements. The expected value (DC) and variance (AC) are given 

separately as 

a n d C ( 0 ) = f G X „ (A2.10a) 
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R°c(0) = ££p_GXys^v + gTsysJ1 + VFr3} 

and^(0) = | ^ Tr + — T 
4 4 (A2.10b) 

KM(0) = ^ G X . v f c - . v + ^ - ^ 3 } 

and/?-(0) = ^ G v
2 r. - £ r ; + —T2 

4 4 (A2.10c) 

/C(0) = CAG^T x . sys,v sys,h 

and<f(0) = ^ G ^ { r 3
2

+ r 4
2 } (A2.10d) 

< f ( 0 ) = ^ c ? X . , k . . v + ^ . * + V«r4} 

and ^ ( 0 ) = ̂ G v
2 | ^ ( r 3

2 + r / ) + r i , v + ^ v , J 4 | (A2.10e) 

<« (0)=£fLGX.vfc. .v+^,„ - VFr4} 

and < ( 0 ) = £ ^ G 2 | ^ ( r 3
2 +r4

2)+rs
2,v - VF^,wr4} (A2.iof) 

2 

* £ ( 0 ) = ̂ -Gv
2{rw + gTsysM + Jg~T3} 

2 

and *£ (0 ) = ̂ G 2 { r , , , „ + gTsysM + Jg~T3} (A2.10g) 

*&(0) - ^G&^ + gT^J-gT?} 

and <C
M(0) = £^LG 2 f e , , v -gr v > , J 2

 + 8T4
2} 

4BT 
(A2.10h) 
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R»c(0) = £ £ ^ 0 2 ^ ^ + gTsysh+^T3} 

a n d / ^ ( 0 ) = ^ - G y
2 +—T2 

4 4 (A2.10i) 

< C
£ ( 0 ) = ^ G ; ( T ; W +gTsys, +^T3\TVStV +gTsysM +^T4) 

a n d / ^ c
L ( 0 ) = ^ G 2 

P'L ABT V 
^.v+^^+rJ + gTsys,h+^(T3+T4) (A2.10J) 

R%{0) = Z*-G^v+gTv,J, +4g~Ti)-(T^+gT^h -4g~T4) 

AC / r , x _ CpCR 2 

P'R 4BT ' 
Tsyi,v+^{T3-T4) 

~l2 

gTsys,h+lf{T3-T4) (A2.10k) 

2 

KC
M ( 0 ) = ^ G , 2 f c , , v + ^ . * - V^;}2 

and RA
M

c^) = j^G^v + gTs^-^2 
(A2.101) 

KCM = ^f-G2
vgTsys^v + gT^ - Jg~T3} 

a n d i O 0 ) = ^ G v
2 

lot 8*sys,h 
4~s, +-z2 

(A2.10m) 

^ ( 0 ) = £ 4 ^ G v
2 ( r w + 8T^h -V^r3)-(rVV!V + grvv,,, +V^r4) 
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a n d O 0 ) = ^ G v
2 ^.v-^te-T;) + gTsys,h-^fc-T4) (A2.10n) 

<«(0) =£lf-G;^ +gTsysM -^-(T^+gT^ -4g~T4) 

a n d < , ( 0 ) = ^ G 2 gTm,h-^-{T,+T4) + 
V? 

H2' 

sys,v 
fc + T4) (A2.10o) 

«S(0) = c2
hG^g2Ti,JI 

and/?- (0) = - ^ G v
2 g 2 r ^ (A2.10p) 

<^(0) = ̂ G v V w *fe . .v + sTsys,h + Jg~T4} 

cuc, and R£(0) = ̂ G 2 g27^A + ig(r3
2 + T4

2)+Jg~T4gTsys, sys,h (A2.10q) 

KR (0) = ̂ - G ^ r ^ ^ + ^ - v&4} 

and tf£(0) = f f ^ W , * + ± *fc2 + r4
2)-^g~T4gTsys, (A2.10r) 

R?c
L(0) = ^Gt(Tsy„+gTsys, +4g~T4)

2 

and R£ (0) = ̂ - G2 (r^v + g^ , , + JjT4 J (A2.10s) 

R%(0) = ̂ G;lTs^ + gTsyJ-gT;} 

and R^(0) = ̂ G2fays,v-gTsyJ + gT
2} (A2.10t) 

<*(0) = ^G;{rv,s,v + gTsys,„ - Jg~T4} 
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2 

and R-c
R(0)^^-G:{Tsysv + 8Tsysh-^T4} (A2.10u) 

where fl£J(0) = (X(t))-(Y(t)) and /?*c
y(0) denotes the variance of X(t) if X(t)=Y(t) or 

the covariance of X(t) and Y(t) if X(t)*Y(t). 
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Appendix 3 

Covariance of Correlating Polarimetric Radiometer Signals 

The signals vv(t)-v6(t), nv(t), nh(t), bv(t) and bh(t) and their statistical 

properties are identical to those associated with Appendix 2. The signals in the cross-

correlating channels of the radiometer, prior to low pass filtering, are given by 

w3(0 = vv(0-vA(0 (A3.1a) 

w4(t) = vv(t-j-)-vh(t) (A3.1b) 

After the low pass filter, the correlating channel signals become X3(t) and x4t) 

respectively. 

The procedure followed to derive the covariance relationships between the three 

low pass filtered signals is similar to that for the hybrid combining radiometer, as 

described in Appendix 2. The auto correlations and lag cross correlations between 

signals wv(t), w3(/), w4(Oand wh(t) can be expanded as 

\ ' (A3.2a) 
= Rl(0) + 2Rlv(T) 

= GX,,V+GX,,V^C\BT){1 + COS(^CT)} 
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**,.«*(*•) = K,3.m(-T) = {wv(t)w3(t ~ T)) 

= (v2
v(t)vv(t-T)-Vh(t-T)) 

= Rv,v(0)K,h(W + 2 ^ m , „ ( r ) (A3 

+ &GlT^vswc2(BT){T3 cos(4#cr) - T4 sin(4^.T)} 

1 
= (vZ

v(t)vv(t-T-—)-Vh(t-T)j 

= KA0)Rv^-j^) + 2Rvv(T + j^)R^(t) (A3 

G -\ G G, G A G \Ju T 
= W

2
 v h TsysJ4 + y y h TsysJ4smc2(BT) 

-Gv JG\G~hTsys I|-sin(4^.T) + ^coS(4tfcT)\smc2(BT) 

= (v2(0v2('-r)) 

= /?v-v(0)flM(0) + 2 /^(r ) (A3 

= sG2JsysJsy,h +^G2{T2+T4
2ymc2(BT) 

+ ̂ G2sinc2(BT){(T2 - r4
2)cos(4/£,r) - 2T3T, sin(4#cr)} 

= R2
h(0) + Rvv(T)RhJl(T) + Rvh(T)RKv(T) 

= ^-G2r3
2 + Q.5gG2

vTsysJsys ,,sinc2(5r){l + cos(4#cr)}
 ( A 3 

+ Ksinc2(fir){r3
2 -74

2 +(r3
2 + r4

2)cos(4#cr)} 
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RW3.w4(T) = (w3(t)w4(t-T)) 

= U(t)-Vh(t)Vv(t-T-—-)-Vh(t-T)\ 

= Rvh(0)Rvh(-^) + Rvv(T + ^)Rhh(T) + RvM(T)R^(T + j^) (A3.2f) 

4 4 
-T2 , T ^ 2 

— 2 r , , s ^ , , , . + ^ 4 ^ Uin(4^.r)sinc2(5T) 

^3,^(7) = R*.w3(-D = (w3(t)wh(t-T)) = (vv(t)-Vh(t)v
2
h(t-T)) 

= RVJl(0)RhJl(0) + 2RVJI(T)RhJl(T) 

18 riT T (A3.2g) 
" j U'v1sys.h1i 

+ ^ - G X ^ i n c 2 ( 5 T ) { r 3 + r 3 c o s ( 4 ^ r ) - r 4 s i n ( 4 ^ T ) } 

Rw4,ylfA(.T) = (wA(t)W4(.t-t)) 

"(^ ( r_47 )'v' i ( 0Vi' ( r~r"47 )'V; , (?"r )/ 

= < » ( - T V > + ^ . V ( ^ M W + ^ ( « - - 7 T ) ^ . V ( « - + 7 T ) (A3-2h) 

4 I^VV.V-V.A"1" 2 + ̂ r M 2 7 ^ 7 ^ +-i—^[sinc2(5T)cos(4^cr) 

^ . M * (^) = ^ , ^ ( - 7 ) = {wA(t)wh(t - T)) 

= ^ ( - ^ y - ) ^ , , ( 0 ) + 2 ^ ( r - ^ r ) i ? f t , , ( r ) (A3.2i) 

= ̂ f^TsysMT4 + ^f^TsysMT4sinc\Br) 

+ ̂ y ^ r S 3 , , / i { r 3 s i n ( 4 ^ T ) + r4cos(4^.r)>inc2(5r) 
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Kh,wh(T) = (">h(t)wh(t-T)) = (v2
h(t)v

2
h(t-T)) 

= R2
hh(0) + 2Rlh(T) (A3.2J) 

= g2GX,H + ? % s i n c a ( « f ) J + cos (4tfcr)} 

The power spectra and cross spectra of the radiometer signals are the Fourier 

transforms of their auto correlations and lag cross correlations, respectively. For signals 

w
v(t), w3(0 , w4(t) and wh(t), the power spectra and cross spectra are given by 

• W / ) = G2XysAf) + GXs.Mf) (A3.3a) 

SWV,M) = ̂ -GX.JAf) + ̂ fGXysJ3H(f) (A3.3b) 

Sm,M) = Gv\hTsysjAf) + Gv\hTsysJ4H(f) (A3.3c) 

s ^ ( / ) = gGfaj^Af)+f cv
2{r3

2 + r4
2}//(/) (A3.3d) 

^ ^ ( / ) = f G ^ ( / ) + | G X . v ^ ^ ( / ) + |Gv
2{r3

2-r4
2]ff(/) (A3.3e) 

Sw3M(f) = ^-T3T4S(f) + ̂ fLT3TAH(f) (A3.3f) 

^(Z) = ̂ G X S / 3 ^ / ) + ^ G X , ^ ( / ) (A3.3g) 

**.,*(/) = ̂ L ^ ( / ) + 5fL{2rflB>7^ +SzS.U(/) (A3.3h) 

S^M) = ̂ ^T^AS(J)^^^.T^TAHU) (A3.3i) 

V.* (/) = 82G^j,S(f) + g2GX,hH(f) (A3.3f) 
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where the Fourier transform of the terms modulated by either cos(4;zfc.r) or sin(4;zfcr) in 

the expressions for auto correlations and lag cross correlations in (A3.3) are not included 

here because they will be filtered out by the subsequent low pass filters. In (A3.3), 

g=Gh/Gv is the gain imbalance between v-pol and A-pol channels; Swa wa ( / ) is the 

spectrum of wa(t), and Swawh(f) is the cross-spectrum of wa(t) and wb(t). The "hat" 

function, H(f) in (A3.3), is given by 

H(f) = -
B 

f f 
1 J 1 ' (A3.4) B 

= 0 otherwise 

The power spectra and cross spectra of the signals xv(t), xh(t) and x3(t) at the 

output of the low pass filters can be founded from (A3.3) by 

^ ( / ) = Sv v a^(/)- |L(/) |2 (A3.5) 

where a = v, h, and 3 and where L(f) is the transfer function of the low pass filter, defined 

as zero for 1/1 > — and one otherwise, where x is integration time,. Near DC, the hat 

function, H(f), can be approximated by its value at/=0. The power spectra at 1/1 < — 
IT 

are given by 

SKV(f) = GXsAf) + ̂ GXs, (A3.6a) 

sv*(f) = ̂ -GXysJAf)+^GX,J3 (A 3-6 b> 
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SvA(f) = ^GXysjAf) + +jGXysJ4 (A3.6c) 

SvAf) = gGXys,Zys,Af) + ̂ Gvfc2 + T*2} (A3.6d) 

S3Af) = ^GXAf) + ̂ G2JsysJsys,h +^{T3
2 -T4

2} (A3.6e) 

S3A(f) = $-GXT4S(f) + ̂ GXT4 (A3.6f) 
4 42} 

^ ( / ) = y G : ^ ^ ) + ^ G X / 3 (A3.6g) 

• M / ) = ^GXAf)+^G2l2TsysJsysM + £ ^ L } (A3.6h) 

- M / ) = ^ G X a ^ ( / ) + ̂ ^ 2 V * (A3.6i) 

Sk.h(f) = 82GKAf) + Y G ^ (A3-6 j ) 

In the above expressions, the terms on the right hand side that involve the Dirac 

delta funcgtion, 8(f), are the DC components of the spectra. The others are the AC 

components. 

The power contained in the DC and AC frequency components of xv (t), x3 (t), 

x4(t) and xh(t)ave obtained by integrating over the appropriate portions of their spectra. 

The expected value of these signals (i.e. the DC component of their spectra) is 

proportional to the four associated brightness temperatures. The variance of the signals 

(i.e. the integral over the AC component of their spectra) is due to the additive noise 
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present in the measurements. The expected value (DC) and variance (AC) are given 

separately as 

and /e^(0) = J - G X v (A3.7a) 

v,3 Vvy/ n ^*v sy.s\v 3 

and <3
C(0) = d^-GXysJ, (A3.7b) 

25 r 

C(0) = | c v V 4 

2BT 
and <4(0) = ^ I G X . v 7 , 4 (A3.7c) 

1^(0) = gG^X vs.h 

and 7?y
A,c(0) = - |-Gv

2{r32+r4
2} (A3.7d) 

i ? ^ ( o ) = i.G273
2 

* ^ U ^ .^ -T; 2 
and *£(0 ) = - ^ G 2 2 7 ^ 7 ^ + ^ r ^ } • (A3.7e) 

4fir r - ,r •'" 2 

/?3
D

4
c(0) = ^G2r37; 

and < C ( 0 ) = - | -G 27;7 ' 4 (A3.7f) 

^ C ( 0 ) = ~T~Gv'1sys,h13 
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v sysfi* 3 and C ( 0 ) = ^ G L r 
IB T 

(A3.7g) 

<4
C(0) = |GV

274
2 

AC,m_ # ^ L -r , ^ - ^ 
and i?-(0)=^-c; 2rwvr^+ 2 

(A3.7h) 

R4,h ( ° ) -—^GvT.syS,hT4 

and <(0) = H^Gv
2V4 (A3.7i) 

RFc
h(0) = g2GX v .vv.v,A 

and 0)=^*% (A3.7J) 
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Appendix 4 

Correction for Impedance Mismatches at the Radiometer Input Port 

A model for impedance mismatches between a radiometer receiver and its antenna 

has been developed by Corbella et al. [57-59]. Their approach is adopted here. The 

brightness temperature of the CNCS active cold load is determined by a two-point 

calibration using an ambient temperature coaxial termination and one immersed in LN2. 

The digital counts measured by the RUT while connected to each of the LN2 reference 

load, ambient reference load, and CNCS active cold load are, respectively, given by 

2Re[AM,2rMf2rJ+rR} (A4.1a) 

} (A4.1b) 

(-Cold = §V^CNCs\ * Cold +\A-CNCS] |* CNCS \ * r + ^^l^CNCS* CNCS^c J + *R J (A4.IC) 

where g is the radiometer gain, TLN2, Tref and Tcoid are the brightness temperatures 

of the LN2 reference load, ambient reference load, and CNCS active cold load that would 

be measued by a radiometer with a perfect impedance match, rLN2 and /cwcs are the 

voltage reflection coefficients when viewing the LN2 reference load and the CNCS active 

cold load, and Ay = (1 - Sn,radJJ)A (for v = LN2 and CNCS), where Snrad is the input 

reflection coefficient of the radiometer receiver. In (A4.1), Tr is the noise temperature 
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exiting the receiver toward the antenna, TR is the traditional receiver noise temperature, 

and Tc is the component of Tr and TR that is correlated. For cases of high isolation at the 

radiometer input port, Tc is given by [58] 

T =-T 
1c 1 phy 

"J12,f£°22,f£' 
(A4.2) 

where Tphy is the physical temperature of the radiometer front end components preceding 

the first gain stage and SxyjE for x,y=l,2 are the S-parameters for the radiometer front end 

(see [57-59] for detailed definitions of these noise temperatures). Port 1 for these S-

parameters is the input to the radiometer and port 2 is the output from the first gain stage 

of the receiver {i.e. the point after which internally generated noise ceases to have a 

significant effect on the overall receiver noise temperature). The fact that the radiometer 

includes an isolator at its input port with a good (~25 dB) level of isolation insures that Tr 

is approximately equal to TPhy. 

All of the reflection coefficients and other S-parameters in (A1)-(A3) can be 

measured directly using a network analyzer. The warm and cold reference brightness 

temperatures, Tref and Tim, are also known. The remaining 3 unknown variables (g, TR 

and Tcoid), can be solved algebraically from the three simultaneous equations (A4.1). The 

value for Tcoid determined in this way is the brightness temperature that would be 

presented by the CNCS active cold load to a radiometer with a perfect impedance match. 

For the L-Band CNCS, TCoid is found to be approximately 2 K different than its value 

would have been had the effects of impedance mismatches been ignored. 

The effect on the measured Stokes parameters in brightness temperature of 

impedance mismatches between a radiometer's antenna and its receiver, and of cross-talk 
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between the orthogonal polarimetric channels of a radiometer's antenna, has also been 

considered previously by Corbella et ah [58]. Their approach is again adopted here, 

replacing the antenna by the CNCS and using the impedance mismatch and isolation 

characteristics of the CNCS. The modified Stokes parameters are related to the true 

values by 

T'I T 1 0 0 0 T„, 
Th = 0 1 0 0 Tajl 

T[ 2Re{s;X«J 2*4^,!,™,,*} 1 0 Tex, 
T' l2lm{siXi,rad,v} 2lm{SvhSUradh} 0 1 TexA 

where Ty' are the modified brightness temperatures and Ty are the values that 

would have been measured if the impedance match was perfect and there was no 

polarization cross-talk (v = v, h, 3 and 4), Sxy (x,y=v,h) are the S-parameters of the CNCS, 

Sn,rad,x (x=v,h) is the reflection coefficient at the input ports of the RUT, and the 

subscripts v and h denote the vertically and horizontally polarized channels of the CNCS 

and RUT. The offset brightness temperatures, Tex,y (v = v, h, 3 and 4) are defined by 

r„.v =\Svv\
2Tnv +\Svh\

2Tnh +2Rc{SvvTj (A4.4a) 

Tex,h =\Shh\
2Tr,h +\Shv\

2Tnv +2Re{ShjJ (A4.4b) 

Tex, = 2Re{sw5;rr>v + SvhS*hJr,h + ft + SvhTc, } (A4.4c) 

TexA = 2 lm{SvvS;jr,v + SvhS;jr,h + SIX, + SvJc,h} (A4.4d) 

See [58] for detailed descriptions of these correction algorithms. 

The corrections to the Stokes parameters given by (A4.3)-(A4.4) can be 

incorporated directly into the elements of the polarimetric gain matrix and offset vectors. 

(A4.3) 
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Define G and O as the gain matrix and offset vector of the RUT prior to correction, and 

G' and O' as the same after correction. Using (A4.3), they are related by 

[G\0]=[G'\0'\ 

1 0 0 0 

0 1 0 0 

2Rc\ShvSnradv] 2Re\SvhSnmdJl/ 1 0 

} 0 1 
0 0 0 0 

1 ex,h 

'ex,3 

r 
1 ex A 

1 

(A4.5) 

Solving for the corrected values, G' and O', gives 

[G'\0']=[G\0]-

1 

0 

0 
1 

o o r„,w 
o o TexM 

2Re\ShvSnradv\ 2Re\SvhSllrad h 

2lm{s*hvS*lUradtV } 0 1 
0 0 0 0 

exA 

1 

(A4.6) 

Eqn. (A4.6) is the general expression for corrections to the gain matrix and offset 

vector. A simplified special case applies for the CNCS because the isolation between its 

v- and h-pol channels is extremely high (~ 75 dB). In this case, 5/,v and SVh can be 

assumed equal to zero. The corrections given in (A4.6) then simplify to 

[G'\0']=[G\0\ 

1 0 0 0 - | S v v | 2 r r , v , - 2 R e K j c , J 

0 1 0 0 -\Shh\
2Tnll-2Rc{SMlTj 

0 0 1 0 0 

0 0 0 1 0 

0 0 0 0 1 

(A4.7) 

Eqn. (A4.7) demonstrates that the RUT polarimetric gain matrix is unaffected by 

impedance mismatches, provided isolation between the v- and h-pol channels is high. 

Only the offset vector is affected. Note that the gain matrix and offset vector would need 

to be corrected again using the impedance and cross-talk characteristics of the antenna 

when it is attached to the RUT instead. 
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