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ABSTRACT

ELECTROMAGNETIC SCATTERING FROM VEGETATION CANOPIES

by

Kamal Sarabandi

Chairpersons: F.T. Ulaby, T.B.A. Senior

Satellite-borne imaging radar has been proposed by the remote sensing community as a potential sensor for the acquisition of quantitative information about forested area on a global scale. To achieve this goal, it is necessary to develop retrieved algorithms that can provide reasonable estimate of vegetation biomass, leaf moisture content, and other physical parameters of tree canopies from multi-frequency/multipolarization observations of their radar backscattering coefficients. Retrieval algorithms often are called "inverse problem" because their input/output parameters are the inverse of those associated with the direct problem, which in the present case refers to the development of a radar scattering model that relates the radar response to the canopy architecture and associated parameters.

This thesis provides electromagnetic solutions to several problems associated with scattering from tree canopies. The forest canopy is modelled in the form of layers comprised of randomly distributed particles with known statistical properties. In
Chapters 2-8 effective scattering models for different constituent particles of vegetation canopies are developed by employing appropriate asymptotic solutions and approximations. The effects of various physical features of the particles, such as curvature and variation in thickness for planar leaves and roughness for tree trunks, on their scattering behavior are examined. In Chapter 9 the scattering problem of inhomogeneous layered media is formulated via the vector radiative transfer equations and a first-order solution for the radar scattering coefficients is obtained. The radiative transfer solution is formulated in terms of two sets of input functions: the scattering matrices of the constituent particles, which are given in Chapters 2-8, and the size and orientation distribution functions of the particles.

The radar scattering model and associated input functions can be used to conduct sensitivity analyses to determine the response to individual canopy parameters or combination of parameters. The results of such sensitivity studies often are the key ingredients needed for the development of effective retrieval algorithms.
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CHAPTER I
INTRODUCTION

1.1 Motivations and Objectives

The ability of microwaves to penetrate through the atmosphere, clouds and to some extent rain, has made the microwave spectrum particularly useful for remote sensing applications. In addition to these advantages, microwave sensors can operate independently of the sun as a source of illumination and microwaves can penetrate more deeply into vegetation and ground than, for example, optical waves.

Understanding the interaction of electromagnetic waves with geophysical media is necessary for the interpretation of remote sensing observations. To this end, radar remote sensing investigations have been conducted for snowpacks, ice-covered land [Waite and McDonald 1969; Hofer and Shanda 1978] and water surfaces, vegetation media [Bush and Ulaby 1976; Engheta and Elachi 1982], and soil moisture applications. Geophysical media often are mixtures of different types of particles. Their behavior at microwave frequencies can be characterized by the physical parameters of the particles, such as size, concentrations or fractional volumes, shapes, orientations, and dielectric properties. These physical parameters usually are determined by ground-truth measurements.

One of the research areas of interest in remote sensing is the development of theo-
retical models for vegetation-covered terrain. At centimeter and shorter wavelengths, a vegetation canopy may be considered as an inhomogeneous medium comprised of discrete scatterers, such as leaves and stalks, distributed randomly in a free-space background. The angular, spectral, and polarization behavior of canopy scattering is determined by the sizes, shapes, and dielectric properties of the individual scatterers.

Several theoretical models have been constructed for interpreting remote sensing measurements. Because of the complex nature of the scattering problem, it is very difficult to find an exact solution. Therefore, various kinds of simplifications to the physical parameters and approximations to the equations must be applied in order to find a solution. The available models for vegetation-covered land may be categorized into two groups, semi-empirical models, and approximate theoretical models.

Semi-empirical models consist of simple formulae that can be calculated readily [Attema and Ulaby 1978]. They are often derived heuristically and contain matching parameters that sometimes do not correspond to the physical parameters of the target.

Existing theoretical models for electromagnetic backscattering from a collection of discrete scatterers may in turn be categorized into two modeling techniques, continuous and discrete random medium techniques. In the continuous case, the random medium is modeled by assuming that its permittivity $\epsilon(x, y, z)$ is a random process whose statistical behavior is known. The analysis of this problem can then proceed in a number of ways. One method involves calculating the mean field using the Foldy approximation [Lang 1981], from which an equivalent medium for the scattering region can be defined. The backscattered energy is found by viewing the scatterer as being embedded in the equivalent medium, and then single scattering theory is used to find the scattered field. This technique is referred to in the literature [Rosenbaum
and Bowles 1974] as the distorted-Born approximation. To simplify the mathematics involved in this technique, the particles usually are assumed to have simple shapes such as dipoles or spheres. Another method used to obtain the scattered fields from a continuous random medium is the radiative transport approach [Ishimaru 1978]. Here, it is assumed that there is no correlation between fields in different directions of propagation and, therefore, the addition of powers rather than the addition of fields holds. The transport equations are obtained in terms of the statistic of $\epsilon(x,y,z)$ [Tsang and Kong 1978]. Study of radiative transfer equations has focused on single and multiple scattering, and to keep the formulation tractable, the particles usually are assumed to be spherical. This leads to the absence of depolarization, whereas for natural particles the shape is conducive to the generation of significant depolarization in the backscattering direction.

In the discrete case, it is assumed that the particles are sparse in the random medium and single scattering theory is applied to evaluate the backscattered energy [Engheta and Elachi 1982; Karam et al 1987].

To model a vegetation-covered medium accurately, complete knowledge of single scattering behavior of the constituent particles is necessary. This allows us to investigate the significance of the associated physical parameters, and to determine the range of validity of different approximations and simplifications.

In all of the above mentioned models for vegetation-covered ground the leaves are assumed to be small dipoles, spheres, or planar dielectric discs, and the branches and trunks are taken to be circular homogeneous dielectric cylinders. In nature, leaves are not planar and tree trunks are not necessarily circular and homogeneous. Furthermore, trunks usually have a rough surface. The objective of this thesis is to develop more realistic single scattering models for the constituent particles of a
vegetation canopy and a more realistic model for forest covered land. The thesis is composed of three major parts:

(1) The development of an effective model for vegetation leaves and examination of the effects of surface curvature and the spatial variations in thickness and moisture content across the planar leaves. Also the development of a scattering model for vegetation needles with different cross section geometries.

(2) The development of a scattering model for tree trunks and branches with arbitrary cross section, taking into account the effects of surface roughness of the bark layer and the radial variations of moisture content.

(3) The development a scattering model for forest canopies using the radiative transfer theory.

1.2 Dielectric Behavior of Vegetation Materials

The dielectric constant and shape of an object are the two major factors that affect its electromagnetic scattering properties. Here, we shall briefly discuss the primary parameters that control the dielectric constant of leaves and branches, and then we shall follow up with a preliminary examination of their structures.

Characterization of the dielectric constant of vegetation materials has received extensive attention because of its important role in scattering of electromagnetic waves. Vegetation material is a heterogeneous mixture of water, minerals, bulk vegetation material and air. An "effective", or equivalent, dielectric constant for a heterogeneous medium may easily be obtained if the size of the inclusions is much smaller than the wavelength.

Expressions for the equivalent dielectric constant of a heterogeneous vegetation
material usually are functions of the microwave frequency, the gravimetric water content, the salinity of the fluid contained in the vegetation, and the vegetation density [El-Rayes and Ulaby 1987].

Because a large part of the vegetation material is water, its dielectric constant is strongly governed by the dielectric constant of water and the water content. The dielectric constant of pure water is relatively high at microwave frequencies because the water molecule is polarized and behaves like a small free electric dipole whose direction follows the applied electric field. A model for the dielectric constant of water based on the interaction of charge displacement in nuclei and the dipole moment of molecules was first derived by Debye. The complex dielectric constant \( \varepsilon = \varepsilon' + i\varepsilon'' \) is given as a function of frequency by

\[
\varepsilon = \varepsilon_\infty + \frac{\varepsilon_s - \varepsilon_\infty}{1 - i\omega T}
\]

where \( \varepsilon_\infty \) and \( \varepsilon_s \) are the dielectric constant of water at very high and very low frequencies, respectively, \( T \) is the relaxation time-constant due to inertia of the dipole moments. The quantities \( \varepsilon_s \) and \( T \) are functions of temperature. Consequently, the complex dielectric constant of water also depends on temperature [Stogryn 1971].

Dissolved impurities in water can change the dielectric constant of pure water by introducing an ionic conductivity term:

\[
\varepsilon = \varepsilon_\infty + \frac{\varepsilon_s - \varepsilon_\infty}{1 - i\omega T} + \frac{\sigma_0}{\omega\varepsilon_0}
\]

where \( \sigma_0 \) is the ionic conductivity. The salinity of a solution is defined as the total mass of dissolved solid salt in grams in one kilogram of solution. Salinity exercises a minor influence on the permittivity \( \varepsilon' \) of a saline solution, but has a direct effect on the loss factor \( \varepsilon'' \) (through \( \sigma_0 \)), particularly at frequencies below 5 GHz.
Density of bulk vegetation material also affects its dielectric constant. This effect is recognizable at low moisture levels or at high frequencies where the dielectric constant of water is not the dominant factor. A general semi-empirical expression for dielectric constant of vegetation material was developed by El-Rayes and Ulaby [1987] which shows the influence of each physical parameter on the dielectric constant. Accuracy of these models are within ±20% and in order to obtained accurate values of dielectric constant a measurement technique is proposed as explained in Appendix A.

1.3 The Structure of a Tree

In order to characterize the electromagnetic scattering behavior of trees, we first need to understand their biophysical structure. From an electromagnetic scattering point of view, plants are comprised of two major constituents: leaves, and trunks and stems. Here, we briefly discuss the pertinent biophysical structure and function of leaves, trunks and stems in trees.

1.3.1 Leaf Structure

Leaves come in various shapes and sizes and in general are categorized into needle-shaped and planar. Vegetation needles usually have a very small cross section compared to their length and come with semi-circular, triangular, or circular sector cross section. Planar leaves range from broad fronds to tiny scales with a wide variety of shapes. A leaf mainly consists of photosynthetic cells known as parenchyma. These cells are many-sided with thin, flexible cell walls. Leaves contain two types of photosynthetic parenchyma cells: palisade parenchyma, consisting of column-shaped cells in which most photosynthesis takes place, and spongy parenchyma, which consists of
irregularly shaped cells with large spaces between them Fig. 1.1. These spaces are filled with gases, including water vapor, oxygen, and carbon dioxide.

Palisade and spongy parenchyma make up the mesophyll which is completely enclosed in an almost airtight wrapping made up of epidermal cells. These cells secrete a waxy substance that forms a coating, the cuticle, over the outer surface of the epidermis. The epidermal cells and the cuticle are transparent, permitting light to penetrate to the photosynthetic cells.

Substances move into and out of the leaf by two different ways. Water and minerals are supplied to the leaf cells by the veins. The veins pass through the leaf stalk and are connected to the vascular tissues of the stem and the root. The veins branch and divide into finer and finer bundles, reaching within a short distance of every photosynthetic cell.

Figure 1.1: The structure of a leaf

Carbon dioxide, water vapor, and oxygen move into and out of the leaf by diffusion through stomata. A stoma consists of a small opening, or pore; it is surrounded by two specialized cells in the leaf epidermis, called guard cells, that open and close the
pore. Stomata are commonly most abundant on the undersurface of the leaves.

The water content and the density, and in turn the dielectric constant, are higher in the upper surface (palisade region) of a leaf than in its undersurface (spongy region). Because the leaf thickness is much smaller than the wavelength of the incident wave at centimeter wavelengths, a leaf can be considered a homogeneous dielectric slab. At higher frequencies, a stack of dielectric slabs with different dielectric constants is a more accurate representation. Most leaves are thin, curved sheets whose thickness ranges from 0.1 mm to 0.5 mm. Both thickness and water content of a leaf are slightly higher at its center than at the edges.

1.3.2 Trunk and Branch Structure

Trunks and branches are mainly composed of vascular tissues known as phloem and xylem. Fig. 1.2, which, in turn, consist of specialized conducting cells, supporting fibers, and parenchyma cells (companion cells). Conducting cells of phloem transport the product of photosynthesis, chiefly sucrose, from leaves to the nonphotosynthetic cells of the plant. Specialized cells in the xylem conduct water and other minerals from the roots to the other parts of the plant's body. The conducting cells of the xylem are tracheids and vessel members. These cells are dead at functional maturity. Water passes from one tracheid to another through the pits. Vessel members form a continuous vessel which is a more effective conduit than a series of tracheids.

The production of new cells by lateral meristem, which are known as vascular cambium and cork cambium, increases the diameter of trunks and stems. This is known as secondary growth. The vascular cambium is a thin cylindrical sheath of tissue that exists in-between the xylem and phloem. During the growing season, the cambium cells divide continually and add new xylem cells toward the inside of
the cambium and new phloem cells toward the outside. As the tree grows older, the living cells of the xylem in the center of the trunk die and form a dense central supporting column of the tree.

When the circumference of the stem increases by secondary growth, the outer skin (*epidermis*) becomes stretched and torn. Cork, the rough outer layer, which is a dead tissue at maturity, is produced from the cork cambium and functions as a protective layer for inner tissues by keeping them from drying out and by safeguarding them from mechanical injuries.

![Diagram of tree trunk layers](image)

Figure 1.2: A tree trunk showing the relationships of the successive layers.

From a scattering point of view, the tree trunk is an inhomogeneous dielectric body. For waves with wavelengths much longer than the width of the annual rings, the trunk structure may be simplified into a three-layer stratified cylinder. The outer layer is rough and consists of dead cells; hence, its dielectric constant is low and only slightly lossy. The central layer, sapwood, contains tracheids and vessel members that carry high-dielectric fluids. Consequently, its dielectric constant is high and very lossy. The inner layer, heartwood, is denser, relatively drier, and its dielectric
constant is slightly smaller than that of the central layer. This characterization of the dielectric-constant profile of a tree trunk is consistent with the dielectric measurements of walnut trees at L-band [Dobson, 1987].

The dielectric constant of each trunk layer for a given tree depends on the temperature, the time of day, the season, and several environmental factors. The peak-to-peak variation of the dielectric constant over a diurnal cycle is much larger for the central layer than for the inner and outer layers. This is due to the variation of water content in the xylem tissues which is directly proportional to the photosynthetic activities of the plant.

Shape is another important factor governing the scattering behavior of an object. At microwave frequencies and higher, the height of almost any tree is much greater than the wavelength of the incident wave. Hence, a tree trunk may be viewed as an infinitely long cylinder. The cross-section of the trunk is approximately circular. At frequencies in the lower part of the microwave spectrum the trunk cross-section may be considered exactly circular, but the effects of surface roughness and deviations from perfect circular geometry become significant as the electromagnetic wavelength approaches the spatial wavelength of the roughness spectrum. The thickness of each layer depends on the diameter of the trunk and on the specific tree type and age, but usually the bark thickness is very small compared with the diameter of the trunk cross-section. The thickness variation of the bark layer may be azimuthally periodic, random, or both.

1.4 Basic Equations and Definitions

The fundamental equations relating the four electromagnetic vector quantities, electric field (E), magnetic field (H), electric flux density (D), and magnetic flux
density \((B)\) are known as Maxwell's equations. Physically, the sources of an electromagnetic field is a distribution of electric charge \((\rho_{e})\) and current \((J_{e})\), but it is mathematically convenient to use magnetic charge \((\rho_{m})\) and current \((J_{m})\) as well. If an explicit time dependence of the form \(e^{-i\omega t}\) is assumed for all of the field quantities, the postulated Maxwell's equations become

\begin{align*}
\nabla \times E &= -\varepsilon_0 \delta t - J_{m} \\
\nabla \times H &= -\varepsilon_0 \delta t + J_{e} \\
\nabla \cdot D &= \rho_{e} \\
\nabla \cdot B &= \rho_{m}
\end{align*} 

(1.1)

with the following constitutive relations

\[ D = \varepsilon E \]
\[ B = \mu H \]

For an impressed electric or magnetic source, a primary (or incident) field \(E', H'\) is established in the medium. If an object (scatterer) is placed in the medium, the original field will be perturbed and the perturbation is known as the scattered field \(E'', H''\). Therefore through all space

\[ E' = E - E'' \]
\[ H' = H - H'' \]

where \(E, H\) is the total field in the presence of the body. When the body is finite in extent and the observation point is far from the body, the scattered field appears to originate at a point and the scatterer is described as a point target, as opposed to a distributed target like terrain. The scattering is attributable to electric currents that are induced inside and on the surface of the scatterer. The scattered field at any point \(r\) in space can then be determined from the electric and magnetic Hertz
\[\mathbf{\Pi}(r) = \frac{i\mathbf{\epsilon}_0}{4\pi\mathbf{r}^2} \int V J_s(r') e^{ik_0\mathbf{r} \cdot \mathbf{r}'} dV'\]
\[\mathbf{\Pi}_m(r) = \frac{i\mathbf{\mu}_0}{4\pi\mathbf{r}^2} \int V J_m(r') e^{ik_0\mathbf{r} \cdot \mathbf{r}'} dV'\]

where \(J_s, J_m\) are the volume electric and magnetic current density vectors, respectively, and the integration is carried out over the volume \(V\) occupied by the body. In (1.2) \(k_0\) and \(Z_0 = 1/Y_0\) are the propagation constant and intrinsic impedance, respectively, of free space. In terms of the Hertz vectors \(\mathbf{\Pi}_e, \mathbf{\Pi}_m\), the scattered field is expressed as

\[\mathbf{E}'(r) = \nabla \times \nabla \times \mathbf{\Pi}_e(r) + i k_0 Z_0 \nabla \times \mathbf{\Pi}_m(r)\]
\[\mathbf{H}'(r) = \nabla \times \nabla \times \mathbf{\Pi}_m(r) - i k_0 Y_0 \nabla \times \mathbf{\Pi}_e(r)\]  

At large distances from the body, \(\nabla \times (\cdot) \approx i k_0 \mathbf{\hat{r}} \times (\cdot)\) and hence

\[\mathbf{E}'(r) = -k_0^2 \{ \mathbf{\hat{r}} \times \mathbf{\hat{r}} \times \mathbf{\Pi}_e + \mathbf{\hat{r}} \times Z_0 \mathbf{\Pi}_m \}
\[\mathbf{H}'(r) = -k_0^2 \{ \mathbf{\hat{r}} \times \mathbf{\hat{r}} \times \mathbf{\Pi}_m + \mathbf{\hat{r}} \times Y_0 \mathbf{\Pi}_e \}\]

which implies the fact that \(\mathbf{E}'\), \(\mathbf{H}'\) are perpendicular to \(\mathbf{\hat{r}}\). Moreover,

\[|r - r'| \approx r - \mathbf{\hat{r}} \cdot \mathbf{r}' + \frac{1}{2} \frac{r'^2}{r} (1 - (\mathbf{\hat{r}} \cdot \mathbf{r}')^2)\]

and if \(r\) is so large that over the entire volume occupied by the body the third term on the right hand side of (1.5) is negligible even when in the phase factor,

\[\int_V J_{m}(r') e^{ik_0|\mathbf{r} - \mathbf{r}'|} dV' = \frac{e^{ik_0|\mathbf{r} - \mathbf{r}'|}}{r} \int_V J_{m}(r') e^{ik_0|\mathbf{r} - \mathbf{r}'|} dV'.\]

The accepted requirement for the validity of (1.6) is

\[r > \frac{2D^2}{\lambda_0}\]

where \(D\) is the maximum dimension (diameter) of the body, and this implies that phase differences of up to 22.5 degrees between the contributions from individual parts of the body are deemed negligible. Equation (1.7) defines the far zone of the
body, and (1.4) and (1.6) then show that in the far zone the scattered field looks like a spherically outgoing wave attributable to electric and magnetic sources located at the origin.

To model a medium consisting of discrete randomly oriented particles, it is often required to express the incident and scattered fields of a single particle with respect to a fixed coordinate frame. Suppose the particle is located at the origin of a general Cartesian coordinate system \((X, Y, Z)\) and the incident field is a plane wave. If the plane wave is travelling in direction \(\hat{k}_i\), its electric field vector may be written in terms of vertical and horizontal polarization components, \(E_i^v\) and \(E_i^h\), using the right-handed coordinate system \((\hat{v}, \hat{h}, \hat{k}_i)\) shown in Fig. 1.3.

\[
E^i = (E_i^v \hat{v}_i + E_i^h \hat{h}_i)e^{i \omega \beta_{k_i} \cdot r},
\]

(1.8)

Figure 1.3: Geometry of scattering of a plane wave from a particle.
where
\[ \hat{v}_t = \cos \theta_t \cos \phi_t \hat{x} + \cos \theta_t \sin \phi_t \hat{y} - \sin \theta_t \hat{z} \]
\[ \hat{h}_t = -\sin \phi_t \hat{x} + \cos \phi_t \hat{y} \]
\[ \hat{k}_t = \sin \theta_t \cos \phi_t \hat{x} + \sin \theta_t \sin \phi_t \hat{y} + \cos \theta_t \hat{z} \]  
\[ (1.9) \]

The scattered field in the far zone of the point target, in the direction \( \hat{h}_s \), is a spherical wave that can be expressed in terms of the scattered coordinate system \((\hat{v}_s, \hat{h}_s, \hat{k}_s)\) as
\[ \mathbf{E}' = \mathbf{E}_s^{\hat{v}_s} + \mathbf{E}_s^{\hat{h}_s} \hat{h}_s, \]
where
\[ \hat{v}_s = \cos \theta_s \cos \phi_s \hat{x} + \cos \theta_s \sin \phi_s \hat{y} - \sin \theta_s \hat{z} \]
\[ \hat{h}_s = -\sin \phi_s \hat{x} + \cos \phi_s \hat{y} \]
\[ \hat{k}_s = \sin \theta_s \cos \phi_s \hat{x} + \sin \theta_s \sin \phi_s \hat{y} + \cos \theta_s \hat{z} \]  
\[ (1.10) \]

For the backscattering case, \( \theta_1 + \theta_2 = \pi, \phi_1 + \phi_2 = \pi, \hat{k}_s = -\hat{k}_t, \hat{v}_s = \hat{v}_t, \) and \( \hat{h}_s = -\hat{h}_t. \)

Apart from the spherical phase and amplitude factors, the scattered field is related to the incident field by the scattering matrix \( \mathbf{S} \), i.e.
\[ \mathbf{E}' = \frac{e^{i2\pi r}}{r} \mathbf{S} \mathbf{E}, \]
\[ (1.11) \]

where
\[ \mathbf{S} = \begin{bmatrix} S_{vv} & S_{vh} \\ S_{hv} & S_{hh} \end{bmatrix} \]
is defined in terms of the scattering amplitudes \( S_{mn} \) with \( m \) and \( n \) denoting the polarizations (\( v \) or \( h \)) of the scattered and incident fields, respectively. The scattering amplitude \( S_{nn} \) is, in general, a complex quantity in terms of which the radar cross section (RCS) of the target, \( \sigma_{\text{RCS}} \), is given by
\[ \sigma_{\text{RCS}} = 4\pi |S_{nn}|^2 \]
\[ (1.12) \]
Interest in measuring $S$ stems from the fact that if the elements of $S$ are known, we can compute the RCS of the target that would be observed by a radar with any specified combination of transmit and receive antenna configurations, including elliptical and circular polarizations [Zebker et al, 1987].
CHAPTER II

SCATTERING MODEL FOR A FLAT LEAF

2.1 Introduction

Leaves are a significant feature of any vegetation canopy, and for remote sensing purposes it is important to develop an effective model for predicting the scattering from a leaf. Although most leaves are irregular in shape and are not flat, they are often modeled as flat circular discs with known radius, thickness, and dielectric constant [Levine et al, 1983, 1985]. This brings up the following set of fundamental questions:

(1) What formulation might one use to characterize the backscattering and extinction cross sections of a regularly-shaped (elliptical or rectangular) flat leaf?

(2) How does one relate the radar cross section \( \sigma \) to the leaf moisture content \( M_g \)?

(3) Is it possible to approximate the scattering and extinction cross sections of a flat irregularly-shaped leaf using the formulations for a rectangular leaf of equal physical area?

(4) What is the effect of leaf curvature on its scattering behavior?

In this chapter we shall address the first two questions by proposing a resistive sheet model in conjunction with physical optics and verifying the model with experimental
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measurements conducted for sections of leaves (all cut in the shape of a rectangle) at various levels of moisture content. The scattering is determined by the (complex) resistivity which is, in turn, entirely specified by the gravimetric moisture content of the leaf. The result based on the physical optics approximation is compared with the exact solution obtained using the method of moments for a resistive strip, and with a uniform second order GTD solution for perfectly conducting strip. The third question is partially examined by comparing the scattering pattern calculated for a rectangular plate with measurements obtained for an irregularly-shaped leaf. Exploration of the effects of leaf curvature will be the subject of Chapter 3.

2.2 Experimental Procedure

The radar cross section (RCS) measurements reported in this chapter were made at 10 GHz using a small rectangular horn antenna connected to a HP 8510A network analyzer, as illustrated by the sketch in Fig. 2.1. The network analyzer has a time domain capability which enables us to separate the target return from other spurious system environment responses. The horn antenna, whose aperture measured 6cm × 6cm, was located at the throat of a small anechoic chamber, and the leaf was supported by a set of parallel strings stretched between two synchronously rotating stepper motors at the top and bottom of the chamber to facilitate the target positioning. The computer controlled stepper motors permit measurements in specified increments in angle θ between the backscattered direction and the normal to the plane of the leaf. Also a tilt angle β between the horizontal plane and normal to the plane of the leaf can be achieved by inserting a piece of styrofoam between the strings.
Figure 2.1: Schematic of the RCS measurement system.
2.2.1 System Sensitivity and Calibration

The HP 8510A is a vector network analyzer capable of measuring both the amplitude and phase of the reflected signal (channel b in Fig. 2.1) relative to a sample of the transmitted signal (channel a in Fig. 2.1). To enhance the measurement sensitivity of the system, two measurements are made: one for the background alone, which includes the strings, and another with the target present. By subtracting the complex signal recorded for the background alone from that measured in the presence of the target, significant improvement is obtained in the target-to-background ratio.

Absolute calibration of the system was achieved by measuring the cross section $\sigma$ of a metal sphere at the target range from the antenna. According to these measurements, the noise-equivalent $\sigma$ of the system is about -80 dBsm. Consequently, in most cases only data above -60 dBsm was recorded, which corresponds to a target-to-background ratio of 20 dB or greater.

To test the linearity of the system and establish the extent of its dynamic range, RCS measurements were performed for seven metal spheres with diameters from 0.79 cm to 3.81 cm. The largest sphere was used to calibrate the system and the other six were used to evaluate the system accuracy by comparing the measured RCS with theoretical values computed from the Mie series. The continuous curve in Fig. 2.2 is a plot of $\sigma/\lambda_0^3$ as a function of $D/\lambda_0$ for a perfectly conducting sphere of diameter $D$, and the "o" represent the measured data. The rms error, computed for the six test spheres, is 0.33 dB.

2.2.2 Leaf Moisture and Thickness

The leaf moisture content was determined by measuring its weight immediately after measuring its RCS, and once again at the conclusion of the experiment. The
Figure 2.2: The calibration accuracy and dynamic range of the measurement system were evaluated by comparing the measured RCS of metal spheres (o) with theory.
latter measurement was made after drying the leaf in an oven at 70°C until equilibrium was reached. The difference in weight represents the weight of liquid water that was present in the leaf when its RCS was measured. The gravimetric moisture content $M_g$ is the weight fraction of water in the leaf to the total weight.

Using the data measured and the models developed by Ulaby and El-Rayes [1987] for the dielectric constant of vegetation, the following simple expressions were generated to characterize the relative dielectric constant $\varepsilon$ at 10 GHz and room temperature ($T = 22^\circ$C):

$$\varepsilon' = 3.95\varepsilon^{(0.78M_g)} - 2.25$$
$$\varepsilon'' = 2.69\varepsilon^{(0.13M_g)} - 2.68$$

(2.1)

It should also be mentioned that a more accurate estimate for the dielectric constant can be obtained if the volumetric moisture content $M_v$ instead of $M_g$ is known.

Leaf thickness, which was measured using a micrometer, was found to decrease slowly with time after cutting as a result of shrinking due to loss of water. The variation of leaf thickness $\tau$ (mm) with $M_g$ is given by the empirical expression

$$\tau = 0.032M_g^2 + 0.091M_g + 0.075$$

(2.2)

In addition, it was observed that the drying took place from the outer edges of the leaf inwards, so that the moisture content was no longer uniform across the leaf. In reality, however, the thickness generally decreases from base to tip and from center to sides and may vary by as much as 50% over the surface. Expression (2.2) provides an average value for thickness.

### 2.2.3 Types of RCS Measurements

Two sets of RCS measurements were conducted. The first data set involved a leaf that had been cut in the form of a rectangular plate 4cm x 6cm in area. With
the long dimension oriented vertically, the cross section of the leaf was measured as a function of the angle of rotation \( \theta \) about a vertical axis, with \( \theta = 0 \) corresponding to normal incidence. Each measurement scan consisted of \( \sigma \) versus \( \theta \) in 5° steps from \(-90°\) to \(+90°\). Usually two scans were made, one with the antenna polarized with the electric vector vertical (E polarization) and the other with the magnetic vector vertical (H polarization). The first data set consisted of four pairs of scans corresponding to the rectangular leaf at \( Mg = 85\% \) (freshly cut), 62\% (a day later), and 0\% (dry). The data comprising the second set are similar to those in the first except that the leaf was measured in its natural state without altering its shape. A profile is shown in the inset of Fig. 2.9.

Maintaining the leaf flat to within a fraction of a wavelength was a consistent problem in this phase of the investigation, particularly for the "naturally" shaped leaf after it had been allowed to dry for a few days.

2.3 Theoretical Model

2.3.1 A Resistive Sheet

A leaf can be viewed as a thin layer (of thickness \( \tau \)) of a non-magnetic dielectric material whose complex relative permittivity is \( \varepsilon \), and a widely-used model for such a layer is an infinitesimally thin resistive sheet whose resistivity is

\[
R = \frac{iZ_0}{k_0 \tau (\varepsilon - 1)}
\]

(2.3)
ohms per square. When \( R = 0 \) the sheet appears perfectly conducting and when \( R = \infty \) it ceases to exist. The sheet is simply an electric current sheet whose strength is proportional to the local tangential electric field [Harrington and Mautz, 1975] via the single measurable quantity \( \hat{n} \). If \( \hat{n} \) is the unit vector normal drawn
outwards to the upper (positive) side of the sheet and \( \hat{n} \) denotes the discontinuity across the sheet, the boundary conditions are

\[
[h \times E]^+ = 0
\]  
(2.4)

implying continuity of the tangential electric field (a consequence of the absence of any magnetic current), and

\[
\hat{n} \times (\hat{n} \times E) = -RJ
\]  
(2.5)

where

\[
J = [\hat{n} \times H]^+
\]  
(2.6)

is the total electric current supported. In recent years resistive sheets have been successfully employed in simulating a variety of dielectric structures. Diffraction effects have been studied analytically (see, for example, Senior [1979]) and, in addition, computer programs have been written to determine the field scattered by resistive strips and plates of arbitrary shape.

2.3.2 Scattering by an Infinite Planar Sheet

The scattering properties of a resistive sheet are most easily understood by considering the simple problem of a plane wave incident on an infinite sheet lying in the plane \( y = 0 \) of a Cartesian coordinate system \((x, y, z)\).

For the case of E polarization, in which the incident electric vector is perpendicular to the \( x - y \) plane of incidence, we assume

\[
E^i = \hat{z} e^{j\beta x(x \sin \theta_i - y \cos \theta_i)} \quad (|\theta_i| \leq \pi/2)
\]  
(2.7)

implying

\[
H^i = -Y_0(\hat{x} \cos \theta_i + \hat{y} \sin \theta_i) e^{j\beta x(x \sin \theta_i - y \cos \theta_i)}
\]
The reflected and transmitted electric vectors can be written as

\[ \mathbf{E}' = -i \Gamma_E e^{i k_0 (x \sin \theta - y \cos \theta)} \]

and

\[ \mathbf{E}' = i \Gamma_E e^{i k_0 (x \sin \theta + y \cos \theta)} \]

respectively, where \( \Gamma_E \) and \( T_E \) are constants still to be determined, and by applying the boundary conditions (2.4)-(2.6) we obtain

\[ \Gamma_E = \left( 1 + \frac{2R}{Z_0} \cos \theta_t \right)^{-1} \]  
(2.8)

\[ T_E = \frac{2R}{Z_0} \cos \theta_t \Gamma_E \]  
(2.9)

The current density \( \mathbf{J} \) supported by the sheet is \( \mathbf{J} = i \mathbf{J}_s \) with

\[ J_s = 2Y_0 \cos \theta_t \Gamma_E e^{i k_0 x \sin \theta} \],  
(2.10)

and recognizing that for a perfectly conducting sheet the resistivity is zero which implies \( \Gamma_E = 1 \) and it follows that

\[ J_s = \Gamma_E J_s^{pc} \]  
(2.11)

where the superscript \( pc \) refers to the perfectly conducting case.

The analysis for H polarization in which the incident magnetic vector is perpendicular to the plane of incidence is very similar. The reflection and transmission coefficients are

\[ \Gamma_H = \left( 1 + \frac{2R}{Z_0} \sec \theta_t \right)^{-1} \]  
(2.12)

and

\[ T_H = \frac{2R}{Z_0} \sec \theta_t \Gamma_H \]  
(2.13)
respectively, and the current density $\mathbf{J}$ supported by the sheet has only an $x$ component ($\mathbf{J} = \hat{x} J_x$) with

$$J_x = 2 \Gamma_H e^{i \alpha x \sin \theta}.$$  \hspace{1cm} (2.14)$$

Thus

$$J_x = \Gamma_{H} I_{x}^{pe}$$  \hspace{1cm} (2.15)$$

If $R \neq 0$, $\Gamma_H$ decreases with increasing $\theta$, and vanishes at grazing incidence ($\theta = \pm \pi/2$).

2.3.3 Scattering by a Rectangular Resistive Plate

As a simple model of a leaf we consider a rectangular resistive plate occupying the region $|x| \leq a/2$, $|z| \leq b/2$ of the plane $y = 0$, and seek the physical optics approximation to the bistatic scattered field. From the expressions (2.11) and (2.15) for the currents on an infinite sheet, it is evident that the analysis is very similar to that for a perfectly conducting plate, and it is sufficient to summarize the derivation.

For $E$ polarization in which the incident electric vector is (2.7), the physical optics approximation to the current induced in the plate is given in (2.10). Since only an electric current is supported, the scattered field can be attributed to the electric Hertz vector

$$\Pi_e(r) = \frac{2}{\pi} \int_{-a/2}^{a/2} \int_{-b/2}^{b/2} J_x(x',z') \frac{e^{i k_0 |r - r'|}}{|r - r'|} dx' dz'$$

where

$$r = r(-\hat{x} \sin \theta, \hat{y} \cos \theta)$$

$$r' = \hat{x} x' + \hat{z} z'$$

and in the far field

$$\Pi_e(r) = \frac{2}{\pi} \frac{e^{i k_0 r}}{r} \frac{1}{2 \pi k_0} \frac{\sigma \phi \cos \theta}{\Gamma_{H}} \sin \frac{X}{X}$$
with
\[ X = \frac{k_0 a}{2} (\sin \theta_s + \sin \theta_i) \]
The scattered electric field is then
\[ \mathbf{E}' = \frac{e^{ikr}}{r} S_E(\theta_s, \theta_i) \]
where the far field amplitude is
\[ S_E(\theta_s, \theta_i) = \frac{i}{2\pi} k_0 a b \cos \theta_i \Gamma_E \frac{\sin X}{X} \] (2.16)
In terms of the far field amplitude the bistatic scattering cross section is
\[ \sigma = 4\pi |S|^2 \] (2.17)
implying
\[ \sigma_E(\theta_s, \theta_i) = 4\pi |\frac{a b}{\lambda_0} \cos \theta_i \Gamma_E \frac{\sin X}{X}|^2 \] (2.18)
For H polarization in which the incident magnetic vector is in the z direction, the analysis is similar. The physical optics approximation to the current is (2.14), and in the far field the resulting electric Hertz vector is
\[ \mathbf{I}_x(r) = \frac{e^{ikr}}{2\pi} i Z_0 - a b \Gamma_H \frac{\sin X}{X} \]
The scattered magnetic field is then
\[ \mathbf{H}' = \frac{e^{ikr}}{r} S_H(\theta_s, \theta_i) \]
with
\[ S_H(\theta_s, \theta_i) = \frac{i}{2\pi} k_0 a b \cos \theta_i \Gamma_H \frac{\sin X}{X} \] (2.19)
and the bistatic scattering cross section is
\[ \sigma_H(\theta_s, \theta_i) = 4\pi |\frac{a b}{\lambda_0} \cos \theta_i \Gamma_H \frac{\sin X}{X}|^2 \] (2.20)
In the backscattering direction \((\theta_i = \theta_r)\) the only polarization dependence is provided by the parameter \(\Gamma\) and

\[
\sigma_{E,H}(\theta_i, \theta_r) = |\Gamma_{E,H}|^2 \sigma_{sc}
\]

(2.21)

where \(\sigma_{sc}\) is the backscattering cross section of the perfectly conducting plate:

\[
\sigma_{sc} = 4\pi \left\{ \frac{A}{\lambda_0} \cos \theta_i \frac{\sin(k_0 \sin \theta_i)}{k_0 \sin \theta_i} \right\}^2
\]

(2.22)

in which \(A = ab\) is the plate area. In terms of the far field amplitude \(S(\theta_i, \theta_r)\) the extinction cross section is

\[
\sigma^{ext} = \frac{4\pi}{k_0} \text{Im}[S(\theta_i + \pi, \theta_i)]
\]

(2.23)

and thus

\[
\sigma^{ext}_{E,H} = 2A \cos \theta_i \text{Re}[\Gamma_{E,H}]
\]

(2.24)

We recognize \(2A \cos \theta_i\) as the extinction cross section of a perfectly conducting plate of area \(A\), and at normal incidence

\[
\sigma^{ext}_{E,H} = \sigma^{ext}_{H,E}
\]

2.4 Comparison with Measured Data

In addition to the RCS of an actual leaf and a rectangular cutout, measurements were also made using a rectangular plate to gain confidence in the accuracy of the experimental procedures and the theoretical approximations. It is convenient to discuss them in the reverse order.

2.4.1 Rectangular Metal Plate

When a rectangular plate is illuminated with the direction of incidence in a principal plane, an approximate expression for the backscattered field can be obtained
by treating the plate as a length $b$ of an infinite strip or ribbon of width $a$. For a perfectly conducting strip, a uniform second order GTD expression for the bistatic scattered field has been developed by Senior [1979]. If the incident field is $H$ polarized, the formula is equivalent to an asymptotic expansion of the uniform results of Khaskind and Vainshtein [1964], and when specialized to the case of backscattering, the far field amplitude of the plate is

$$S_H(\theta_s, \theta_i) = -\frac{b}{4\pi \sin \theta_s} \left\{ (1 + \sin \theta_s) \left[ 1 - \frac{2}{\pi} e^{-i\pi/4} \cos \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right) \right] \mathcal{F}(\sqrt{2\kappa_0d} \sin \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right)) e^{i\kappa_0a \sin \theta_s} \right\} (1 - \sin \theta_s)$$

(2.25)

$$\mathcal{F}(\sqrt{2\kappa_0d} \sin \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right)) = \left\{ 1 - \frac{2}{\pi} e^{-i\pi/4} \sin \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right) \mathcal{F}(\sqrt{2\kappa_0d} \cos \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right)) e^{i\kappa_0a \sin \theta_s} \right\}$$

for $|\theta_s| \leq \pi/2$, where the phase origin has been chosen at the center of the plate and $\mathcal{F}(x)$ is the Fresnel integral

$$\mathcal{F}(x) = \int_x^\infty e^{-u^2} du$$

(2.26)

We remark that $S_H$ is finite and continuous for all $\theta_i$, including $\theta_i = 0$ corresponding to normal incidence, and in terms of $S_H$ the backscattering cross section is given in (2.17).

In the case of $E$ polarization, a similar approach applied to the uniform results of Fialkovskoy [1966] gives

$$S_E(\theta_s, \theta_i) = \frac{b}{4\pi \sin \theta_s} \left\{ (1 - \sin \theta_s) \left[ 1 - \frac{2}{\pi} e^{-i\pi/4} \cos^2 \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right) \right] \mathcal{G}(\sqrt{2\kappa_0d} \sin \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right)) e^{i\kappa_0a \sin \theta_s} \right\} (1 + \sin \theta_s)$$

$$\mathcal{G}(\sqrt{2\kappa_0d} \sin \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right)) = \left\{ 1 - \frac{2}{\pi} e^{-i\pi/4} \sin \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right) \mathcal{G}(\sqrt{2\kappa_0d} \cos \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right)) e^{i\kappa_0a \sin \theta_s} \right\}$$

(2.27)
[Senior, 1979] where

\[ G(x) = F(x) - \frac{i}{2\pi} e^{ix^2} \]  \hspace{1cm} (2.28)

In Figs. 2.3 and 2.4 the theoretical expressions are compared with measured data for a plate having \( b = 2\lambda_0 \) and \( a = 1.33\lambda_0 \). Overall the agreement is excellent. With (2.25) used to compute \( \sigma_H \), the strip model accurately reproduces the main features of the scattering pattern of a plate for H polarization, including the traveling wave lobes whose maxima occur at \( \phi_1 = \pm54 \) degrees and which override the outer side lobes of the specular flash. A similar agreement is found for E polarization, and the failure of (2.27) to reproduce the observed oscillation at angles close to grazing can be attributed to the effect of the currents borne by the side edges of the plate that are not accounted for by the strip model. The physical optics approximation (2.22) is included in Fig. 2.3, and the improved accuracy provided by (2.25) and (2.27) is most evident at angles within (about) 45 degrees from grazing.
Figure 2.3: Normalized RCS ($\sigma/\lambda^2$) of a thin metal plate with $a = 4\text{cm}$ and $b = 6\text{cm}$ for H polarization: (-----) theoretical expressions (2.25), (- - -) physical optics, and (o o o) measurements.
Figure 2.4: Normalized RCS ($\sigma/\lambda_0^2$) of a thin metal plate with $a = 4$ cm and $b = 6$ cm for E polarization: (——) theoretical expressions (2.27), (· · ·) physical optics, and (○ ○ ○) measurements.
2.4.2 Rectangular Resistive Plate

For a rectangular plate of uniform resistivity $R$, the scattering mechanism is similar to the perfectly conducting plate and formulas analogous to (2.25) and (2.27) can be derived from the GTD expression for the bistatic scattered field of a resistive strip [Senior 1979; Herman and Volakis, 1987]. As the resistivity increases, the improvement over the physical optics formula for a resistive plate diminishes. Even a resistivity as low as 20 ohms per square effectively eliminates the traveling wave lobe for H polarization [Senior, 1985] and exposes the underlying side lobes of the specular flash. Similarly, for E polarization, the resistivity reduces the strong edge effects, including the influence of the side edges of the plate.

The net result is to improve the accuracy of the physical optics approximation (2.21), and this is illustrated in Figs. 2.5 and 2.6 where the measured data for a rectangular leaf are compared with the results of the physical optics and a moment method code. The moment method code is for two-dimensional resistive strip which is extended to the three-dimensional case (see Appendix B). The rectangle was cut from a fresh coleus leaf having $M_g = 0.85$, and the resistivity was computed from (2.3) using (2.1) and (2.2). The only significant differences between the strip and physical optics formulas occur for incidence angles within a few degrees of grazing, and the physical optics approximation is in good agreement with the measured data over most of the angular range. Similar agreement was found for other moisture contents, and Fig. 2.7 shows the results for a dried leaf having $M_g = 0$. The measured data shown in this figure all correspond to $CSC > -60$ dBsm. Even at this low level of reflectivity the physical optics approximation (2.21) retains its accuracy. In Fig. 2.8 the measured and computed normalized RCS ($\sigma/\lambda_0^2$) at normal incidence for various moisture contents are compared.
Figure 2.5: Normalized RCS ($\sigma/\lambda^2$) of a rectangular section ($a = 4\text{cm}$, $b = 6\text{cm}$) of a freshly cut coleus leaf ($M_g = 0.85$) for H polarization: (---) moment method solution, (---) physical optics approximation (2.21), and (o o o) measurements.
Figure 2.6: Normalized RCS ($\sigma/\lambda^2$) of a rectangular section ($a = 4$ cm, $b = 6$ cm) of a freshly cut coleus leaf ($M_g = 0.85$) for E polarization: (---) moment method solution, (- - -) physical optics approximation (2.21), and (o o o) measurements.
Figure 2.7: Normalized RCS ($\sigma/\lambda^2$) of a rectangular section ($a = 4\text{cm}, b = 6\text{cm}$) of a dried leaf ($Mg = 0$) for H polarization: (—) physical optics approximation (2.21) and (o o o) measurements.
Figure 2.3: The measured normalized RCS (o o o) of the leaf section for various moisture contents at normal incidence are in excellent agreement with the physical optics values. The 1:1 line is shown.
2.4.3 Natural Leaf

In light of the above results it was anticipated that the physical optics approximation applied to the resistive sheet model would provide a good approximation to the RCS of an actual leaf at most angles of incidence. To test this, measurements were made using a coleus leaf whose area was \( A = 39.5\text{cm}^2 \). The width of the equivalent rectangle was chosen as \( 5.6\text{cm} \), implying \( b = 7.1\text{cm} \), and the measured normalized RCS of the freshly cut leaf \( (Mg = 0.77) \) is compared with the physical optics approximation (2.21) in Figs. 2.9 and 2.10. In view of the obvious uncertainty in the specification of \( a \) (or \( b \)), the agreement is good down to at least 20 dB below the broadside peak. Similar agreement was found for the same leaf with \( Mg = 0.85 \) and 0.04.

The theoretical extinction and backscattering cross sections (2.24) and (2.21) respectively, normalized to their perfectly conducting values, are plotted as functions of the moisture content \( Mg \) for normal incidence \( (\theta = 0) \) in Fig. 2.11. The measured values of \( \sigma/\sigma^\infty \) for the rectangular and natural leaves are included, and the agreement is excellent.
Figure 2.9: Normalized RCS ($\sigma/\lambda^2$) of a natural coleus leaf having $A = 39.5\text{cm}^2$ and $M_g = 0.77$ for H polarization assuming $a = 5.6\text{cm}$: (---) physical optics and (o o o) measurements.
Figure 2.10: Normalised RCS ($\sigma / \lambda^2$) of a natural coleus leaf having $A = 39.5\text{cm}^2$ and $M_g = 0.77$ for $E$ polarization assuming $a = 5.6\text{cm}$: (——) physical optics and (o o o) measurements.
Figure 2.11: The normalized RCS ($\sigma/\sigma_{\text{pc}}$) and extinction cross section ($\sigma^{\text{ext}}/\sigma_{\text{pc}}^{\text{ext}}$) of rectangular leaves as functions of $Mg$ at normal incidence: (---) physical optics, (o o o) measurements for rectangular leaf, and (+ + +) measurements for natural leaf.
2.5 Leaf in a General Coordinate System

As explained in Chapter 1 for purposes of modeling the scattering from a medium containing sparsely distributed randomly distributed leaves, the bistatic scattering formula for a single leaf with arbitrary orientation in a \((X, Y, Z)\) coordinate system is required. For a circular leaf the orientation is completely specified by the normal to the plane of the leaf \(\hat{n}'\) which in turn can be specified by two spherical coordinate angles \(\theta_j\) and \(\phi_j\), i.e.

\[
\hat{n}' = \sin \theta_j \cos \phi_j \hat{x} + \sin \theta_j \sin \phi_j \hat{y} + \cos \theta_j \hat{z}
\]  

For leaves with other geometries, such as rectangular leaves, another angle is needed to specify the orientation.

Suppose a thin flat plate is illuminated by a plane wave whose amplitude and polarization is denoted by \(E_0\) \((H_0)\). If the plate is perfectly conducting, the physical optics approximation in the far zone gives

\[
\Pi_s(r) = \frac{e^{i \phi \hat{n}' \cdot \hat{r}}}{r} \times H_0 \frac{i Z_0}{2 \pi k_0} \int_S e^{i k_0 (\hat{n}' - \hat{n}_s) \cdot \hat{r}'} dS' 
\]

where \(\hat{n}'\) is the normal to the illuminated face and the phase origin is at the center of the plate. Hence

\[
S = \left( \hat{n}' \cdot E_0 \right) \left( \left( \hat{k}_i \cdot \hat{k}_s \right) \hat{k}_s - \hat{k}_i \right) - \left( \hat{n}' \cdot \hat{k}_s \right) \left( \left( \hat{k}_s \cdot E_0 \right) \hat{k}_s - E_0 \right) K
\]

where

\[
K = -\frac{i}{\lambda_0} \int_S e^{i k_0 (\hat{n}' - \hat{n}_s) \cdot \hat{r}'} dS'.
\]

In the case of a circular disk of radius \(a\),

\[
K = -i \frac{a}{\left| \left( \hat{k}_i - \hat{k}_s \right) \cdot \hat{p} \right|} J_1 \left( \left| \left( \hat{k}_i - \hat{k}_s \right) \cdot \hat{p} \right| k_0 a \right)
\]
where \( \hat{\mathbf{n}} \) is an arbitrary unit vector in the plane of the disk and \( J_1 \) is the Bessel function of the first order. For a rectangular plate with \(-\frac{\pi}{2} < x' < \frac{\pi}{2}\) and \(-\frac{1}{2} < y' < \frac{1}{2}\) where \( x' \) and \( y' \) are Cartesian coordinates in its plane,

\[
K = \frac{ia b \sin U \sin V}{\lambda_0} \frac{\sin U}{U} \frac{\sin V}{V}
\]

with

\[
U = \frac{1}{2} k_0 d (\hat{k}_1 \cdot \hat{k}_2) \cdot z', \quad V = \frac{1}{2} k_0 d (\hat{k}_1 \cdot \hat{k}_2) \cdot y',
\]

and for other geometries the integral expression (2.32) can be evaluated numerically.

As evident from (2.32) if \((\hat{k}_1 - \hat{k}_2) \cdot \mathbf{r} = 0\)

\[
K = -\frac{iA}{\lambda_0},
\]

independent of geometry, where \( A \) is the plate area.

If the plate is not perfectly conducting, the resistive sheet simulation is employed, and it is then necessary to resolve \( \mathbf{H}_0 \) into components perpendicular and parallel to the plane of incidence. Let

\[
i_1 = \frac{\hat{n}' \times \hat{k}_1}{|\hat{n}' \times \hat{k}_1|}, \quad i_2 = \frac{\hat{k}_2 \times (\hat{n}' \times \hat{k}_1)}{|\hat{n}' \times \hat{k}_1|}
\]

in terms of which

\[
\hat{n}' \times \mathbf{H}_0 = c_1 i_1 + c_2 i_2
\]

where

\[
c_1 = \frac{(\hat{n}' \cdot \mathbf{H}_0)(\hat{n}' \cdot \hat{k}_1)}{|\hat{n}' \times \hat{k}_1|}, \quad c_2 = \frac{Y_0(\hat{n}' \cdot \mathbf{E}_0)(\hat{n}' \cdot \hat{k}_1)}{|\hat{n}' \times \hat{k}_1|}.
\]

The physical optics approximation for current is

\[
\mathbf{J} = 2(c_1 \Gamma_H i_1 + c_2 \Gamma_E i_2) e^{i \kappa_{o} k_r \hat{n}' \cdot \mathbf{r}}.
\]

Here \( \Gamma_E \) and \( \Gamma_H \) are the reflection coefficients as given in (2.8) and (2.12) respectively in which \( \theta_i \) is replaced with

\[
\phi_i = -\arccos(\hat{k}_1 \cdot \hat{n}').
\]
In the far zone

\[ \Pi_c(r) = \frac{\text{eik}_0}{r} \left\{ (\hat{\mathbf{n}}' \cdot \mathbf{E}_0) \Gamma_E \hat{k}_y \times (\hat{\mathbf{n}}' \times \hat{k}_y) + (\hat{\mathbf{n}}' \cdot \mathbf{H}_0) \Gamma_H (\hat{\mathbf{n}}' \times \hat{k}_y) \right\} \frac{K(\hat{\mathbf{n}}' \cdot \hat{k}_y)}{k_0^2 |\hat{\mathbf{n}}' \times \hat{k}_y|^3}. \]  

(2.36)

The scattering amplitude is therefore

\[ S = \left\{ (\hat{\mathbf{n}}' \cdot \mathbf{E}_0) \Gamma_E \hat{k}_y \times \hat{k}_y \times \left[ (\hat{\mathbf{n}}' \cdot \hat{k}_y) \hat{k}_y - \hat{n}' \right] + (\hat{\mathbf{n}}' \cdot \mathbf{H}_0) Z_0 \Gamma_H \right\} \frac{\delta_{\hat{\mathbf{n}}' \times \hat{k}_y}}{\hat{\mathbf{n}}' \times \hat{k}_y} K \]  

(2.37)

where \( K \) is given in (2.32), and the elements of the scattering matrix are

\[ S_{VV} = \left\{ (\hat{\mathbf{n}}' \cdot \hat{\mathbf{n}}_i) \left[ (\hat{\mathbf{n}}' \cdot \hat{k}_y) (\hat{\mathbf{k}}_y \cdot \hat{n}_i) - (\hat{\mathbf{k}}_y \cdot \hat{n}_i) (\hat{\mathbf{n}}' \cdot \hat{k}_y) \right] \Gamma_E \right\} \frac{e^{-ik_y n}}{\hat{n} \times \hat{k}_y} K \]  

(2.38)

\[ S_{VH} = \left\{ (\hat{\mathbf{n}}' \cdot \hat{\mathbf{n}}_i) \left[ (\hat{\mathbf{n}}' \cdot \hat{k}_y) (\hat{\mathbf{k}}_y \cdot \hat{n}_i) - (\hat{\mathbf{k}}_y \cdot \hat{n}_i) (\hat{\mathbf{n}}' \cdot \hat{k}_y) \right] \Gamma_E \right\} \frac{e^{-ik_y n}}{\hat{n} \times \hat{k}_y} K \]  

(2.39)

\[ S_{HV} = \left\{ (\hat{\mathbf{n}}' \cdot \hat{\mathbf{n}}_i) \left[ (\hat{\mathbf{n}}' \cdot \hat{k}_y) (\hat{\mathbf{k}}_y \cdot \hat{n}_i) - (\hat{\mathbf{k}}_y \cdot \hat{n}_i) (\hat{\mathbf{n}}' \cdot \hat{k}_y) \right] \Gamma_E \right\} \frac{e^{-ik_y n}}{\hat{n} \times \hat{k}_y} K \]  

(2.40)

\[ S_{HH} = \left\{ (\hat{\mathbf{n}}' \cdot \hat{\mathbf{n}}_i) \left[ (\hat{\mathbf{n}}' \cdot \hat{k}_y) (\hat{\mathbf{k}}_y \cdot \hat{n}_i) - (\hat{\mathbf{k}}_y \cdot \hat{n}_i) (\hat{\mathbf{n}}' \cdot \hat{k}_y) \right] \Gamma_E \right\} \frac{e^{-ik_y n}}{\hat{n} \times \hat{k}_y} K \]  

(2.41)

To check the above expressions a comparison with measured data is shown in Fig. 2.12 for a rectangular plate having \( a = 1.33l_0 \) and \( b = 2l_0 \) with its larger principle \((y')\) axis tilted back 8 degrees. The angle with the plane of incidence is therefore 82 degrees, and once again there is good agreement over the main lobe where most of the energy is concentrated. The discrepancies at wider angles are attributable to travelling wave and edge effects which are not accurately simulated
by physical optics. When the tilted plate is lossy having \( R = 0.163 + i0.442 \), a
similar comparison with measured data for \( E \) polarization is given in Fig. 2.13, and
for completeness we have included here the cross-polarized cross section computed
using physical optics. The agreement now extends to wider angles. It should be
noted that since physical optics is a high frequency technique, its accuracy generally
improves as the frequency and/or plate dimensions increase.

2.6 Conclusions

Using measurements of the backscattered field of coleus leaves in varying stages
of dryness, it has been shown that a resistive sheet constitutes an effective model of
a leaf. The resistivity is entirely specified by the moisture content, and for a rect-
angular section of a leaf, the predicted backscattering cross sections are in excellent
agreement with the measured data for both principal polarizations, including the
special case of a rectangular metal plate whose resistivity is zero. As the resistivity
increases, the effect of the currents borne by the edges of the plate diminishes, and
the accuracy of the physical optics approximation improves. Indeed, for a natural
leaf, the physical optics approximation in conjunction with the resistive sheet model
faithfully reproduces the dominant features of the scattering patterns for all of the
moisture conditions investigated, representing a dynamic range of more than 50 dB.

The simplicity of the formulation is such that the bistatic and extinction cross sec-
tions can also be computed, and the aspect angle averaging that may be necessary
in a practical situation is easily performed.

---

1Lossy plate is a rectangular cut out of a leaf whose resistivity is measured in a waveguide (see
Appendix A.)
Figure 2.12: Normalized RCS ($\sigma/\lambda^2$) of a rectangular perfectly conducting plate for E polarization with $a = 1.33\lambda_0$, $b = 2\lambda_0$, and tilt angle $\beta = 8^\circ$: (---) physical optics, (o o o) measurements.
Figure 2.13: Normalized RCS ($\sigma/\lambda^2$) of a rectangular resistive sheet for $E$ polarization with $R = 0.163, +0.442, a = 1.33\lambda_0, b = 2\lambda_0$, and tilt angle $\beta = 8^\circ$: (---) physical optics, (o o o) measurements.
CHAPTER III

EFFECT OF CURVATURE ON THE BACKSCATTERING FROM A LEAF

3.1 Introduction

In the previous chapter it was shown that for a typical planar leaf at X-band frequencies and above \(^1\), a resistive sheet model in conjunction with the physical optics approximation accurately predicts the backscattering cross section at almost all angles of incidence. The (complex) resistivity of the sheet is a function of the gravimetric moisture content \(M_g\) of the leaf, and for all moisture contents, the accuracy of the resulting prediction is adequate for most practical purposes.

In their natural state leaves are not generally flat, and any curvature may reduce their backscattering cross sections. For remote sensing purposes we seek a simple expression that accounts for the effect of curvature. Using the resistive sheet model and the physical optics approximation, for a rectangular section of a leaf curved in one and two dimensions, an integral expression for the backscattered field is obtained. The integral is evaluated numerically and by a stationary phase approximation, leading to a simple analytical expression for the cross section reduction produced by the curvature. To explore the range of validity of these expressions, measurements have

\(^1\)Lateral dimensions of the leaf must be larger than the wavelength and the thickness of the leaf must be much smaller than the wavelength.
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been carried out using a rectangular portion of a coleus leaf attached to the surfaces of styrofoam cylinders and spheres of different radii. For a wide range of curvatures, the reduction in the normal incidence backscattering cross section at X-band is accurately predicted by the physical optics approximation, and the results of a numerical evaluation of the physical optics integral are almost identical to a Fresnel integral expression derived from a stationary phase evaluation.

3.2 Leaf Model

Here again it is convenient to regard a leaf as part of a thin, non-magnetic lossy dielectric layer, and an effective model for such a layer is an infinitesimally thin resistive sheet. The complex resistivity of the sheet given by (2.3) is a function of leaf thickness and dielectric constant which in turn is primarily determined by the gravimetric moisture content ($M_g$) of the leaf.

For the geometries of curved leaves that we will consider in this chapter it is required to obtain the far field amplitude expression for a flat leaf in a special coordinate system. Consider a sheet lying in the plane $\zeta = 0$ of a Cartesian coordinate system ($\xi, \eta, \zeta$) and illuminated by a plane electromagnetic wave having

$$E' = (\xi \sin \alpha \sin \phi + \eta \sin \alpha \cos \phi + \zeta \cos \alpha) e^{-i\omega \tau} e^{-i \omega \sin \phi}$$  \hspace{1cm} (3.1)$$

(see Figure 1), the induced electric current is

$$J = 2Y_0 (\xi \sin \alpha \Gamma_H(\phi) + \zeta \cos \alpha \cos \phi \Gamma_E(\phi)) e^{i\omega \sin \phi}$$  \hspace{1cm} (3.2)$$

where $\Gamma_E(\phi)$ and $\Gamma_H(\phi)$ respectively are the plane wave reflection coefficients for E polarization ($\alpha = 0$) and for H polarization ($\alpha = \pi/2$) given by (2.8) and (2.12).

Since $R = 0$ corresponds to perfect conductivity, $\Gamma_H$ and $\Gamma_E$ show how the current
differs from the current $J_{pe}$ supported by a perfectly conducting surface. Indeed,

$$
J = J_{pe} \cdot \hat{n} \Gamma_H(\phi) + J_{pe} \cdot \hat{z} \Gamma_E(\phi)
$$  \hspace{1cm} (3.3)

where $\hat{n}$ and $\hat{z}$ are unit tangent vectors in and perpendicular to the plane of incidence respectively.

Consider a rectangular section of resistive sheet occupying the region $-\frac{\pi}{4} < \eta < \frac{\pi}{4}$, $-\frac{\pi}{2} < \zeta < \frac{\pi}{2}$ of the plane $\xi = 0$ as shown in Fig. 3.1. Since there is only an electric current induced in the plate, the scattered field can be attributed to an electric Hertz vector $\Pi_e$. In the backscattering direction the far field expression for $\Pi_e$ is

$$
\Pi_e = \frac{i k_0}{2 \pi} \int_{-\pi/2}^{\pi/2} \int_0^\infty \left( \hat{\eta} \sin \alpha \Gamma_H(\phi) + \hat{z} \cos \alpha \cos \phi \Gamma_E(\phi) \right) e^{ik_0 \sin \phi \sin \zeta} d\phi d\zeta
$$

$$
= \frac{i k_0 a}{2 \pi} \left( \hat{\eta} \sin \alpha \Gamma_H(\phi) + \hat{z} \cos \alpha \cos \phi \Gamma_E(\phi) \right) \sin U
$$

(3.4)

where

$$
U = k_0 \alpha \sin \phi,
$$

(3.5)

and the backscattered far field amplitude is

$$
S = \frac{i k_0 a b}{2 \pi} \left( \hat{\xi} \sin \phi + \hat{\eta} \cos \phi \right) \sin \alpha \Gamma_H(\phi) + \hat{\zeta} \cos \alpha \Gamma_E(\phi) \cos \phi \sin U
$$

(3.6)

The above example corresponds to the rotation of the direction of incidence in the $\xi - \eta$ plane and is equivalent to the rotation of the plate through an angle $\phi$ about the $\zeta$ axis with the illumination fixed in space. A more general situation is that in which the plate is first tilted back through an angle $\beta$ (see Fig. 3.2) prior to rotation. In terms of a rotated coordinate system $(\xi', \eta', \zeta')$ where $\hat{\xi}' = \hat{\xi} \cos \beta + \hat{\zeta} \sin \beta$, $\hat{\eta}' = \hat{\eta}$, $\hat{\zeta}' = -\hat{\xi} \sin \beta + \hat{\zeta} \cos \beta$, the plate now occupies $-\frac{\pi}{4} < \eta' < \frac{\pi}{4}$, $-\frac{\pi}{2} < \zeta' < \frac{\pi}{2}$, and the electric field is

$$
E' = (\hat{\xi}' \sin \alpha \sin \phi + \hat{\eta}' \sin \alpha \cos \phi + \hat{\zeta}' \cos \alpha) e^{-ik_0 (\hat{\xi} \cos \beta \cos \phi - \hat{\eta} \sin \phi - \hat{\zeta} \sin \beta \cos \phi)}
$$
Figure 3.1: Geometry for the scattering of a plane wave from a resistive sheet lying in the plane $\zeta = 0$.

Figure 3.2: Geometry for the scattering of a plane wave by a tilted resistive sheet.
Since the unit vector normal to the plate is $\hat{z}$, the physical optics expression for the current that would be induced if the plate were perfectly conducting is

$$J_{sc} = 2Y_0 \left\{ -\hat{z} \cos \alpha \sin \beta \cos \phi + \hat{\eta} (\sin \alpha \cos \beta + \cos \alpha \sin \beta \sin \phi) \right. \right.$$ 

$$\left. + \hat{\xi} \cos \alpha \cos \beta \cos \phi \right\} e^{ik_0 \left( \hat{z} \sin \phi + \hat{\eta} \sin \beta + \hat{\xi} \sin \alpha \cos \beta \sin \phi \right)}$$

which can be written as

$$J_{sc} = 2Y_0 \left( \sin \alpha \cos \beta \sin \phi + \cos \alpha \sin \beta \right) \hat{\eta} - (\sin \alpha \sin \beta - \cos \alpha \cos \beta \sin \phi) \right.$$ 

$$\cdot \cos \beta \cos \phi \hat{\xi} \right\} P e^{ik_0 \left( \hat{z} \sin \phi + \hat{\eta} \sin \beta + \hat{\xi} \sin \alpha \cos \beta \sin \phi \right)}$$

where

$$P = (1 - \cos^2 \beta \cos^2 \phi)^{-\frac{1}{2}}$$

and

$$\hat{\eta} = P(-\hat{z} \sin^2 \beta \cos \phi + \hat{\eta} \sin \phi + \hat{\xi} \sin \beta \cos \phi)$$

$$\hat{\xi} = P(-\hat{z} \sin \beta \sin \phi - \hat{\eta} \sin \beta \cos \phi + \hat{\xi} \cos \beta \sin \phi)$$

are, respectively, unit vectors in and perpendicular to the plane of incidence, lying in the plane of the plate. The current induced in the resistive plate is therefore

$$J = 2Y_0 \left( \sin \alpha \cos \beta \sin \phi + \cos \alpha \sin \beta \right) \Gamma_\eta(\phi_1) \hat{\eta} - (\sin \alpha \sin \beta - \cos \alpha \cos \beta \sin \phi) \right.$$ 

$$\cdot \cos \beta \cos \phi \hat{\xi} \right\} P e^{ik_0 \left( \hat{z} \sin \phi + \hat{\eta} \sin \beta + \hat{\xi} \sin \alpha \cos \beta \sin \phi \right)}$$

(3.7)

where $\phi_1$ is the angle between the negative of the incident field direction and the normal to the plate, i.e. $\arccos(\cos \beta \cos \phi)$. Now it is a trivial task to obtain the far field amplitude which has the following form

$$S = \frac{th_{2r}}{2r} \left( \hat{z} \sin \phi + \hat{\eta} \cos \phi \right) \left[ \sin \alpha \left( \cos^2 \beta \sin^2 \phi \Gamma_H(\phi_1) + \sin^2 \beta \Gamma_E(\phi_1) \right) + \cos \alpha \sin \beta \cos \beta \sin \phi \left( \Gamma_H(\phi_1) - \Gamma_E(\phi_1) \right) \right]$$

$$+ \hat{\xi} \left[ \cos \alpha \left( \sin^2 \beta \Gamma_H(\phi_1) + \cos^2 \beta \sin^2 \phi \Gamma_E(\phi_1) \right) + \sin \alpha \sin \beta \cos \beta \sin \phi \left( \Gamma_H(\phi_1) - \Gamma_E(\phi_1) \right) \right] P^2 \cos \beta \cos \phi \frac{U}{V}$$

(3.8)

where $U$ is given by (3.5) and

$$V = k_0 \beta \sin \beta \cos \phi.$$
3.3 One Dimensional Curvature

We now concentrate on the case of the curved leaves and first examine the effect on the backscattering cross section when the plate is given a constant radius of curvature $\rho$ in a principal plane. As a result of the bending, the plate conforms to a portion of the surface of a right circular cylinder of radius $\rho$ as shown in Fig. 3.3.

![Diagram](image)

Figure 3.3: Geometry for the scattering of a plane wave from a resistive sheet which conforms to a portion of the surface of a right circular cylinder of radius $\rho$.

If the flat plate has length $a$ in the $x'$ direction and width $b$ in the $y'$ direction, then $b = 2\rho \phi_0$. The illuminating field is a plane wave propagating in the negative $x'$ direction with

$$E' = (y' \sin \alpha + z' \cos \alpha) e^{-ik_0(x' - \rho)} \quad (3.5)$$

and in the backscattering direction the far field expression for the Hertz vector $\Pi_1$ is

$$\Pi_1(x') = \frac{e^{ik_0x'}}{\pi} \frac{iZ_0}{\varepsilon_0 \mu_0} \rho \int_{\phi_0}^{2\pi} \int_{-\phi_0}^{\phi_0} J_0(e^{ik_0(\cos \phi')}) d\phi' d\phi$$
where the phase origin has been chosen at the front of the cylinder. Since resistive sheets are penetrable, obtaining the physical optics current becomes very complicated if a portion of the leaf surface is shadowed. To ensure that no portion of the outer surface of the plate is shadowed, it is necessary that \( |\theta| \leq \frac{\pi}{2} - \phi_0 \). If the radius of curvature is much larger than the width of the plate \( (\rho \gg \delta) \), shadowing happens only at near grazing angles. The resistive sheet current \( \mathbf{J} \) is given by (3.2) with the identification

\[
\phi = \phi', \\
\zeta = \zeta', \\
\tilde{\eta} = -\tilde{\eta}' \sin \phi' + \tilde{\eta}' \cos \phi'.
\]

Recognizing that the exponent in (3.4) is simply the incident field phase at the surface,

\[
\mathbf{J}(\phi') = 2Y_0\left\{ (-z' \sin \phi' + \tilde{\eta}' \cos \phi') \sin \alpha \Gamma_H(\phi') + z' \cos \alpha \cos \phi' \Gamma_E(\phi') \right\} \exp\left( z' \cos \phi' \right),
\]

and therefore the Hertz vector potential becomes

\[
\Pi_s(\mathbf{x}) = \frac{i k_0 \alpha \rho}{2\pi} \int_{-\delta_0}^{\delta_0} \left\{ (-z' \sin \phi' + \tilde{\eta}' \cos \phi') \sin \alpha \Gamma_H(\phi') \\
+ z' \cos \alpha \cos \phi' \Gamma_E(\phi') \right\} \exp\left( z' \cos \phi' \right) \, dz' \, d\phi'.
\]

The scattered electric field and the far field amplitude in terms of the hertz vector can be evaluated from (1.4) and (1.11) respectively. The resulting expression for the far field amplitude is

\[
S = \frac{i k_0 \alpha \rho}{2\pi} \int_{-\delta_0}^{\delta_0} \left\{ (\tilde{\eta}' \sin \alpha + z' \cos \alpha) \right\} \cos \phi' \exp\left( z' \cos \phi' \right) \, dz' \, d\phi'.
\]

(3.10)

in terms of which the like- and cross-polarized backscattering cross sections are

\[
\sigma = 4\pi \left| \tilde{\eta}' \sin \alpha + z' \cos \alpha \right|^2 S^2, \tag{3.11}
\]

\[
\sigma_{cross} = 4\pi \left| (\tilde{\eta}' \cos \alpha - z' \sin \alpha) \right|^2 S^2. \tag{3.12}
\]
Two methods were employed to evaluate the integral expression (3.10) for $S$. In the first, the arc $\theta - \phi_0 < \phi' < \theta + \phi_0$ was subdivided into $2M$ segments and each replaced by a planar strip of width $\Delta = \rho \phi_0 / M$ centered at $\phi' = \phi_m$, $m = 1, 2, \cdots, M$, and tangential to the cylinder. From the formula (3.6) for the backscattered far field amplitude of an inclined plate, we then have

$$S = \frac{ik_0 \Delta}{2\pi} \sum_{m=1}^{2M} \{\hat{y}' \sin \alpha \Gamma_H(\phi_m') + \hat{z}' \cos \alpha \Gamma_E(\phi_m')\} \cos \phi_m' e^{2ik_0 \rho (1 - \cos \phi_m')} \sin U' U \tag{3.13}$$

with $U' = k_0 \Delta \sin \phi_m'$. The summation was carried out numerically, and a comparison with data obtained from a moment method solution of the integral equation for a curved resistive strip is given in Section 3.5.

The second method is entirely analytical and is based on the stationary phase (SP) approximation. The SP point of the integral in (3.10) is $\phi' = 0$ and on the assumption that $k_0 \rho \gg 1$, with $\theta < \phi_0$ so that the SP point lies within the range of integration,

$$S = \frac{4i}{\pi} \sqrt{k_0 \rho} \{\hat{y}' \sin \alpha \Gamma_H(0) + \hat{z}' \cos \alpha \Gamma_E(0)\} \{\mathcal{F}[\sqrt{k_0 \rho}(\phi_0 + \theta)] + \mathcal{F}[\sqrt{k_0 \rho}(\phi_0 - \theta)]\}$$

where

$$\mathcal{F}(\tau) = \int_0^\infty e^{i\tau u} du \tag{3.14}$$

is the finite range Fresnel integral. We remark that for $|\tau| \ll 1$

$$\mathcal{F}(\tau) = \tau + O(\tau^3), \tag{3.15}$$

whereas for $|\tau| \gg 1$

$$\mathcal{F}(\tau) \approx \frac{1}{2\sqrt{\pi}} e^{i\pi/4} \tau^{-1/4} \tag{3.16}$$

Since $\Gamma_E(0) = \Gamma_H(0)$ it now follows that

$$S = \frac{4i}{2\pi} \sqrt{k_0 \rho}(\hat{y}' \sin \alpha + \hat{z}' \cos \alpha) \Gamma_H(0) \{\mathcal{F}[\sqrt{k_0 \rho}(\phi_0 + \theta)] + \mathcal{F}[\sqrt{k_0 \rho}(\phi_0 - \theta)]\} \tag{3.17}$$
showing that to this approximation there is no depolarization in the backscattering direction.

It is instructive to examine separately the special case of symmetric (normal) incidence when \( \theta = 0 \). The argument of the Fresnel integrals in (3.17) is then \( b/2\sqrt{k_0/\rho} \), and if \( \rho \gg k_0b^2/4 \), the approximation (3.15) implies

\[
S = \frac{ik_0ab}{2\pi} (\hat{y} \sin \alpha + \hat{x} \cos \alpha) \Gamma_H(0)
\]

(3.18)
in agreement with the known expression for the backscattered far field amplitude of a planar resistive plate at normal incidence. On the other hand, if \( \rho \ll k_0b^2/4 \), (3.16) gives

\[
S = -\frac{a}{2} \sqrt{\frac{k_0}{\pi}} (\hat{y} \sin \alpha + \hat{x} \cos \alpha) \Gamma_H(0)e^{-\gamma}
\]

which is the result for a resistive circular cylinder of radius \( \rho \) and length \( a \). For intermediate values of \( \rho \) the Fresnel integral must be retained, and when the far field amplitude is normalized to the flat plate expression (3.18), denoted by the suffix \( fp \),

\[
\frac{S}{S_{fp}} = \frac{1}{\gamma} \mathcal{F}(\gamma)
\]

(3.19)

independent of the resistivity, where

\[
\gamma = \frac{b}{2} \sqrt{\frac{k_0}{\rho}}
\]

(3.20)
The above results are also valid for a concave surface if \( \mathcal{F}(\gamma) \) is replaced by its complex conjugate. Calculations based on the formulas (3.13), (3.17) and (3.19) are compared with numerical results obtained using the moment method and with measured data in Section 3.5.

A similar result for the bistatic far field amplitude of a cylindrically curved leaf in the general coordinate system \((X, Y, Z)\) can be obtained (see Fig. 3.4). If the curved
plate is perfectly conducting, the associated Hertz potential can be found from (2.30) with
\[ r' = r \left\{ (\cos \phi' - 1) \tilde{z}' + \sin \phi' \tilde{y}' \right\} + \tilde{z}' \tilde{z}' \] (3.21)
and we have
\[ \mathbf{H} (r) = \frac{e^{ikr}}{r} \frac{\tilde{E}_{0x}}{Z} e^{i(k_y \tilde{y}' + k_z \tilde{z}')} \int_{\tilde{z}'}^{\tilde{z}} \tilde{h}' \left\{ \tilde{h}' \times \mathbf{H}_{0y} e^{-ik_z \tilde{y}' \cos (\phi' - \tilde{\phi})} \right\} e^{-ik_y (\tilde{y}' - \tilde{y})} \tilde{y}' d\tilde{y}' / d\tilde{z}' \] (3.22)
where
\[ \cos \tilde{\phi} = \frac{1}{B} (\hat{y}_1 - \hat{z}_1) \cdot \tilde{y}', \quad \sin \tilde{\phi} = \frac{1}{B} (\hat{y}_2 - \hat{z}_1) \cdot \tilde{y}' \]
and
\[ B = \left[ \left\{ (\hat{y}_2 - \hat{z}_1) \cdot \tilde{y}' \right\}^2 + \left\{ (\hat{y}_1 - \hat{z}_1) \cdot \tilde{y}' \right\}^2 \right]^{\frac{1}{4}} \]

Figure 3.4: Geometry of a curved plate and coordinate system.

To ensure that the outer surface of the plate is completely illuminated, it is
necessary that

\[ \hat{k}_i \cdot \hat{z}' < -\sin \phi_0 . \]

The \( x' \) integration can be carried out immediately and yields \( a^0 \Phi \) where

\[ V = \frac{1}{2} k_0 a (\hat{k}_i - \hat{k}_s) \cdot \hat{z}' . \]

The \( \phi' \) integral can be evaluated using the stationary phase approximation as before. The SP point is \( \phi' = \hat{\phi} \), and on the assumption that \( k_0 B \rho \gg 1 \) with \( -\phi_0 < \hat{\phi} < \phi_0 \) (so that the SP point lies within the range of integration), the non-exponential portion of the integrand can be evaluated at its value at the SP point. In view of (2.31) the expression for the scattering amplitude is then

\[ S = e^{ik_0 a (\hat{k}_i - \hat{k}_s) \cdot \hat{z}' - B} \{ (\hat{n}' \cdot E_0) \left[ (\hat{k}_i \cdot \hat{k}_s) \hat{k}_s - \hat{k}_i \right] - (\hat{n}' \cdot \hat{k}_i) \left[ (\hat{k}_i \cdot E_0) \hat{k}_i - E_0 \right] \} K \]

(3.23)

with

\[ K = -i a \frac{\rho}{\pi k_0 B} \left\{ \mathcal{F} \left\{ \sqrt{\frac{k_0 B \rho}{2}} \left( \phi_0 + \hat{\phi} \right) \right\} + \mathcal{F} \left\{ \sqrt{\frac{k_0 B \rho}{2}} \left( \phi_0 - \hat{\phi} \right) \right\} \right\} \frac{\sin V}{V} \]

(3.24)

The bracketed terms in (3.23) are evaluated at the SP point \( \phi' = \hat{\phi} \) which is located at the point where the bisector of the angle between \( \hat{k}_s \) and \( -\hat{k}_i \) intersects the surface. This is the "specular" point of geometrical (ray) optics, and shows up at visible wavelengths as a bright streak parallel to the \( x' \) axis on the surface. Close to the forward scattering direction \( \hat{k}_s = \hat{k}_i, k_0 B \rho \) is no longer large, and a method of evaluation appropriate to this range is discussed in Chapter 7.

For a curved resistive plate the analysis is similar, and the result is (see (2.37))

\[ S = e^{ik_0 a (\hat{k}_i - \hat{k}_s) \cdot \hat{z}' - B} \{ (\hat{n}' \cdot E_0) \Gamma_k \hat{k}_s \times \hat{k}_s \times \left[ (\hat{n}' \cdot \hat{k}_i) \hat{k}_i - \hat{n}' \right] \}

\[ + (\hat{n}' \cdot H_0) Z_0 \Gamma_H \left[ (\hat{k}_i \cdot \hat{k}_s) (\hat{n}' \times \hat{k}_s) + (\hat{n}' \cdot \hat{k}_s) (\hat{k}_i \times \hat{k}_s) \right] \left\{ \hat{\alpha}' \hat{k}_s \right\} \left\{ \hat{\alpha}' \hat{k}_s \right\} \]

(3.25)

where the terms in brackets are evaluated at the SP point and \( K \) is as shown in (3.24).
3.4 Two Dimensional Curvature

We now examine the effect of giving the plate the same curvature in both principal planes, so that the plate conforms to a portion of a spherical surface of radius \( r \). The geometry is shown in Fig. 3.5.

![Figure 3.5: Geometry for the scattering of a plane wave from a resistive sheet which occupies a portion of the surface of a sphere of radius \( r \) at normal incidence.](image)

In terms of the spherical polar coordinates \((r, \theta', \phi')\) such that \( x' = r \sin \theta' \cos \phi' \), \( y' = r \sin \theta' \sin \phi' \) and \( z' = r \cos \theta' \), the plate occupies the surface region \( \frac{\pi}{2} - \theta_0 < \theta' < \frac{\pi}{2} + \theta_0 \) for \( -f(\theta') < \phi' < f(\theta') \) where \( \theta_0 = b/(2r) \) and \( f(\theta') = a/(2r \sin \theta') \). The incident electric field is the same as that in Section 3.3, and for a perfectly conducting plate the physical optics expression for the induced electric current at a point \( \theta', \phi' \) on the
surface is

\[ J_{pc} = 2Y_0 \left( \sin \alpha \sin \theta'(-\tilde{x} \sin \phi' + \tilde{y} \cos \phi') \\
+ \cos \alpha(-\tilde{z} \cos \theta' + \tilde{z} \sin \theta' \cos \phi') \right)e^{i\theta r(1-\sin \theta' \cos \phi')} \]

Unit vectors tangential to the surface and parallel and perpendicular respectively to the plane of incidence are

\[ \hat{n} = Q(-\tilde{x}(1 - \sin^2 \theta' \cos^2 \phi') + (\tilde{y} \sin \theta' \sin \phi' + \tilde{z} \cos \theta') \sin \theta' \cos \phi') \]

\[ \hat{\theta} = Q(-\tilde{y} \cos \theta' + \tilde{z} \sin \theta' \sin \phi') \]

where

\[ Q = (1 - \sin^2 \theta' \cos^2 \phi')^{-\frac{1}{2}} \]

and in terms of \( \hat{n} \) and \( \hat{\theta} \), the perfectly conducting plate current is

\[ J_{pc} = 2Y_0 \left( (\sin \alpha \sin \theta' \sin \phi' + \cos \alpha \cos \theta') \hat{n} - \sin \theta' \cos \phi' \\
-(\sin \alpha \cos \theta' - \cos \alpha \sin \theta' \sin \phi') \hat{\theta} \right)Qe^{i\theta r(1-\sin \theta' \cos \phi')} \]

From (3.3) it now follows that for a resistive plate the current is

\[ J = 2Y_0 \left( (\sin \alpha \sin \theta' \sin \phi' + \cos \alpha \cos \theta') \Gamma_{\mu}(\phi) \hat{n} - \sin \theta' \cos \phi' \right)Qe^{i\theta r(1-\sin \theta' \cos \phi')} \]  

(3.26)

where the angle \( \phi \) is such that

\[ \cos \phi = \sin \theta' \cos \phi' \]

In the backscattering direction the far field expression for the Hertz vector \( \Pi \), is

\[ \Pi_e(x) = \frac{e^{ikz}}{4\pi k_0} \int_{-\theta_0}^{\theta_0} \int_{-\phi_0}^{\phi_0} J(\theta', \phi') e^{i\theta r(1-\sin \theta' \cos \phi')} \sin \theta' d\theta' d\phi' \]
and when the formula (3.26) for physical optics current is inserted, the backscattering
far field amplitude for the curved plate relative to is found to be

$$S = \frac{i k \sigma^2}{2 \pi} \left[ \frac{1 + i \delta_0}{2} \right] \int_{-\pi}^{\pi} f(\theta') \left( \sin \alpha [\sin^2 \theta' \sin \phi' \Gamma_H(\phi) + \cos^2 \theta' \cos \phi' \Gamma_E(\phi)] \phi'd\phi' \right)$$

$$+ \cos \alpha [\sin^2 \theta' \sin \phi' \Gamma_E(\phi) + \cos^2 \theta' \cos \phi' \Gamma_H(\phi)] \phi'd\phi'$$

$$+ (\cos \alpha \phi' - \sin \alpha \phi') \sin \theta' \cos \phi' \phi' \left[ \Gamma_E(\theta') - \Gamma_H(\phi') \right]$$

$$\cdot \sin \theta' \cos \phi' \phi' \cdot \left( 1 + \sin \theta' \cos \phi' \phi' \right) \sin \theta' \cos \phi' \phi'$$ (3.27)

The like- and cross-polarized backscattering cross sections can be computed by sub-
stituting (3.27) in (3.11) and (3.12), and depolarization occurs to the extent that \( \Gamma_H \) and \( \Gamma_E \) differ over those portions of the plate that contribute to the integral.

The expression for \( S \) was evaluated using methods similar to those employed for
one dimensional curvature. The first method is numerical. By subdividing the \( \theta' \) and \( \phi' \) ranges into \( 2L \) and \( 2M \) increments respectively and treating each elementary
patch as a rectangular flat plate centered at \( \theta' = \theta'_x, \phi' = \phi'_m (\ell = 1, 2, \ldots, L, \ell = 1, 2, \ldots, M) \) with dimensions \( \Delta_1 = r \Delta \theta', \Delta_2 = r \sin \theta'_x \Delta \phi' \) where \( \Delta \theta' = \delta_0 / L \) and \( \Delta \phi' = f(\theta') / M \) and using (3.8) the result is

$$S = \frac{i k \sigma^2}{2 \pi} \sum_{\ell=1}^{2L} \sum_{m=1}^{2M} \left\{ \Delta_1 \Delta_2 \sin \theta'_x \cos \phi'_m e^{i 2\pi r (1 + \sin \theta'_x \cos \phi'_m)} \sin \theta'_x \cos \phi'_m \right\} U_i \sin V_i \frac{U_i}{V_i}$$ (3.28)

Here

$$U_i = k_0 \Delta_1 \cos \theta'_x \cos \phi'_m$$

$$V_i = k_0 \Delta_2 \sin \phi'_m$$

and \{ \} denotes the terms in curly brackets (3.27).

The second method is based on the stationary phase approximation. The (double)
SP point of the integrand in (3.27) is \( \theta' = \pi / 2, \phi' = 0 \), and when all the non-
exponential terms are removed from the integrand at this point, we have

$$S = \frac{i k \sigma^2}{2 \pi} \left( \hat{\sigma} \sin \alpha + 2 \cos \alpha \right) \Gamma_H(\theta') \int_{-\pi}^{\pi} f(\theta') e^{i k_0 r (1 + \sin \theta' \cos \phi')} d\theta' d\phi'$$
where we have used the fact that $\Gamma_E(0) = \Gamma_H(0)$. By expanding the exponent about the SP point and retaining only the quadratic terms, we then obtain

$$S = \frac{2ir}{\pi} (\hat{y} \sin \alpha + \hat{z} \cos \alpha) \Gamma_H(0) F \left( a \frac{k_0}{2r} \right) F \left( b \frac{k_0}{2r} \right) \tag{3.29}$$

showing that to this approximation there is no depolarization. The amplitude normalized to its flat plate value (3.18) is

$$\frac{S}{S_{fp}} = \frac{1}{\gamma_1} F(\gamma_1) \cdot \frac{1}{\gamma_2} F(\gamma_2) \tag{3.30}$$

independent of the resistivity where

$$\gamma_1 = \frac{5}{3} \sqrt{\frac{E}{r}}$$
$$\gamma_2 = \frac{5}{3} \sqrt{\frac{E}{r}} \tag{3.31}$$

and the reduction in $S_{fp}$ is simply the product of the factors appropriate to a one-dimensional curvature in each of the principal planes of the plate.

The extension to the case of a plane wave which is not incident symmetrically is trivial. If the plate is rotated through an angle $\theta$ about the $y$ axis (see Fig. 3.3) with $|\theta| \leq \frac{\pi}{2} - \theta_0$ so that no part of the plate is shadowed, the far field amplitude corresponding to (3.29) is

$$S = \xi (\hat{y} \sin \alpha + \hat{z} \cos \alpha) \Gamma_H(0) F \left( \frac{5}{3} \sqrt{\frac{E}{r}} \right)$$
$$\cdot \left\{ F \left[ \frac{5}{3} \sqrt{\frac{E}{r}} (1 + \frac{\theta}{\theta_0}) \right] + F \left[ \frac{5}{3} \sqrt{\frac{E}{r}} (1 - \frac{\theta}{\theta_0}) \right] \right\} \tag{3.32}$$

Here also the expression is a natural extension of the formula for a one-dimensional curvature.

### 3.5 Comparison with Experimental Data

To test the validity of the physical optics model and to explore the effect of leaf curvature, a series of measurements was carried out using rectangular leaf sections.
Here again coleus leaves were chosen because they retain their moisture after being cut: at room temperature (23°C) the change in moisture content after 20 minutes was less than one percent. The scattering measurements were made at X-band in a small tapered anechoic chamber using an HP 8510A network analyzer. A schematic of the equipment is shown in Fig. 2.1, and the general procedures employed are described in Section 2.2. Since a single linearly-polarized horn antenna was used to radiate and receive the signals, only the like-polarized backscattering cross section could be measured. A small metal sphere was employed for calibration.

With the confidence that physical optics in conjunction with the resistive sheet model is adequate for planar leaves, we now compare the predictions for curved leaves with moment method data and with experimental results. To check the accuracy of (3.8), the backscattering was computed using a two-dimensional moment method code [Liepa et al., 1974] for resistive strip extended to the three dimensional case by assuming that the current on the curved plate is independent of \( z' \). In Figs. 3.6 and 3.7 the normalized backscattering cross section \( \sigma / \lambda_0^2 \) computed using 3.13 is compared with the moment method data for a flat leaf \( (\rho = \infty) \) and for a curved leaf having radius of curvature \( \rho = 2 \lambda_0 \) respectively. Other pertinent parameters of the leaf are: \( a = 1.33 \lambda_0 \), \( b = 2 \lambda_0 \), \( \tau = 0.0107 \lambda_0 \), and \( \epsilon = 20 + i7 \). The overall agreement is good out to 70 and 50 degrees respectively, where the lower limit for the curved leaf corresponds to the onset of shadowing. As it is evident from Figs. 3.6 and 3.7 curvature causes a significant drop in backscattering around normal incidence and broadens the backscattering pattern. In Figs. 3.8 and 3.9 the Fresnel integral approximation (3.17) is compared with (3.13) for curved leaves having \( \rho = 2 \lambda_0 \) and \( \rho = 3 \lambda_0 \) respectively. The agreement is excellent as long as the stationary point is on the leaf, i.e., for \( |\theta| < 28 \) and 19 degrees respectively, but remains good for incidence
angles out to about 45 degrees.

Experimental measurement were also performed. In the first experiment a rectangular leaf section of the same size as before was attached to the surface of a right circular cylinder of styrofoam and the normal incidence backscattering cross section was measured. Cylinders of six different radii were used and the cross sections were normalized to that of the planar leaf. The measured cross section reductions for $E$ polarization are plotted as a function of $\rho$ in Fig. 3.9 and compared with the curves computed using the numerical summation (3.13) and the stationary phase approximation (3.19). The agreement is excellent. As $\rho$ decreases from 33 to 3, $\gamma$ increases from 0.76 to 3.14. Over the entire range, (3.13) and (3.19) yield virtually identical results, and (3.19) provides a simple and accurate expression for the cross section reduction.

For the case of a two dimensional curvature a similar experiment was performed in which a leaf section was mounted on the surface of a styrofoam sphere. Spheres of six different radii were used. To facilitate the mounting a naturally-curved leaf was chosen and cut to conform to the spherical region $\frac{\pi}{2} - \theta_0 < \theta' < \frac{\pi}{2} + \theta_0$, $-\phi_0 < \phi' < \phi_0$ where $\delta_0 = b/(2\pi)$, $\phi_0 = a(2\pi \sin \theta_0)$, with $a = 1.33\lambda_0$ and $b = 2\lambda_0$. The region is slightly different from that specified in Section 3.4, and the leaf sections are no longer rectangular when flattened out, but calculations based on the summation (3.28) showed that the cross section reduction is the same for both. The measured data are compared with the numerical and analytical results (3.28) and (3.30) in Fig. 3.11. The agreement is again excellent and confirms the validity of the simple formula (3.30) for curvature in two dimensions.

As evident from the preceding figures, curvature can have a significant effect on the backscattering cross section, and in a practical situation, it is important to know
the frequency range where any curvature of a leaf must be taken into account. To this end, Fig. 3.12 shows the cross section reductions versus frequency for three leaf sections 6cm on a side, curved in one dimension with radii 3, 6 and 12cm. In all three cases $Mg = 0.7$, $r = 0.5$mm and the frequency dependence implied by the resistivity $R$ and the Debye-Cole dielectric model [Ulaby and El-Rayes, 1987] was included. Once again (3.13) and (3.19) yield virtually identical results and if, for example, $\rho = 12$cm, the curvature produces a significant effect only at C-band frequencies and above.

3.6 Conclusions

The resistive sheet model in conjunction with the physical optics approximation which was previously shown to accurately predict the backscattering cross section of a planar leaf has been extended to the case of a curved leaf. For a rectangular section of a leaf curved in one and two dimensions, the physical optics expression for the backscattered field was evaluated numerically and by a stationary phase approximation. The latter leads to simple analytical expressions for the cross section reduction produced by the curvature. Numerical results based on the two methods are virtually identical and in excellent agreement with measured X-band data for rectangular sections of coleus leaves applied to surfaces of styrofoam cylinders and spheres of different radii. As a result of these comparisons, it is concluded that the curvature effect is accurately simulated by a multiplicative factor involving a Fresnel integral whose argument is a function of the relevant leaf dimension, the radius of curvature and the frequency, but independent of the material properties of the leaf.
Figure 3.6: Normalized RCS ($\sigma/\lambda^2$) for a flat ($\rho = \infty$) rectangular section of a leaf with $a = 1.33\lambda_0$, $d = 2\lambda_0$, $\tau = 0.0107\lambda_0$, and $\epsilon = 20 + i7$ for E polarization: (—) numerical summation (3.13), (o o o) moment method.
Figure 3.7: Normalized RCS ($\sigma/\lambda^2$) for a one dimensionally curved rectangular section of a leaf with $a = 1.3\lambda_0$, $d = 2\lambda_0$, $\tau = 0.0107\lambda_0$, $\epsilon = 20 + i7$, and $\rho = 2\lambda_0$ for E polarization: (—) numerical summation (3.13), (o o o) moment method.
Figure 3.8: Normalized RCS ($\sigma/\lambda^2$) for a one dimensionally curved rectangular section of a leaf with $a = 1.33\lambda_0$, $d = 2\lambda_0$, $\tau = 0.0107\lambda_0$, $\epsilon = 20 + i7$, and $p = 2\lambda_0$ for $E$ polarization: (—) numerical summation (3.13), (o o o) Fresnel integral approximation (3.17).
Figure 3.9: Normalized RCS ($\sigma/\lambda_0^2$) for a one dimensionally curved rectangular section of a leaf with $a = 1.33\lambda_0$, $d = 2\lambda_0$, $\tau = 0.0107\lambda_0$, $\epsilon = 20 + i\tau$, and $\rho = 3\lambda_0$ for E polarization: (——) numerical summation (3.13), (o o o) Fresnel integral approximation (3.17).
Figure 3.10: Comparison of the measured RCS (o o o) reduction at normal incidence with the numerical summation (3.13) (——) and Frenel integral approximation (3.19) ( - - - ) for a one dimensionally curved rectangular section of a coleus leaf versus radius of curvature ($r = 0.32\text{mm}$, $\lambda_0 = 3\text{cm}$).
Figure 3.11: Comparison of the measured RCS (o o o) reduction at normal incidence with the numerical summation (3.28) (—) and Fresnel integral approximation (3.30) (---) for a spherically curved section of a coleus leaf versus radius of curvature (r = 0.32 mm, λ₀ = 3 cm).
Figure 3.12: Normalized incidence RCS reduction versus frequency due to the one
dimensional curvature of a rectangular section of a leaf with $Mg = 0.7$
and $r = 0.5mm$ for three different radii of curvature using the numerical
(3.13) (—) and analytical (3.19) (- - -) expressions.
CHAPTER IV

SCATTERING MODEL FOR A LEAF AT MILLIMETER WAVELENGTHS

4.1 Introduction

At millimeter wave frequencies a typical leaf is a significant fraction of a wavelength in thickness, and its nonuniform dielectric profile now affects the scattering. At microwave frequencies where a typical leaf is electrically thin with lateral dimensions at least comparable to the free space wavelength $\lambda_0$, several methods have been proposed [e.g. Le Vine et al 1985, Willis et al, 1988] all based on the physical optics approximation applied to a uniform dielectric slab. In particular, if the leaf thickness is no more than about $\lambda_0/50$, physical optics in conjunction with a resistive sheet model predicts the scattering at most angles of incidence (see Chapter 2) and can also handle curved leaves (see Chapter 3).

On the other hand, at millimeter wavelengths the thickness can be a significant fraction of a wavelength, and it is also necessary to take into account the internal structure of a leaf. At least two different types of cell can be distinguished, and their differing water content affects the dielectric constant, leading to a nonuniform dielectric profile. To compute the scattering at these higher frequencies, two different physical optics approximations are examined. The first of these employs the
polarization current which would exist in an infinite slab consisting of one, two or more layers simulating the dielectric profile of the leaf, and this is referred to as the volume integral physical optics (VIPO) approximation. When there are many layers, a convenient method of implementation is described in Section 4.4. The second (and simpler) approach postulates a surface current which, for an infinite slab, produces a plane wave identical to the reflected field, and this is the surface current physical optics (SCPO) approximation.

For an electrically thin leaf or plate, the two approximations are indistinguishable, but as the thickness (or frequency) increases, the predicted scattering differs in most directions, and by comparison with the results of a moment method solution of the volume integral equation, it is shown that VIPO is superior. In addition, for a two layer material, it is no longer adequate to treat the plate as homogeneous one having an average dielectric constant. Provided the actual dielectric profile of a leaf is simulated, it appears that VIPO can predict the scattering behavior of a leaf to an accuracy that is sufficient for most practical purposes at millimeter wavelengths.

4.2 Structure of a Leaf

The simplified structure of a typical vegetation leaf is shown in Fig. 4.1. The type and number density of cells may vary as a function of depth into the leaf which, in turn, results in a nonuniform dielectric profile. The effect of this nonuniformity becomes observable at higher frequencies where the thickness of the leaf is comparable to the wavelength.

As was explained in Section 1.3.1 leaves mainly consist of two types of photosynthetic cells: palisade parenchyma, consisting of column-shaped cells in which most photosynthesis takes place, and spongy parenchyma, which consist of irregularly
shaped cells with large spaces between them. Because a large part of the vegetation material is water, its dielectric constant is strongly influenced by the dielectric constant of water and the water content. For most leaves, the water content is higher in its upper layer (palisade region) than in the under surface (spongy region).

![Diagram of leaf structure](image)

**Figure 4.1:** The structure of a typical vegetation leaf.

The sensitivity of the dielectric constant to water content is much greater in the lower part of the millimeter wave spectrum than in the upper, but this is more than counterbalanced by the thickness to wavelength ratio. The net result is that the sensitivity to dielectric variations is greater at the higher frequencies.

To examine the effect of the nonuniform dielectric profile on the scattering properties of the leaf at millimeter wavelengths, we computed the normal incidence reflection coefficient $\Gamma_0$ of a two-layer dielectric slab and compared it with the reflection coefficient of a uniform dielectric slab whose dielectric constant is the average. The computation was performed for a leaf thickness of 0.5mm, and the water content ratio of the two layer was chosen to be 4 to 1, representing a marked variation between
the upper and lower surfaces of the leaf. From the data in Table 4.1, it is seen that when the two-layer slab is approximated by a uniform slab the error in the reflection coefficient increases with increasing frequency, and is as large as 4 dB at 140 GHz.

**4.3 Physical Optics Approximations**

At microwave frequencies where a typical leaf is no more than about $\lambda_0/50$ in thickness with lateral dimensions comparable to or larger than the wavelength, the scattering properties can be accurately predicted using the physical optics approximation applied to a resistive sheet model of a leaf. In effect, the leaf is modeled as an infinitesimally thin layer, but as the frequency increases the sheet model fails and it is necessary to take the leaf thickness into account. There are now two types of physical optics approximation that can be employed. The standard one is the surface current (SCPO) approach in which an infinite dielectric slab is replaced by an equivalent sheet current that produces a plane wave identical to the reflected wave of the slab. This current is then used as an approximation to the equivalent surface current over the upper surface of a finite dielectric plate. Alternatively, the induced (volume) polarization current in the plate can be approximated by the current in the infinite dielectric slab, and we shall refer to this as the volume integral physical

<table>
<thead>
<tr>
<th>$f$ (GHz)</th>
<th>$\varepsilon_1$</th>
<th>$\varepsilon_2$</th>
<th>$\varepsilon_{\text{avg}} = \frac{\varepsilon_1 + \varepsilon_2}{2}$</th>
<th>$\Gamma_0$</th>
<th>$\Gamma_{0(\text{avg})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>20+i21</td>
<td>6+i3</td>
<td>13+i12</td>
<td>0.74+i.6</td>
<td>0.78+i.0 - 0.16</td>
</tr>
<tr>
<td>94</td>
<td>6+i5</td>
<td>2+i1</td>
<td>4+i3</td>
<td>0.59+i.12</td>
<td>0.48+i.27</td>
</tr>
<tr>
<td>140</td>
<td>5+i4</td>
<td>2+i1</td>
<td>3.5+i2.5</td>
<td>0.59+i.20</td>
<td>0.34+i.26</td>
</tr>
</tbody>
</table>

Table 4.1: Voltage reflection coefficient for a two-layer and average dielectric slab
optics (VIPO) method. It is more accurate than the SCPO method, although the latter is more convenient to use for evaluating the scattered field.

To illustrate the two procedures, consider a dielectric plate consisting of a homogeneous dielectric of thickness \( d_1 \) and relative permittivity \( \varepsilon_1 \) atop a second material of thickness \( d_2 - d_1 \) and relative permittivity \( \varepsilon_2 \). The plate occupies the region \( -\frac{b}{2} \leq x \leq \frac{b}{2}, -\frac{a}{2} \leq y \leq \frac{a}{2}, \) and \( -d_2 \leq z \leq 0 \) as shown in Fig. 4.2, and is illuminated by an E-polarized plane wave whose electric vector is

\[
E^0 = \hat{y} e^{j k_0 (x \cos \theta_0 - z \cos \theta_0)}
\]  

(4.1)

![Diagram](image)

**Figure 4.2:** The geometry of the scattering of a plane wave from a two-layer dielectric slab.

When the plate is treated as an infinitely extended slab, the electric field can be
written as

\[ E_y = \begin{cases} 
    (e^{-ik_0 z} + \Gamma e^{ik_0 z})e^{ik_0 \sin \theta_i x} & (0 \leq z) \\
    (B_1 e^{-ik_1 z} + A_1 e^{ik_1 z})e^{ik_1 \sin \theta_i x} & (-d_1 \leq z \leq 0) \\
    (B_2 e^{-ik_2 z} + A_2 e^{ik_2 z})e^{ik_2 \sin \theta_i x} & (-d_2 \leq z \leq -d_1) \\
    B_3 e^{-ik_3 z} e^{ik_3 \sin \theta_i x} & (z \leq -d_2)
\end{cases} \tag{4.2} \]

where

\[
k_{0j} = k_0 \cos \theta_i, \quad k_{1j} = k_0 \sqrt{\varepsilon_j - \sin^2 \theta_i}
\]

for \( j = 1, 2 \). If \( R_1 \) and \( R_2 \) are the reflection coefficients at the upper and lower surfaces where

\[
R_1 = \frac{k_{00} - k_{1z}}{k_{00} + k_{1z}}, \quad R_2 = \frac{k_{00} - k_{2z}}{k_{00} + k_{2z}}
\]

and

\[
C_\pm = 1 \pm \frac{k_{2z}}{k_{1z}} \{1 + R_2 e^{2ik_2(z_2-z_0)}\} \{1 - R_2 e^{2ik_2(z_2-z_0)}\}^{-1},
\]

application of the boundary condition at the three interfaces gives

\[
\begin{align*}
B_1 &= \frac{C_+ (1 + R_1)}{C_+ + C_- R_1 e^{2ik_1 d_1}} \quad A_1 = \frac{C_-}{C_+} e^{2ik_1 d_1} B_1 \\
B_2 &= \frac{e^{ik_2 z_0} e^{-ik_1 z_0}}{1 - R_2 e^{2ik_2 d_2}} \frac{1}{C_+} B_1, \quad A_2 = -R_2 e^{2ik_2 d_2} B_2 \\
B_3 &= e^{ik_2 z_0 - ik_3 z_0} (1 - R_2) B_2
\end{align*}
\]

and

\[ \Gamma = \frac{C_+ R_1 + C_- e^{ik_1 d_1}}{C_+ + C_- R_1 e^{2ik_1 d_1}}. \]

The corresponding results for a single layer of thickness \( d_1 \) and relative dielectric constant \( \varepsilon_1 \) can be obtained by putting \( d_2 = d_1 \) and \( k_{2z} = k_{1z} \), implying \( B_2 = B_1 \) and \( A_2 = A_1 \).
Given a volume distribution of electric (\(J_e\)) and magnetic (\(J_m\)) current in free space, the corresponding Hertz vector and scattered field can be obtained from (1.2) and (1.4) respectively. In the dielectric slab the volume current \(J_e\) in the polarization current

\[
J_e = -i\hbar E_\theta (e_1 - 1) \hat{E}_z \hat{y}.
\]

(4.3)

where \(E_\theta\) has the value appropriate to each layer \((j = 1, 2)\), and when this is inserted into (1.2) and the integration carried out over the volume occupied by the plate, we obtain the VIPO approximation. For scattering in the direction \(\theta_s\) indicated in Fig. 4.2 the expression for the Hertz vector is

\[
\Pi_{v}^{VIPO} = \hat{y} \frac{e^{i\theta_s r}}{r} \frac{ab \sin X}{4\pi} F.
\]

(4.4)

where

\[
F = (e_1 - 1) \left\{ \frac{1 - e^{i(\theta_s + \theta_\theta) - \theta_\theta \cos \theta_\theta \sin \theta_\theta \sin \theta_\theta}}{\theta_\theta \cos \theta_\theta} A_1 - \frac{1 - e^{i(\theta_s + \theta_\theta) - \theta_\theta \cos \theta_\theta \sin \theta_\theta \sin \theta_\theta}}{\theta_\theta \cos \theta_\theta} B_1 \right\} \\
+ (e_2 - 1) \left\{ \frac{e^{i(\theta_s + \theta_\theta) - \theta_\theta \cos \theta_\theta \sin \theta_\theta \sin \theta_\theta} A_2 - \frac{e^{i(\theta_s + \theta_\theta) - \theta_\theta \cos \theta_\theta \sin \theta_\theta \sin \theta_\theta} B_2}{\theta_\theta \cos \theta_\theta} \right\}
\]

(4.5)

and

\[
X = \frac{k_0 a}{2} (\sin \theta_s + \sin \theta_\theta).
\]

The far zone scattered field can then be obtained from (1.4) and written as

\[
E^s = \frac{e^{i\theta_s r}}{r} S_E(\theta_s, \theta_\theta)
\]

where \(S_E(\theta_s, \theta_\theta)\) is the far field amplitude, and for the VIPO approximation the result is

\[
S_E^{VIPO}(\theta_s, \theta_\theta) = \hat{y} \frac{k_0 a}{4\pi} \frac{\sin X}{X} F.
\]

(4.6)
The more conventional SCPO approximation can be obtained by noting that the electric current sheet\(^1\)

\[ J_x = -2Y_0 \cos \theta, \Gamma_x e^{jk_0 \sin \theta_x \delta(x)} \hat{y} \]  

(4.7)

produces a plane wave identical to the field reflected from the dielectric slab. As evident from the impulse function \(\delta(x)\) in (4.7), the current is located at the upper surface of the slab, and when (4.7) is inserted into (1.2) we find

\[ \Pi_x^{SCPO} \approx \hat{y} \frac{e^{ik_0 r}}{r} \frac{-i}{2\pi \epsilon_0} \cos \theta, \Gamma_x b \sin \frac{X}{X}, \]

and the far field amplitude is then

\[ S_E^{SCPO}(\theta_s, \theta_l) = \hat{y} \frac{-ik_0}{2\pi} \cos \theta, \Gamma_x b \sin \frac{X}{X}. \]  

(4.8)

In the specular (\(\theta_s = -\theta_l\)) and backscattering (\(\theta_s = \theta_l\)) directions it can be verified that (4.6) and (4.8) are identical, but in other directions the two approximations differ.

In the case of H polarization for which

\[ E^i = -Z_0 (\cos \theta, \hat{x} + \sin \theta, \hat{z}) e^{ik_0(x \sin \theta_x - z \cos \theta_x)}, \]

\[ H^i = \hat{y} e^{ik_0(x \sin \theta_x - z \cos \theta_x)}, \]

(4.9)

the analysis is similar. With \(H_y\) represented as shown in (4.2), the various coefficients (now indicated by primes) differ from those for E polarization in having \(k_x\) replaced by \(k_x'/\epsilon_1\) and \(k_y\) replaced by \(k_y'/\epsilon_2\) everywhere except in the exponents. The induced polarization current then has two components and is given by

\[ J_x = -ik_0 Y_0 (\epsilon_2 - 1)(E_x \hat{x} + E_z \hat{z}). \]  

(4.10)

\(^1\)This new equivalent physical optics surface current is different from the traditional physical optics surface current (see Chapter 8.)
where \( E_x = (i\kappa \theta \xi_j)^{-1} Z_0 \partial H_y / \partial z \) and \( E_y = -(i\kappa \theta \xi_j)^{-1} Z_0 \partial H_x / \partial x \) have the values appropriate to each layer \( j = 1, 2 \). The Hertz vector can be computed using (1.2), and for the scattered field \( H^s \), the far field amplitude is found to be

\[
S_{H^s}^{\text{SCOPO}}(\theta, \theta_0) = \frac{y}{4\pi} \frac{k_0 a b \sin \theta}{X} \left( \cos \theta \hat{F}_1^s - \sin \theta \hat{F}_2^s \right),
\]

(4.11)

where

\[
F_1^s = \left\{ \begin{array}{ll}
\frac{b_3 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} + \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] A_1^s + \frac{b_4 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} - \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] A_2^s \\
\frac{b_5 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} - \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] B_1^s + \frac{b_4 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} + \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] B_2^s \\
\end{array} \right. ,
\]

(4.12)

and

\[
F_2^s = \sin \theta_0 \left\{ \begin{array}{ll}
\frac{b_3 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} - \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] A_1^s - \frac{b_4 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} + \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] A_2^s \\
\frac{b_5 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} + \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] B_1^s - \frac{b_4 (\xi_2 - 1)}{b_3} \left[ \frac{1}{\xi_2 (1 + b_4 + b_5 \cos \theta)} - \frac{1}{(1 + b_4 + b_5 \cos \theta)} \right] B_2^s \\
\end{array} \right. ,
\]

(4.13)

The SCPO approximation can also be obtained by noting that a magnetic current sheet of the form

\[
J_m = -2Z_0 \cos \theta_0 \Gamma e^{ik_0 \sin \theta_0 \xi} \delta(x) \hat{y}
\]

(4.14)

generates a plane wave identical to the reflected wave. Using this as the equivalent surface current on the dielectric plate, the magnetic far field amplitude becomes

\[
S_{H^s}^{\text{SCOPO}}(\theta, \theta_0) = \frac{y}{2\pi} \frac{k_0 a b \sin \theta}{X}.
\]

(4.15)

As in the case of \( E \) polarization, the two approximations are identical in the specular direction, but (4.11) and (4.15) differ in all other directions, including backscattering \( (\theta = \theta_0) \) unless \( \theta_0 = 0 \).
4.4 Combined Sheets Model

When using the VIPO approximation, an efficient way to take into account the effect of any non-uniformity in the dielectric profile is to model the leaf as a stack of \( N \) combined current sheets. Each sheet simulates a very thin dielectric layer whose thickness is less than \( \lambda/15 \) where \( \lambda \) is the wavelength in the material. A combined sheet consists of coincident resistive and modified conductive sheets that support electric and magnetic currents respectively, with the conductive sheet accounting for the electric currents flowing perpendicular to the dielectric layer. The \( n^{th} \) layer sheets are characterized by a complex resistivity and conductivity \( R_n \) and \( R_n^* \), respectively, where
\[
R_n = \frac{\epsilon_n}{\kappa_n \Delta_n \epsilon_n (\epsilon_n - 1)} \quad (4.16)
\]
\[
R_n^* = \frac{\sigma_n^*}{\kappa_n \Delta_n \epsilon_n (\epsilon_n - 1)} .
\]
Here \( \epsilon_n \) and \( \Delta_n \) are the relative dielectric constant and thickness of the \( n^{th} \) layer, and \( \tau = \sum_{n=1}^{N} \Delta_n \) is the total thickness of the dielectric slab.

The boundary conditions at the \( n^{th} \) combined sheet are as follows [Senior and Volakis, 1987]:
\[
\hat{n}' \times \{ \hat{n}' \times [E^+ + E^-] \} = -2R_n \mathbf{J}_{en} \quad (4.17)
\]
\[
\mathbf{J}_{en} = \hat{n}' \times [H^+ - H^-] \quad (4.18)
\]
where \( \mathbf{J}_{en} \) is the total electric current supported by the resistive sheet, and
\[
\hat{n}' \times \{ \hat{n}' \times [H^+ + H^-] \} - \frac{i\omega_0}{k_0} \hat{n}' \times \frac{\partial}{\partial n'} [E^+ + E^-] = -2R_n^* \mathbf{J}_{en} \quad (4.19)
\]
\[
\mathbf{J}_{en} = -\hat{n}' \times [E^+ - E^-] \quad (4.20)
\]
where \( \mathbf{J}_{en} \) is the total magnetic current supported by the conductive sheet. The superscripts \( ^+ \) refer to the upper (\( + \)) and lower (\( - \)) sides of the sheet, and \( \hat{n}' \) is the unit vector outward normal to the upper side.
4.5 Scattering by a Stack of N Planar Sheets

Consider a stack of $N$ infinite planar combined sheets that are all parallel to the $x - y$ plane of a Cartesian coordinate system $(x, y, z)$ as depicted in Fig. 4.3.

![Diagram of a stack of planar sheets](image)

Figure 4.3: N layer of combined-sheets simulating infinite dielectric slab.

The top sheet is in the $z = 0$ plane and the $n^{th}$ sheet is located at $z = -d_n$, where $d_i = 0$. The space between the $n^{th}$ and $(n+1)^{th}$ sheets is denoted by region $n$, and we note that region $0$ ($z > 0$) and region $N$ ($z < -d_N$) are semi-infinite free space. A plane wave whose plane of incidence is parallel to the $x - z$ plane impinges on the stack of sheets from above. From the symmetry of the problem, all the field vectors are independent of $y$ (i.e., $\frac{\partial}{\partial y} = 0$), as a result of which the field components in each region can be separated into $E-$ and $H-$polarized waves which are the dual of each other. From Maxwell’s equation the field components in region $n$ for an $E-$polarized wave must satisfy

$$H_{nx} = -\frac{1}{i\omega \mu_0} \frac{\partial}{\partial z} E_{ny},$$

(4.21)
\[ H_{nx} = \frac{1}{\omega \mu_0} \frac{\partial}{\partial z} E_{ny} \]  
(4.22)

\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + k_y^2 \right) E_{ny} = 0 \]  
(4.23)

and for a H-polarized wave

\[ E_{nx} = \frac{1}{\omega \epsilon_0} \frac{\partial}{\partial z} H_{ny} \]  
(4.24)

\[ E_{ny} = -\frac{1}{\omega \epsilon_0} \frac{\partial}{\partial z} H_{nx} \]  
(4.25)

\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + k_x^2 \right) H_{ny} = 0 \]  
(4.26)

Equations (4.24)-(4.26) are the dual of (4.21)-(4.23) and each can be obtained from the other on replacing \( E_n \) by \( H_n \), \( H_n \) by \(-E_n\), and \( \epsilon_0/\mu_0 \) by \( \mu_0/\epsilon_0 \).

4.5.1 E Polarization

For the case of E polarization in which the electric field vector of the incident wave is perpendicular to the plane of incidence, the incident field is given by (4.1).

From (4.23), (4.21) and (4.22) the field vector in region \( n \) can be expressed as

\[ E_{ny} = \left[ C_{nE} e^{-ik_y \sin \theta \cdot z} + C_{nH} e^{ik_y \cos \theta \cdot z} \right] e^{ik_0 \sin \theta \cdot x} \]  
(4.27)

\[ H_{nx} = Y_0 \cos \theta \left[ C_{nE} e^{-ik_y \sin \theta \cdot z} - C_{nH} e^{ik_y \cos \theta \cdot z} \right] e^{ik_0 \sin \theta \cdot x} \]  
(4.28)

\[ H_{ny} = Y_0 \sin \theta \left[ C_{nE} e^{-ik_y \sin \theta \cdot z} + C_{nH} e^{ik_y \cos \theta \cdot z} \right] e^{ik_0 \sin \theta \cdot x} \]  
(4.29)

The coefficients \( C_{nE} \) and \( C_{nH} \) are the amplitudes of the waves travelling in the -z and +z directions, respectively, in region \( n \). In region 0, \( C_{0E} = 1 \) and \( C_{0H} = \Gamma_L \) (the
total reflection coefficient) and in region \( N, C_N^r = 0, C_N^l = T_E \) (the total transmission coefficient). Hence, using the boundary conditions (4.17)-(4.20), there are \( 2N \) unknowns and \( 2N \) equations that can be solved simultaneously. The quantities of primary interest are the total reflection and transmission coefficients which can be obtained directly as follows. From boundary condition (4.19) we have

\[
\hat{\tau} \times \left\{ \hat{\tau} \times \left[ H_{(n-1)\hat{z}} + H_{\text{aux}} \right] \right\} - \frac{iY_0}{k_0} \frac{\partial}{\partial z} \left[ E_{(n-1)\hat{y}} + E_{\text{aux}} \right] = -2R_n^E J_{\text{aux}} \tag{4.30}
\]

Upon substitution of (4.27) and (4.28) into (4.30) the left hand side of (4.30) vanishes resulting in \( J_{\text{aux}} = 0 \). Thus, the conductive sheet is not excited in this polarization, as expected since there is no current in the \( z \) direction in the dielectric slab. In the absence of a magnetic source the tangential component of the electric field must be continuous as given by (4.20)

\[
\left( E_{(n-1)\hat{y}} - E_{\text{aux}} \right) \ |_{z=-d_n} = 0 \tag{4.31}
\]

Upon inserting the expressions (4.27) and (4.28) into (4.31), (4.17), and (4.18) the following set of equations is obtained

\[
\begin{align*}
C_n^{(n-1)} e^{ik_n \cos \theta_{\text{in}} d_n} &+ C_n^{(n-1)} e^{-ik_n \cos \theta_{\text{in}} d_n} = C_n e^{ik_n \cos \theta_{\text{in}} d_n} + C_n e^{-ik_n \cos \theta_{\text{in}} d_n} \\
- C_n^{(n-1)} e^{ik_n \cos \theta_{\text{in}} d_n} &+ C_n^{(n-1)} e^{-ik_n \cos \theta_{\text{in}} d_n} = Y_0 \cos \theta_{\text{in}} \left[ C_n^{(n-1)} e^{ik_n \cos \theta_{\text{in}} d_n} - C_n^{(n-1)} e^{-ik_n \cos \theta_{\text{in}} d_n} \right] - C_n e^{ik_n \cos \theta_{\text{in}} d_n} + C_n e^{-ik_n \cos \theta_{\text{in}} d_n}
\end{align*}
\tag{4.32}
\]

By defining the reflection coefficient in region \( n \) as

\[
\Gamma_n^E = \frac{C_n^{(n-1)}}{C_n} e^{-2ik_n \cos \theta_{\text{in}} d_{n+1}}
\]

the following relations can be obtained:

\[
\Gamma_{n-1}^E = \frac{-1 + (2Y_0 \cos \theta_{\text{in}} R_{n-1}) e^{2ik_n \cos \theta_{\text{in}} (d_{n+1} - d_n) \Gamma_n^E}}{(1 + 2Y_0 \cos \theta_{\text{in}} R_n) e^{2ik_n \cos \theta_{\text{in}} (d_{n+1} - d_n) \Gamma_n^E}}
\tag{4.33}
\]
\[
C_n^i = \frac{1 + \Gamma_n^F}{1 + e^{2ih_{0}\cos\theta_n\frac{x}{h_n}}\Gamma_n^F} C_{n-1}^i
\]  
(4.34)

The induced electric current in the \( n \)th sheet can also be obtained from (4.18) and by application of (4.32) it can be expressed as (excluding the phase factor \( e^{ih_{0}\sin\theta_n x} \))

\[
J_{\text{en}}^E = \hat{g} 2Y_0 \cos \theta_n \left[C_n^i - C_{n-1}^i \right] e^{-ih_{0}\cos\theta_n d_n}
\]  
(4.35)

This induced current may be expressed in terms of the reflection coefficients of different layers:

\[
J_{\text{en}}^E = \hat{g} 2Y_0 \cos \theta_n \left[C_n^i - C_{n-1}^i \right] e^{-ih_{0}\cos\theta_n d_n} \\
= \hat{g} 2Y_0 \cos \theta_n e^{ih_{0}\cos\theta_n d_n} \left[1 - \frac{1 + \Gamma_n^F}{1 + e^{2ih_{0}\cos\theta_n\frac{x}{h_n}}\Gamma_n^F} \right] \\
\times \prod_{m=1}^{n-1} \left(1 + e^{2ih_{0}\cos\theta_m\frac{x}{h_m}}\Gamma_m^F\right) 
\]  
(4.36)

Now, the total reflection coefficient in region 0 (\( \Gamma_0(\theta_0) = \Gamma_0^F \)) can be evaluated from the recursive relation (4.33) by noting that \( \Gamma_N^F = 0 \) (the region \( N \) is semi-infinite). The total transmission coefficient can also be obtained from (4.34) and (4.33) as follows:

\[
T_{\text{en}}(\theta_n) \triangleq \frac{C_n^i}{C_0} = \prod_{n=1}^{N} \left[1 + \frac{1 + \Gamma_{n-1}^F}{1 + e^{2ih_{0}\cos\theta_n\frac{x}{h_n}}\Gamma_n^F} \right]
\]  
(4.37)

4.5.2 H Polarization

Unlike the E-polarized case where the magnetic current is zero, an H-polarized incident wave excites a magnetic current in the \( y \) direction and neither of the tangential electric or magnetic field is continuous across the combined sheets. The tangential field vectors in region \( n \) can be obtained by applying the duality relationships to equation (4.27) and (4.28). Therefore,

\[
H_{ny} = \left[B_n^y e^{-ih_{0}\cos\theta_n x} + B_n^y e^{ih_{0}\cos\theta_n x}\right] e^{ih_{0}\sin\theta_n x}
\]  
(4.38)
and
\[ E_{xx} = -Z_0 \cos \theta \left[ B^t_n e^{-ik \cos \theta \rho x} - B^r_n e^{ik \cos \theta \rho x} \right] e^{ik \rho \sin \theta \rho x} \]  
(4.39)

where as before \( B^t_n \) and \( B^r_n \) are the amplitudes of the waves travelling in the \(-z\) and 
\(+z\) directions respectively. By applying the boundary conditions (4.17)-(4.20) at the 
n\textsuperscript{th} sheet and resorting to equations (4.38) and (4.39) the following relations between 
the field amplitudes in region \((n-1)\) and region \(n\) are obtained:
\[ B^t_{n-1} e^{ik \rho_0 \cos \theta_{n-1} \rho} + B^r_{n-1} e^{-ik \rho_0 \cos \theta_{n-1} \rho} = 2ik \rho_0 \cos \theta_{n-1} \rho \left[ B^t_n e^{ik \rho_0 \cos \theta_{n} \rho} - B^r_n e^{-ik \rho_0 \cos \theta_{n} \rho} + B^t_{-1} e^{-ik \rho_0 \cos \theta_{n-1} \rho} + B^r_{-1} e^{ik \rho_0 \cos \theta_{n-1} \rho} \right] \] 
(4.40)
\[ B^t_{n-1} e^{ik \rho_0 \cos \theta_{n-1} \rho} - B^r_{n-1} e^{-ik \rho_0 \cos \theta_{n-1} \rho} + B^t_{-1} e^{-ik \rho_0 \cos \theta_{n-1} \rho} - B^r_{-1} e^{ik \rho_0 \cos \theta_{n-1} \rho} = 2ik \rho_0 \sin \theta_{n-1} \left[ B^t_n e^{ik \rho_0 \cos \theta_{n} \rho} + B^r_n e^{-ik \rho_0 \cos \theta_{n} \rho} - B^t_{-1} e^{-ik \rho_0 \cos \theta_{n-1} \rho} - B^r_{-1} e^{ik \rho_0 \cos \theta_{n-1} \rho} \right] \] 
(4.41)

By denoting the reflection coefficient in region \(n\) by
\[ \Gamma^H_n \equiv \frac{B^r_n}{B^t_n} e^{-2ik \rho_0 \cos \theta_{n} \rho} \]

after some algebraic manipulation of (4.40) and (4.41) we obtain
\[ \Gamma^H_{n-1} = \frac{(Q_n P_n - 1) - (1 - P_n)(Q_n - 1)\Gamma^H_n e^{2ik \rho_0 \cos \theta_{n} \rho \rho_{n+1} - \rho_n)}{-1 + P_n + Q_n + (1 - Q_n P_n)\Gamma^H_n e^{2ik \rho_0 \cos \theta_{n} \rho \rho_{n+1} - \rho_n}} \] 
(4.42)
\[ B^t_n = \frac{(Q_n - 1) + (1 + Q_n)\Gamma^H_{n-1}}{-1 + P_n + Q_n + (1 - Q_n P_n)\Gamma^H_n e^{2ik \rho_0 \cos \theta_{n} \rho \rho_{n+1} - \rho_n}} B^t_{n-1} \] 
(4.43)

where the parameters \(Q_n\) and \(P_n\) are
\[ Q_n = \frac{\sin k \rho_0 \cos \theta_{n} \rho}{2ik \rho_0 \cos \theta_{n} \rho}, \]
\[ P_n = \frac{2ik \rho_0 \cos \theta_{n} \rho}{2ik \rho_0 \cos \theta_{n} \rho}. \]

Recursive relation (4.42) gives the total reflection coefficient in region 0 \((\Gamma^H(\theta) = \Gamma^H_0)\) noting that \(\Gamma^H_0 = 0\) and the total transmission coefficient using (4.43) is given
by

\[ T_n(\theta_i) = \prod_{n=1}^{N} \left[ \frac{(Q_n - 1) + (1 + Q_n) \gamma_n^{(n-1)}}{(1 + Q_n) + (1 - Q_n) \gamma_n^{(n-1)}} \right] \]  

(4.44)

The induced electric and magnetic currents in the \( n \)th sheet can be obtained by inserting equations (4.38) and (4.39) into equations (4.18) and (4.20). Excluding the phase factor \( e^{i\theta_n \sin \theta_i x} \), they are given by

\[ J_{en}^H = \left( B_{en}^i e^{i\theta_n \cos \theta_i d_n} + B_{en}^r e^{-i\theta_n \cos \theta_i d_n} - B_{en}^i e^{i\theta_n \cos \theta_i d_n} - B_{en}^r e^{-i\theta_n \cos \theta_i d_n} \right) \hat{x} \]  

(4.45)

\[ J_{mn}^H = \hat{y} Z_0 \cos \theta_i \left( B_{mn}^i e^{i\theta_n \cos \theta_i d_n} - B_{mn}^r e^{-i\theta_n \cos \theta_i d_n} - B_{mn}^i e^{i\theta_n \cos \theta_i d_n} + B_{mn}^r e^{-i\theta_n \cos \theta_i d_n} \right) \hat{y} \]  

(4.46)

after using (4.43) the induced currents may be expressed in terms of the reflection coefficients as follows

\[ J_{en}^H = -\hat{z} Z_0 \cos \theta_i \cdot e^{i\theta_n \cos \theta_i d_n} \left[ (1 + \Gamma_{en}^H) + (1 + \Gamma_{en}^H) \gamma_n^{(n-1)} \right] \frac{Q_n - 1}{(1 + Q_n) + (1 - Q_n) \gamma_n^{(n-1)}} \cdot \prod_{n=1}^{N-1} \left[ \frac{Q_n - 1}{(1 + Q_n) + (1 - Q_n) \gamma_n^{(n-1)}} \right] \]  

(4.47)

and

\[ J_{mn}^H = \hat{y} Z_0 \cos \theta_i \cdot e^{i\theta_n \cos \theta_i d_n} \left[ (1 - \Gamma_{mn}^H) + (1 - \Gamma_{mn}^H) \gamma_n^{(n-1)} \right] \frac{Q_n - 1}{(1 + Q_n) + (1 - Q_n) \gamma_n^{(n-1)}} \cdot \prod_{n=1}^{N-1} \left[ \frac{Q_n - 1}{(1 + Q_n) + (1 - Q_n) \gamma_n^{(n-1)}} \right] \]  

(4.48)

Note that here \( J_{en}^H(x) = J_{en}^H e^{i\theta_n \sin \theta_i x} \) and \( J_{mn}^H(x) = J_{mn}^H e^{i\theta_n \sin \theta_i x} \).

4.6 Scattering by a Rectangular Stack

Consider a portion of an \( N \)-layered stack of combined sheets in the form of a rectangle occupying the region \(-\frac{1}{2} \leq x \leq \frac{1}{2}, -\frac{5}{2} \leq y \leq \frac{5}{2}\) as depicted in Fig. 4.4.

The illumination and observation directions are such that the planes of incidence and observation are parallel to the \( x \) axis.
Figure 4.4: The geometry of scattering of a plane wave from a finite N-layer combined-sheet.

If the induced electric and magnetic currents in the \( n \)th sheet are denoted by \( J_m \) and \( J_m' \) then the scattered field can be attributed to the electric and magnetic Hertz vector potentials and have the following form:

\[
\Pi_e(r) = \frac{iZ_0}{4\pi k_0} \sum_{n=1}^{N} J_m(r') \frac{e^{ik_0|r-r_n'|}}{|r-r_n'|} d\sigma_n
\]

\[
\Pi_m(r) = \frac{iY_0}{4\pi k_0} \sum_{n=1}^{N} J_m'(r') \frac{e^{ik_0|r-r_n'|}}{|r-r_n'|} d\sigma_n
\]

where

\[
r = r(-\sin \theta \hat{x} + \cos \theta \hat{z})
\]

\[
r_n' = x' \hat{x} + y' \hat{y} - d_n \hat{z}
\]

In the far zone the approximation

\[
|r - r_n'| \approx r + \sin \theta z + \cos \theta d_n
\]
leads to

\[
\Pi_\ell (r) \approx -\frac{ie^{ik_0r}}{\pi} \frac{iZ_0}{4k_0} \int_{-\frac{\ell}{2}}^{\frac{\ell}{2}} \int_{-\frac{\ell}{2}}^{\frac{\ell}{2}} \sum_{n=1}^{N} J_n(\theta') e^{ik_0 \cos \theta x'} e^{ik_0 \sin \theta y'} dx' dy',
\]  
(4.49)

\[
\Pi_m (r) \approx -\frac{ie^{ik_0r}}{\pi} \frac{iY_0}{4k_0} \int_{-\frac{\ell}{2}}^{\frac{\ell}{2}} \int_{-\frac{\ell}{2}}^{\frac{\ell}{2}} \sum_{n=1}^{N} J_n(\theta') e^{ik_0 \cos \theta x'} e^{ik_0 \sin \theta y'} dx' dy'.
\]  
(4.50)

Using the physical optics approximation, the currents obtained for the infinite layered sheets will be substituted in expressions (4.49) and (4.50) in order to find the scattered fields.

4.6.1 E polarization

For E polarization the induced magnetic current \( J_{\text{m}}^E \) is zero which renders \( \Pi_m = 0 \), and upon inserting expression (4.36) for \( J_{\text{m}}(x) \) in (4.49) we have

\[
\Pi_\ell (r) = \frac{ie^{ik_0r}}{\pi} \frac{iZ_0}{4k_0} \sum_{n=1}^{N} -J_n e^{ik_0 \cos \theta x'} \sin X \frac{X}{X}
\]  
(4.51)

where, as before, \( X = \frac{4\pi}{\lambda_0} (\sin \theta + \sin \theta') \). In this case the far-field amplitude has the following form:

\[
S_E(\theta, \theta') = i \frac{e^{ik_0Z_0}}{4\pi} \sum_{n=1}^{N} J_n e^{ik_0 \cos \theta x'} \sin X \frac{X}{X},
\]  
(4.52)

from which the bistatic scattering cross section can be obtained. For backscattering \( (\theta = \theta') \) and in the specular direction \( (\theta' = -\theta) \) the summation term in (4.52) reduces to a telescopical series using equation (4.35) for \( J_n^E \), resulting in

\[
\sum_{n=1}^{N} J_n^E e^{i k_0 \cos \theta x'} = 2Y_0 \cos \theta / C_0 = 2Y_0 \cos \theta / \Gamma_E(\theta'),
\]

and

\[
\sigma_E(\theta, \theta') = 4\pi \frac{(ab)^2}{\lambda_0^2} \cos^2 \theta | \Gamma_E(\theta') |^2 \frac{\sin^2(k_0a \sin \theta)}{(k_0a \sin \theta)^2}.
\]
The extinction cross section can also be simplified using (4.36) as follows:

$$\sum_{n=1}^{N} J_{n}^{E} e^{-i\theta_{n}\cos \delta_{n}} = 2Y_{0} \cos \theta_{r}(1 - T_{E}(\theta_{r})),$$

and

$$\sigma^{\text{ext}}_{E} = 2ab \cos \theta_{r} Re[1 - T_{E}(\theta_{r})].$$

4.6.2 H polarization

For H polarization the Hertz vector potentials are of the form

$$\Pi_{r}(r) = \frac{e^{ik_{0}r}}{r} \frac{1}{4\pi k_{0}} X \sum_{n=1}^{N} J_{n}^{H} e^{i\delta_{n}\cos \delta_{n}} a_{n}^{r} \sin \frac{X}{X},$$

$$\Pi_{n}(r) = \frac{\eta_{0}}{4\pi k_{0}} X \sum_{n=1}^{N} J_{n}^{H} e^{i\delta_{n}\cos \delta_{n}} a_{n}^{r} \sin \frac{X}{X},$$

and the scattered magnetic field is given by

$$H^{r} = \frac{e^{ik_{0}r}}{r} S_{H}(\theta_{r}, \theta_{l}),$$

where

$$S_{H}(\theta_{r}, \theta_{l}) = \frac{\eta_{0}}{4\pi} \frac{k_{0}a b}{X} \left[ \sum_{n=1}^{N} \left( \cos \theta_{n} J_{n}^{H} + Y_{0} J_{n}^{H*} \right) e^{i\delta_{n}\cos \delta_{n}} \right] \sin \frac{X}{X}.$$  \hspace{1cm} (4.53)

The bistatic cross section can be obtained from (1.12) and the backscattering cross section can be simplified using expressions (4.45) and (4.46) for $J_{n}^{H}$ and $J_{n}^{H*}$:

$$\sum_{n=1}^{N} (\cos \theta_{n} J_{n}^{H} + Y_{0} J_{n}^{H*}) e^{i\delta_{n}\cos \delta_{n}} =$$

$$-2 \cos \theta_{l} \sum_{n=1}^{N} (B_{n-1}^{H} - B_{n}^{H}) = -2 \cos \theta_{l} B_{0}^{H} = -2 \cos \theta_{l} T_{H}(\theta_{r}),$$  \hspace{1cm} (4.54)

which leads to

$$\sigma_{H}(\theta_{r}, \theta_{l}) = 4 \pi \frac{(ab)^{2}}{\lambda_{0}} \cos^{2} \theta_{r} | \Gamma_{H}(\theta_{r}) |^{2} \frac{\sin^{2}(k_{0}a \sin \theta_{r})}{(k_{0}a \sin \theta_{r})^{2}}.$$  

The extinction cross section also can be simplified by noting that

$$\sum_{n=1}^{N} (\cos \theta_{n} J_{n}^{H} + Y_{0} J_{n}^{H*}) e^{i\delta_{n}\cos \delta_{n}} = 2 \cos \delta_{r}(1 - T_{H}(\theta_{r})).$$
from which we obtain

$$\sigma_{HE}^{ref} = 2ab \cos \theta_0 Re[1 - T_H(\theta_i)].$$

It is worth noting that the expressions obtained in Chapter 2 and Chapter 3 for the far field amplitude of leaves in the general coordinate system can be easily extended for a thick leaf upon replacing $\Gamma_E$ and $\Gamma_H$ by

$$\Gamma_E = \frac{Z_0}{2 \cos \theta_i} \sum_{n=1}^{N} \sum_{m} e^{i k_n \cos \theta_n d_n},$$

$$\Gamma_H = -\frac{1}{2 \cos \theta_i} \sum_{n=1}^{N} \left( \cos \theta_n J^H_{en} + Y_0 J^H_{mn} \right) e^{i k_n \cos \theta_n d_n}.$$

4.7 Numerical Results

To illustrate the difference between the VIPO and SCPO approximations we consider a homogeneous (single layer) plate of thickness $d_2 = \lambda_0/4$ with $\epsilon_1 = \epsilon_1 = 3+i0.1$.

For an E-polarized plane wave incident at 30 degrees, the amplitude and phase of $SVIPO/SCPO$ are given in Figs. 4.5 and 4.6, and these show that the difference increases away from the specular and backscattering directions. At a fixed scattering angle, the difference increases with the electrical thickness of the plate up to the first resonance and then decreases. To test their accuracy the two approximations have been compared with the results of a moment method solution of the volume integral equation as given in Appendix B. The numerical code is a two-dimensional one which was extended to three dimensions by assuming that the induced currents are independent of the y coordinate. Since the dielectric constant of most vegetation materials is high, it is necessary to have the cell sizes very small, and one consequence of this is the need to compute the matrix elements extremely accurately, especially for H polarization. For a $2\lambda_0$ square plate formed from the above-mentioned layer and illuminated by an E-polarized plane wave at normal incidence, the two approximations
are compared with the moment method solution in Fig. 4.7, and the superiority of VIPO is clear.

In the case of a thin plate the two approximations are indistinguishable. This is illustrated in Fig. 4.8 showing the VIPO expression (4.6) and the moment method solution for a $2\lambda_0$ square plate of thickness $d_2 = \lambda_0/50$ for E polarization. The plate is a homogeneous one having $\epsilon = 13 + i12$ corresponding to the average permittivity at 35 GHz in Table 4.1. The SCPO expression (4.8) yields the same results, as does a two-layer model having the permittivities listed in Table 4.1. The analogous data for H polarization are given in Fig. 4.9, and over a wide range of scattering angles, the approximate and moment method solutions are in excellent agreement.

As the frequency and, hence, the electrical thickness of the plate increase, the superiority of the VIPO approximation becomes apparent and, in addition, it becomes necessary to take the layering of the plate into account. In Figs. 4.10 and 4.11 the simulated frequency is 140 GHz, but to keep the moment method calculations tractable, the plate has been reduced in size to $1.4\lambda_0$ by $2\lambda_0$. The curves shown are for a two-layer plate having $d_2 = 2d_1 = 0.5\text{mm}$ with $\epsilon_1 = 5 + i4$ and $\epsilon_2 = 2 + i1$, and for a single layer having the average permittivity $\epsilon_{\text{avg}} = 3.5 + i2.5$ (see Table 4.1). Since the accuracy of the physical optics approximation increases with the plate size, the agreement between the two-layer VIPO approximation and the moment method solution is remarkably good, and significantly better than if a single layer had been used.

To test the validity of the combined-sheet multilayer model, the reflection coefficient $\Gamma$ was computed using (4.33) for a dielectric slab with a uniform dielectric profile and then compared with the exact solution for the reflection coefficient of a uniform dielectric slab. Figure 4.12, which depicts the amplitude of the reflection
coefficient as a function of slab thickness, contains three plots: (a) $|\Gamma|$ for the uniform slab (exact solution), (b) $|\Gamma|$ for a multilayer slab (combined sheet model) composed of identical layers each $\lambda_0/100$-thick, and (c) $|\Gamma|$ of a single-sheet slab, included here for comparison. Figure 4.13 shows similar plots for the phase of the reflection coefficient. The results indicate that the overall agreement between (a) and (b) is excellent, and that the single sheet model can successfully predict the reflection coefficient if the layer thickness is less than $\lambda_0/50(\sim \frac{\lambda_0}{15\sqrt{n}})$.

Now the combined-sheet multilayer model when used in conjunction with physical optics will be checked against the method of moments. Figure 4.14 shows a plot of the bistatic scattering cross section of a $2\lambda_0 \times 2\lambda_0$ dielectric slab with thickness $\lambda_0/100$ computed using the physical optics expression (4.52) and a second plot computed according to the moment method, both for E polarization at 35 GHz. Similar plots are shown in Fig. 4.15 using expression (4.53) for H polarization. The result of combined-sheet model are in very good agreement with the numerical data (moment method) over a wide range of the scattering angle $\theta_s$.

To examine the formulation for thick dielectric slabs while keeping the numerical code tractable, our next example is a $\lambda_0 \times 2\lambda_0$ dielectric slab whose thickness is $\lambda_0/10$. Figures 4.16 and 4.17 compare the bistatic radar cross section of the thick slab at 35 GHz computed using a 5-layer and a 1-layer combined-sheet model with the physical optics approximation with the numerical data for E and H polarizations, respectively. Keeping in mind that the accuracy of the physical optics approximation improves as the width of the slab increases, the good agreement of the 5-layer sheet with the numerical date at the specular region (|$\theta_s$| $\leq \pi/4$ in this case) provides good support for the model proposed in this paper.
Figure 4.5: Amplitude of the ratio of the bistatic far field amplitude of VIPO to SCPO for E polarization of a dielectric plate with $d_2 = \lambda_0/4$ and $\epsilon_1 = \epsilon_2 = 3 + i0.1$ at $\theta_i = 30$ degrees.
Figure 4.6: Phase of the ratio of the bistatic far field amplitude of VIPO to SCPO for E polarization of a dielectric plate with $d_2 = \lambda_0/4$ and $\epsilon_1 = \epsilon_2 = 3 + i0.1$ at $\theta_i = 30$ degrees.
Figure 4.7: The bistatic cross section of a $2\lambda_0 \times 2\lambda_0$ plate for E polarization with $d_2 = \lambda_0/4$ and $\epsilon_1 = \epsilon_2 = 3 + \text{i}0.1$ at normal incidence: (—) moment method solution, (···) VIPO, (—) SCPO.
Figure 4.5: The bistatic cross section area of a $2\lambda_0 \times 2\lambda_0$ plate for E polarization with $d_2 = \lambda_0/50$ and $\epsilon_{eff} = 13 + i12$ at normal incidence: (---) moment method solution, (···) VIPO or SCPO.
Figure 4.9: The bistatic cross section of a $2\lambda_0 \times 2\lambda_0$ plate for H polarization with $d_2 = \lambda_0/50$ and $\epsilon_{zz} = 13 + i12$ at normal incidence: (---) moment method solution, (- - -) VIPO or SCPO.
Figure 4.10: The bistatic cross section of a $1.4\lambda_0 \times 2\lambda_0$ plate for E polarization with $d_2 = 2d_1 = 0.5\text{mm}$ and $f = 140$ GHz at normal incidence: (---) moment method solution with $\varepsilon_1 = 5+i4$, $\varepsilon_2 = 2+i1$, (---) VIPO with $\varepsilon_1 = 5+i4$, $\varepsilon_2 = 2+i1$, (---) VIPO with $\varepsilon_2 = \varepsilon_1 = 3.5 + i2.5$. 
Figure 4.11: The bistatic cross section area of a $1.4\lambda_0 \times 2\lambda_0$ plate for H polarization with $d_2 = 2d_1 = 0.5\text{mm}$ and $f = 140 \text{ GHz}$ at normal incidence: (---) moment method solution with $\varepsilon_1 = 5 + i4$, $\varepsilon_2 = 2 + i1$, (- - -) VIPO with $\varepsilon_1 = 5 + i4$ $\varepsilon_2 = 2 + i1$, (---) VIPO with $\varepsilon_2 = \varepsilon_1 = 3.5 + i2.5$. 
Figure 4.12: Amplitude of the reflection coefficient at $f = 35\text{GHz}$, $\theta_i = 0$ and $\epsilon = 13 + i12$ as a function of thickness: (---) exact solution, (- - .) N-layered combined-sheet model $\Delta = \lambda_0/100$, (--) single-sheet $\Delta = \tau$. 
Figure 4.13: Phase of the reflection coefficient at $f=35$ GHz, $\theta_i = 0$, and $\epsilon = 13 + i12$ as a function of thickness: (---) exact solution, (- - -) N-layered combined sheet model $\Delta = \lambda_0/100$, (-) single sheet $\Delta = \tau$. 
Figure 4.14: Bistatic scattering cross section of a $2\lambda_0 \times 2\lambda_0$ dielectric plate with $\tau = \lambda_0/100$ for E polarization at $f=35\text{GHz}$, $\theta_i = 0$, and $\epsilon = 13 + i12$ as a function of scattering angle: (---) moment method, (- - -) single-layered combined-sheet model.
Figure 4.15: Bistatic scattering cross section of a $2\lambda_0 \times 2\lambda_0$ dielectric plate with $\tau = \lambda_0/100$ for H polarization at $f=35\text{GHz}$, $\theta_i = 0$, and $\epsilon = 13 + i12$ as function of scattering angle: (—) moment method, (---) single-layered combined-sheet model.
Figure 4.16: Bistatic scattering cross section of a $1\lambda_0 \times 2\lambda_0$ dielectric plate with $\tau = \lambda_0/10$ for $E$ polarization at $f=35\text{GHz}$, $\theta_i = 0$, and $\epsilon = 13 + i12$ as function of scattering angle: (—) moment method, (---) 5-layered combined-sheet model, (—–) single-sheet.
Figure 4.17: Bistatic scattering cross section of a $1\lambda_0 \times 2\lambda_0$ dielectric plate with $\tau = \lambda_0/10$ for H polarization at $f=35$GHz, $\theta_i = 0$, and $\epsilon = 13 + i12$ as function of scattering angle: (---) moment method, (---) 5-layered combined-sheet model, (---) single-sheet.
4.8 Conclusions

A typical leaf has at least two dielectric layers whose cells have differing water content, and this produces a nonuniform dielectric profile which can now affect the scattering. At microwave frequencies where the leaf is no more than (about) $\lambda_0/50$ in thickness, the nonuniformity is not important, and the leaf can be modelled as a resistive sheet using an average value for the permittivity. If the physical optics approximation is then applied, the resulting scattering is attributed to a surface current, and this method is equivalent to the SCPO approximation. At higher frequencies, however, the thickness and structure of a leaf are more significant. At 100 GHz and above a leaf is a considerable fraction of a wavelength in thickness, and in spite of the reduced sensitivity to water content, the nonuniformity affects the scattering.

For a two-layer model of a leaf, the SCPO approximation has been compared with the volume integral (VIPO) approximation. When the leaf is thin the two approximations are identical and in good agreement with data obtained from a moment method solution of the integral equation, but as the electrical thickness increases, the two approximations diverge in all directions except the specular and (for E polarization) backscattering ones. Although the VIPO approximation is more complicated, its accuracy is greater, and the agreement with the moment method data is better using a two-layer model than when a single layer of average permittivity is employed.

For most practical purposes it would appear that VIPO in conjunction with an accurate dielectric profile of a leaf provides an adequate approximation to the scattering at millimeter wavelengths. As our knowledge of the profile increases, it may be desirable to use a multi-layer model which could even simulate a continuous,
nonsuniform profile. We also note that at frequencies for which the leaf thickness is comparable to \( \lambda_{\text{m}}/2 \) where \( \lambda_{\text{m}} \) is the (average) wavelength in the leaf, the scattering is greatly reduced at some angle of incidence, and because the permittivity is complex, there is actually a range of angles for which this is true. Since the reduction is accompanied by an increase in the field transmitted through the leaf, this could provide a means for penetration through a vegetation canopy.
CHAPTER V

SCATTERING FROM VARIABLE RESISTIVE AND IMPEDANCE SHEETS

5.1 Introduction

Another feature of planar leaves that needs to be investigated is the effect of variation (across their surface) in thickness and dielectric constant on scattering. The thickness and moisture content of a leaf, generally, decrease from center to sides and can be modelled by a variable resistive sheet. The variable resistivity \( R(x) \) is an explicit function of the thickness and material properties of the leaf (see (2.3)). Since the mathematics involved in obtaining the solution for a resistive sheet is closely related to that of the impedance sheet, we generalize the solution to include the impedance sheet problem also.

In view of the difficulties associated with obtaining exact solutions of Maxwell's equations under given initial and boundary conditions, approximate solutions are often sought instead. A common approximation technique is perturbation theory which is useful primarily when the problem under consideration closely resembles one whose exact solution is known. Perturbational methods have been successfully used for many problems such as cavity and waveguide problems [e.g. Stephen et al 1967, Eftimiu and Huddleston 1983], scattering from stratified media [Bates and
Wall 1976], and scattering from rough metallic surfaces [Rice 1951].

In this chapter we will employ a perturbation method to solve the scattering problem of variable resistive and impedance sheets. A solution to this problem has a number of important applications other than modelling a variable thickness dielectric slab. For example, a periodic resistive sheet has application to spatial filters and polarizers. Characterization of the scattering behavior of a variable impedance sheet is also a matter of increasing concern since dielectric coated perfect conductors can be modelled by a surface impedance, and a variation of the material property of a terrain surface can be represented by a variable impedance surface.

An approximate solution is obtained using a perturbation technique in the Fourier domain. The solution for the induced current on the sheet in terms of the resistivity function is given in a recursive form. The closed form nature of the solution enables us to study the statistical behavior of the scattered field when the resistivity function is a random process. The solution for the current on an impedance sheet with impedance \( \eta(x) \) is identical with that of the resistive sheet and can be obtained by replacing \( R(x) \) with \( \eta(x)/2 \).

The solution to any desired order for a periodic perturbation is obtained analytically and the results are compared with an exact solution obtained using a moment method. To demonstrate the ability of this perturbation technique to handle sharp variations in the spatial domain, the problem of scattering from an impedance insert is considered and compared with a uniform GTD solution [Herman and Volakis 1988]. The technique is also used to characterize the scattering behavior of a thin dielectric slab with a bump and the solution is compared to that obtained using the moment method in conjunction with the exact image theory for resistive sheets.
5.2 Derivation of Integral Equation

5.2.1 Resistive Sheet

The resistive sheet is simply an electric current sheet modelling a thin dielectric layer capable of supporting electric currents. The electric current on the sheet is proportional to the tangential electric field and the proportionality constant is denoted by a complex resistivity $R$ given by (2.3). The electromagnetic boundary conditions that govern the fields on the resistive sheet are also given by (2.4)-(2.6).

Consider a planar resistive sheet occupying the $x-y$ plane and having a resistivity which is only a function of $x$. Suppose a plane wave is incident on the sheet at an angle $\phi_0$ measured from the normal. The geometry of the problem is depicted in Fig. 5.1. For the $E$ polarization case we assume

$$E' = \hat{y}e^{ik_0(x\cos\phi_0 - \cos \phi_0 z)} \quad (5.1)$$

$$H' = Y_0(\cos \phi_0 \hat{z} + \sin \phi_0 \hat{x})e^{ik_0(x\cos\phi_0 - \cos \phi_0 z)}. \quad (5.2)$$

![Figure 5.1: Geometry of the scattering problem for a variable resistive sheet.](image)

The scattered field due to the induced current is

$$E'(\hat{p}) = -i\omega \mu_0 \int J(\text{bar}\rho') \cdot \hat{n}(\hat{p}, \hat{p'}) ds' \quad (5.3)$$
where $\tilde{V}(\bar{r}, \bar{r}')$ is the two-dimensional dyadic Green's function and is given by

$$\tilde{V}(\bar{r}, \bar{r}') = -\frac{1}{4i} \left[ \nabla \nabla + \frac{k_0^2}{k_{0}^{2}} I_0^{(1)}(k_0 | \bar{r} - \bar{r}' |) \right]$$  \hspace{1cm} (5.4)

Here, $I_0^{(1)}$ is the Hankel function of first kind and zeroth-order. The induced current in this case has only a $y$ component, and from (5.3) the scattered field is found to be

$$\mathbf{E}'(\bar{r}) = -\frac{k_0 Z_0}{4} \int_{-\infty}^{\infty} J_y(x') I_0^{(1)}(k_0 | \bar{r} - \bar{r}' |) dx'$$  \hspace{1cm} (5.5)

The induced current and the total electric field given by

$$\mathbf{E}' = \mathbf{E} + \mathbf{E}'$$  \hspace{1cm} (5.6)

must satisfy the boundary condition given by (2.5). Noting that $\hat{n} = \hat{z}$ and substituting for $\mathbf{E}'$ and $\mathbf{E}''$ from (5.1) and (5.5) the following integral equation for the induced current can be obtained:

$$R(x)J_y(x) = \frac{k_0 Z_0}{4} \int_{-\infty}^{\infty} J_y(x') I_0^{(1)}(k_0 | z - x' |) dx'$$  \hspace{1cm} (5.7)

For the $H$ polarization case in which the magnetic field vector is perpendicular to the plane of incidence, we have

$$\mathbf{E}' = -\left( \cos \Theta \hat{z} + \sin \Theta \hat{x} \right) e^{jk_0(z \sin \Theta - \cos \Theta x)}$$  \hspace{1cm} (5.8)

$$\mathbf{H}' = \gamma Y_0 \sin \Theta \cos \Theta \hat{z}$$  \hspace{1cm} (5.9)

In this case the induced current has only a $x$ component and from (5.3) the scattered electric field components are

$$E_x'(x, z) = -\frac{k_0 Z_0}{4} \int_{-\infty}^{\infty} J_y(x') \left( 1 + \frac{1}{k_0^2} \frac{\partial^2}{\partial z^2} \right) I_0^{(1)}(k_0 \sqrt{(x - x')^2 + z^2}) dx'$$  \hspace{1cm} (5.10)

$$E_y'(x, z) = -\frac{Z_0}{4k_0} \int_{-\infty}^{\infty} J_y(x') \frac{\partial^2}{\partial z \partial x} I_0^{(1)}(k_0 \sqrt{(x - x')^2 + z^2}) dx'$$  \hspace{1cm} (5.11)
The scattered magnetic field is in the $y$ direction and can be obtained from

$$H_y^s(x, z) = -\frac{1}{4i} \int_{-\infty}^{+\infty} J_x(z') \frac{\partial}{\partial z} H_0^{(1)}(k_0 \sqrt{(x - z')^2 + z'^2}) dz'.$$

(5.12)

By obtaining the total field at the surface of the sheet and applying the boundary condition (2.5) the following integral equation for the induced current in the $n$ polarization case can be derived:

$$R(x) J_x(x) = -\cos \phi_0 e^{ik_0 \sin \phi_0 z} - \frac{k_0 Z_0}{4} \int_{-\infty}^{+\infty} J_x(z') (1 + \frac{1}{k_0^2} \frac{\partial^2}{\partial z'^2}) H_0^{(1)}(k_0 |z - z'|) dz'.

(5.13)

### 5.2.2 Impedance Sheet

Consider an impedance surface occupying the $x-y$ plane. Suppose the impedance is a function only of the variable $x$ and is denoted by $\eta(x)$. Further assume that this surface is illuminated by a plane wave at an angle $\phi_0$ as depicted in Fig. 5.1. The boundary condition on the surface is

$$\hat{n} \times (\hat{n} \times E) = -\eta(x) \hat{n} \times H$$

(5.14)

The field scattered from this surface can be obtained by replacing the total tangential magnetic field on the surface by an electric current over a perfect magnetic conductor using the field equivalence principle [Harrington, 1961]. The equivalent electric current is

$$J = \hat{n} \times H.$$  

(5.15)

and by invoking image theory, the magnetic wall can be removed by doubling the electric current.

The incident electric and magnetic field in the $E$ polarization case are given by (5.1) and (5.2) respectively. In this case the total tangential magnetic field on the
surface is in the $z$ direction which implies that the electric current is in the $y$ direction.

The scattered electric field can be obtained from expression (5.5) and is

$$E_s^e(x, z) = -\frac{k_0 Z_0}{2} \int_{-\infty}^{+\infty} J_s(x') H_0^{(1)}(k_0 \sqrt{(x - x')^2 + z^2}) dx'. \quad (5.16)$$

The total electric field on the surface is composed of the incident field, the field reflected from the magnetic wall, and the scattered field. From (5.14) and (5.15) we have

$$[E_s^e + E_s^i + E_s^i]_{x=0} = \eta(x) J_s(x) \quad (5.17)$$

which leads to the following integral equation for the electric current:

$$\frac{\eta(x)}{2} J_s(x) = e^{ik_0 \sin \phi \sigma x} - \frac{k_0 Z_0}{4} \int_{-\infty}^{+\infty} J_s(x') H_0^{(1)}(k_0 |x - x'|) dx'. \quad (5.18)$$

When the incident field is $H$-polarized the total tangential magnetic field is in the $y$ direction which implies that the equivalent electric current flows in the $x$ direction.

The scattered electric field can be obtained from (5.10) and (5.11) by doubling the electric current. Also, from the boundary condition (5.13), we have

$$[E_s^e + E_s^i + E_s^i]_{x=0} = \eta(x) J_s(x). \quad (5.19)$$

Upon substituting the appropriate quantities from equations (5.8) and (5.10) into the above equation the following integral equation for the electric current can be obtained:

$$\frac{\eta(x)}{2} J_s(x) = -\cos \phi \sigma e^{ik_0 \sin \phi \sigma x} - \frac{k_0 Z_0}{4} \int_{-\infty}^{+\infty} J_s(x') (1 + \frac{1}{k_0^2 \partial^2 \sigma ^2}) H_0^{(1)}(k_0 |x - x'|) dx'. \quad (5.20)$$

The scattered magnetic field in this case is

$$H_s^m(x, z) = -\frac{1}{2i} \int_{-\infty}^{+\infty} J_s(x') \frac{\partial}{\partial z} H_0^{(1)}(k_0 \sqrt{(x - x')^2 + z^2}) dx'. \quad (5.21)$$
Note that the integral equations obtained for the impedance sheet are identical to those obtained for the resistive sheet if $R(x)$ is replaced by $\eta(x)/2$. Therefore all the analysis that will be carried out for the resistive sheet can be applied to the corresponding impedance sheet.

5.3 Perturbation Solution

The integral equations for the induced current on the resistive sheet are Fredholm integral equations of the second type, and for an arbitrary resistivity function $R(x)$ there is no known technique for finding their exact solution. Here we obtain an approximate iterative solution to these integral equations using a perturbation technique and Fourier transform. For the sake of simplicity let us represent the integral equations (5.7) and (5.13) by the following equation:

$$R(x)J(x) = ae^{i k_0 \sin \phi_0} - \frac{k_0 Z_0}{4} (J \ast g)(x)$$  \hspace{1cm} (5.22)

where $g(x)$ is the kernel of the integral equation and $(J \ast g)(x)$ denotes the convolution integral. The kernel function $g(x)$ and constant $a$ are

$$g(x) = \begin{cases} 
H_0^{(1)}(k_0 | x |) & \text{E-polarization} \\
(1 + \frac{1}{3} \frac{\partial}{\partial x})H_0^{(1)}(k_0 | x |) & \text{H-polarization} 
\end{cases}$$ \hspace{1cm} (5.23)

$$a = \begin{cases} 
1 & \text{E-polarization} \\
- \cos \phi_0 & \text{H-polarization} 
\end{cases}$$ \hspace{1cm} (5.24)

By taking the Fourier transform of (5.22), the integral equation in the Fourier domain becomes

$$\frac{1}{2\pi} (\hat{R} \ast \hat{J})(\alpha) = 2\pi a \delta(\alpha - k_0 \sin \phi_0) - \frac{k_0 Z_0}{4} \hat{f}(\alpha) \hat{g}(\alpha)$$ \hspace{1cm} (5.25)

where the Fourier transform of functions are denoted by a tilda and $\delta$ is the Dirac delta function. The Fourier transform of the kernel function for E and H polarization
cases respectively are given by
\begin{align}
\tilde{y}(\alpha) &= \frac{2}{\sqrt{k_0^2 - \alpha^2}} \quad (5.26) \\
\tilde{\gamma}(\alpha) &= \frac{2}{k_0^2} \sqrt{k_0^2 - \alpha^2} \quad (5.27)
\end{align}
where the branch of square root is defined such that \( \sqrt{-1} = i \). When the resistivity of the sheet is constant, an exact solution to the integral equation (5.24) can be obtained, and if \( R(x) = R_0 \), then
\begin{equation}
\tilde{R}(\alpha) = 2\pi R_0 \delta(\alpha). \quad (5.28)
\end{equation}

The transform of the current can be obtained from (5.25) and is given by
\begin{equation}
\tilde{J}_0(\alpha) = \frac{a[2\pi \delta(\alpha - k_0 \sin \phi_0)]}{R_0 + \frac{4\pi k_0}{4} \tilde{y}(\alpha)}, \quad (5.29)
\end{equation}
and the induced current in the spatial domain for E and H polarization respectively are
\begin{align}
J_0^E(x) &= \frac{y}{1 + 2R_0 Y_0 \cos \phi_0} e^{i k_0 \sin \phi_0 x}, \quad (5.30) \\
J_0^H(x) &= \frac{-2Y_0}{2R_0 Y_0 + \cos \phi_0} e^{i k_0 \sin \phi_0 x} \quad (5.31)
\end{align}
which are identical to the result obtained from a plane wave reflection coefficient calculation (see (2.11)).

If the resistivity has a small variation as a function of position, let
\begin{equation}
R(x) = R_0(1 + \Delta r(x)) \quad (5.32)
\end{equation}
where \( r(x) \) is the perturbation function assuming \( |r(x)| \leq 1 \) and \( \Delta \) is a complex constant (\( |\Delta| < 1 \)). The induced current on the sheet is assumed to be
\begin{equation}
J(x) = \sum_{n=0}^{\infty} J_n(x) \Delta^n, \quad (5.33)
\end{equation}
where \( J_n(x) \) denotes the \( n^{th} \) component of the induced current. Obviously, if \( \Delta = 0 \) then \( J(x) = J_0(x) \). From (5.32) and (5.33)

\[
\tilde{R}(\alpha) = 2\pi R_0 \delta(\alpha) + R_0 \tilde{r}(\alpha) \Delta \tag{5.34}
\]

\[
\tilde{J}(\alpha) = \sum_{n=0}^{\infty} \tilde{J}_n(\alpha) \Delta^n, \tag{5.35}
\]

and when substituted into (5.25), the terms given by (5.29) can be cancelled, and the remaining terms can be written as

\[
\sum_{n=1}^{\infty} \left( R_0 \tilde{J}_n(\alpha) + \frac{1}{2\pi\tilde{r}(\alpha) \ast \tilde{J}_{n-1}(\alpha)} + \frac{k_0 Z_0}{4} \tilde{g}(\alpha) \tilde{J}_n(\alpha) \right) \Delta^n = 0 \tag{5.36}
\]

Since this must hold for any value of \( \Delta \), all of the coefficients must be zero. Thus for E polarization

\[
\tilde{J}_n^E(\alpha) = -2Y_0 R_0 \cdot \frac{1}{1 + 2Y_0 R_0 \sqrt{1 - \frac{\alpha^2}{k_0^2}}} \cdot \frac{1}{2\pi} \tilde{r} \ast \tilde{J}_{n-1}^E(\alpha), \tag{5.37}
\]

and for H polarization we have

\[
\tilde{J}_n^H(\alpha) = -2Y_0 R_0 \cdot \frac{1}{2Y_0 R_0 + \sqrt{1 - \frac{\alpha^2}{k_0^2}}} \cdot \frac{1}{2\pi} \tilde{r} \ast \tilde{J}_{n-1}^H(\alpha). \tag{5.38}
\]

The above recursive relations along with the expressions for \( \tilde{J}_0(\alpha) \) given in (5.29) can be used to derive the induced currents to any desired order of approximation.

The first-order solution can be obtained very easily and the transforms of the first component of the induced current for E and H polarizations are

\[
\tilde{J}_1^E(\alpha) = \frac{-4Y_0^2 R_0^2 \cos \phi_0}{1 + 2Y_0 R_0 \cos \phi_0} \cdot \frac{1}{1 + 2Y_0 R_0 \sqrt{1 - \frac{\alpha^2}{k_0^2}}} \tilde{r}(\alpha - k_0 \sin \phi_0) \tag{5.39}
\]

\[
\tilde{J}_1^H(\alpha) = \frac{4Y_0^2 R_0 \cos \phi_0}{\cos \phi_0 + 2Y_0 R_0} \cdot \frac{1}{2Y_0 R_0 + \sqrt{1 - \frac{\alpha^2}{k_0^2}}} \tilde{r}(\alpha - k_0 \sin \phi_0) \tag{5.40}
\]

The complexity of obtaining high-order solutions depends on the perturbation function \( r(x) \).
5.4 Periodic Resistivity

5.4.1 Perturbation solution

A simple case where it is possible to determine the $n^{th}$ components of the induced currents is a periodic resistivity with period $L$. In this case we can write

$$r(x) = \sum_{m=-\infty}^{+\infty} c_m e^{i2\pi mx/L},$$  (5.41)

and the Fourier transform of the perturbation function is

$$\hat{r}(\alpha) = 2\pi \sum_{m=-\infty}^{+\infty} c_m \delta(\alpha - 2\pi m/L).$$  (5.42)

For the E polarization case the transform of the $n^{th}$ component of the induced current can be obtained from (5.37) and (5.42) and is

$$\hat{J}_n(\alpha) = -2Y_0R_0 \cdot \frac{1}{2Y_0R_0 + \sqrt{1 - \frac{\alpha^2}{4k^2}}} \cdot \sum_{m=-\infty}^{+\infty} c_m \hat{J}^{n-1}_m(\alpha - 2\pi m/L)$$  (5.43)

By employing the expression (5.29) for $\hat{J}_n(\alpha)$ and after some algebraic manipulation, a closed form for $\hat{J}_n(\alpha)$ can be obtained:

$$\hat{J}^{n}_{\alpha} = \frac{-3Y_0R_0 \cos \phi_0 (-2Y_0R_0)^n}{1 + Y_0R_0 \cos \phi_0} \cdot \prod_{m=1}^{n-1} \sqrt{1 - \left(\sin \theta_s + \frac{2\pi}{L} \sum_{j=1}^{n-1} m_j\right)^2}$$

$$\cdot c_{m_1} \cdots c_{m_{n-1}} 2\pi \delta(\alpha - k_0 \sin \phi_0 - \frac{2\pi}{L} \sum_{j=1}^{n-1} m_j)$$  (5.44)

and in the spatial domain

$$\hat{J}_n^{(x)} = \frac{3Y_0R_0 \cos \phi_0 (-2Y_0R_0)^n}{1 + Y_0R_0 \cos \phi_0} \cdot \prod_{m=1}^{n-1} \sqrt{1 - \left(\sin \theta_s + \frac{2\pi}{L} \sum_{j=1}^{n-1} m_j\right)^2}$$

$$\cdot c_{m_1} \cdots c_{m_{n-1}} e^{i(k_0 \sin \phi_0 + \frac{2\pi}{L} \sum_{j=1}^{n-1} m_j)x}$$  (5.45)
For H polarization the analysis is similar and the expression for the nth component of the induced current in the Fourier and spatial domains respectively are given by:

$$J_n^n (a) = \frac{-2\pi R_0 \cos \phi_0 (-2\pi R_0)^m}{2\pi R_0 \cos \phi_0} \left[ \sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} \prod_{m=-1}^{m=1} \frac{1}{(2\pi R_0)^m \sqrt{1 - (\sin \phi_0 + \frac{\pi}{2} \sum_{n=1}^{n=1} m_2)^2}} \right]$$

$$c_m \cdots c_n \cdot 2\pi \delta \left[ \alpha - k_0 \sin \phi_0 - \frac{\pi}{2} \sum_{m=1}^{m=1} m_2 \right]$$

$$J_n^n (x) = \frac{-2\pi R_0 \cos \phi_0 (-2\pi R_0)^m}{2\pi R_0 \cos \phi_0} \left[ \sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} \prod_{m=-1}^{m=1} \frac{1}{(2\pi R_0)^m \sqrt{1 - (\sin \phi_0 + 2\pi \sum_{n=1}^{n=1} m_2) x}} \right]$$

$$c_m \cdots c_n \cdot \epsilon_0 k_0 \sin \phi_0 + \frac{\pi}{2} \sum_{m=1}^{m=1} m_2 x$$

The closed form expression for the induced current enables us to study the case when the perturbation is a periodic random process. In this case the perturbation function may still be represented as a Fourier series but with the Fourier coefficients \((c_m, c_n)\) as random variables. It can be shown from (5.59) that the average value of the diffracted field is directly proportional to the average value of the induced current.

To obtain the average value of the current, assume that the periodic process has zero mean, which implies that the Fourier coefficients have zero mean \((c_m) = 0\), and further assume that the Fourier coefficients are mutually independent. These assumptions imply that the process is wide sense stationary, and from (5.45) and (5.47) the following expressions for the mean value of the components of the induced current can be obtained:

$$\langle J_n^n (x) \rangle = \frac{2\pi R_0 \cos \phi_0 (-2\pi R_0)^m}{1 + 2\pi R_0 \cos \phi_0} \left[ \sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} \prod_{m=-1}^{m=1} \frac{1}{(2\pi R_0)^m \sqrt{1 - (\sin \phi_0 + 2\pi \sum_{n=1}^{n=1} m_2) x}} \right]$$

$$\langle J_n^n (x) \rangle = \frac{-2\pi R_0 \cos \phi_0 (-2\pi R_0)^m}{2\pi R_0 \cos \phi_0} \left[ \sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} \prod_{m=-1}^{m=1} \frac{1}{(2\pi R_0)^m \sqrt{1 - (\sin \phi_0 + 2\pi \sum_{n=1}^{n=1} m_2) x}} \right]$$
A problem associated with the perturbation techniques is that when there is a sharp variation in the perturbation function there could be a sharp variation in the solution which is not to the order of perturbation. Therefore in an \( n \)th - order solution it is not guaranteed that the solution is of \( O(\Delta^{n+1}) \) for all values of the variable in the domain of the integral equation. To check the validity of our assumption we consider two limiting cases: 1) when the perturbation function has sharp variations in the spatial domain and 2) when the perturbation function has sharp variations in the Fourier domain. The first case will be studied in Section 6.5 and to study the latter case we consider a constant function \( r(x) = 1 \) for the perturbation function. Note that the perturbation technique was applied to the integral equation (5.25), and in this case the perturbation function \( \tilde{f}(a) = 2\pi \delta(a) \) has the sharpest variation possible. When \( r(x) = 1 \) the resistivity is constant and from equation (5.30) it follows directly that

\[
J_n^0(x) = \frac{2Y_0 \cos \phi_0}{1 + 2Y_0 R_0 (1 + \Delta) \cos \phi_0} e^{ik_0 \sin \phi_0 x}. \tag{5.50}
\]

The solution based on the perturbation technique can be obtained from equation (5.45) with \( L = \infty \) and

\[
\epsilon_m = \begin{cases} 
1 & m = 0 \\
0 & \text{otherwise}
\end{cases}
\]

thus

\[
J_n^0(x) = \frac{2Y_0 \cos \phi_0 (-2Y_0 R_0)^n}{(1 + 2Y_0 R_0 \cos \phi_0)^{n+1}} e^{ik_0 \sin \phi_0 x},
\]

and

\[
J^*(x) = \sum_{n=0}^{\infty} \frac{2Y_0 \cos \phi_0 (-2Y_0 R_0)^n}{(1 + 2Y_0 R_0 \cos \phi_0)^{n+1}} e^{ik_0 \sin \phi_0 x} \Delta^n.
\]

This series is absolutely convergent and represents the Taylor series expansion of equation (5.50), implying that the perturbation solution can be made as close as we wish to the exact solution.
5.4.2 Moment Method Solution for Periodic Resistive Sheet

For a resistive sheet which is periodic in one dimension with period $L$, we have

$$R(x + L) = R(x)$$

If the resistive sheet is illuminated by the plane wave (5.1) or (5.8), the induced current on the sheet must satisfy the periodicity requirements imposed by Floquet’s theorem, i.e.

$$J(x + nL) = J(x)e^{i k_0 \sin \phi_0 nL}$$  \hspace{1cm} (5.51)

Let us first consider E polarization case. The scattered electric field can be derived from (5.5). By subdividing the integral into multiples of a period, the equation can be written as

$$E_y = -\frac{k_0 Z_0}{4} \sum_{n=\infty}^{\infty} \int_{z_0}^{z_0 + nL} J_y(x') H_0^1(k_0 \sqrt{(x' - z')^2 + z^2}) \, dz'$$

If the variable $x'$ is now changed to $x' + nL$ and the property (5.51) is employed, we get

$$E_y = -\frac{k_0 Z_0}{4} \int_{z_0}^{z_0 + L} J_y(x') G(x, x', z) \, dz'$$

where

$$G(x, x', z) \equiv \sum_{n=\infty}^{\infty} H_0^1(k_0 \sqrt{(x - x' - nL)^2 + z^2})e^{i k_0 \sin \phi_0 nL}$$  \hspace{1cm} (5.52)

is the Green’s function of the problem. The series is very slowly converging, specially when $L$ is small compared to the wavelength. To make the problem computationally tractable a better form for the Green’s function is needed. If the Fourier integral representation of the Hankel function is inserted into (5.52) and the order of summation, integration reversed, we have

$$G(x, x', z) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\delta(\sqrt{k_0^2 - \alpha^2} + \sqrt{(x - x')^2 + z^2})}{\sqrt{k_0^2 - \alpha^2}} \sum_{n=\infty}^{\infty} e^{-i \alpha \sin \phi_0} e^{-i k_0 \sin \phi_0 nL} \, d\alpha.$$  \hspace{1cm} (5.53)
But
\[ \sum_{n=-\infty}^{\infty} e^{-i(n-\kappa z_0 \sin \phi_0)z} = 2\pi \sum_{n=-\infty}^{\infty} \delta(n-\kappa_0 \sin \phi_0) L = 2\pi. \]

Applying the above identity to (5.53) and changing the order of summation and integration one more time provides the following expression for the Green's function:
\[ G_\alpha(x,x',z) = \frac{2}{L} \sum_{n=-\infty}^{\infty} \frac{e^{i\sqrt{\frac{2}{L} \left( \frac{1}{n^2} \sin \phi_0 \right)}}}{\sqrt{\frac{1}{n^2} \sin \phi_0}} \left( e^{i\sqrt{\frac{2}{L} \left( \frac{1}{n^2} \sin \phi_0 \right)}} - e^{i\sqrt{\frac{2}{L} \left( \frac{1}{n^2} \sin \phi_0 \right)}} \right). \]  

(5.54)

This series converges very fast specially when \( z \) is relatively large, and with the aid of this Green's function, the integral equation for the induced current given in (5.7) becomes
\[ R(x)J_\alpha(x) = e^{i\kappa_0 \sin \phi_0 x} - \frac{k_0 \zeta_0}{4} \int_{r_0}^{r_0+L} J_\alpha(x')G_\alpha(x,x',0^+)dx'. \]  

(5.55)

By a similar technique the Green's function for a periodic resistive sheet in the H polarization case can be derived and is given by
\[ G_h(x,x',z) = \frac{2}{L} \left( 1 + \frac{1}{k_0^2 \sin \phi_0} \right) \sum_{n=-\infty}^{\infty} \frac{e^{i\sqrt{\frac{2}{L} \left( \frac{1}{n^2} \sin \phi_0 \right)}}}{\sqrt{\frac{1}{n^2} \sin \phi_0}} \left( e^{i\sqrt{\frac{2}{L} \left( \frac{1}{n^2} \sin \phi_0 \right)}} - e^{i\sqrt{\frac{2}{L} \left( \frac{1}{n^2} \sin \phi_0 \right)}} \right), \]  

(5.56)

and the resulting integral equation for the induced current is
\[ R(x)J_\alpha(x) = -\cos \phi_0 e^{i\kappa_0 \sin \phi_0 x} - \frac{k_0 \zeta_0}{4} \int_{r_0}^{r_0+L} J_\alpha(x')G_h(x,x',0^+)dx'. \]  

(5.57)

The form of the Green's functions shows that the scattered field is composed of two types of waves: 1) propagating waves and 2) surface waves. The latter decay exponentially away from the surface and there are an infinite number of them. In contrast, the number of propagating waves is finite, depending upon the period \( L \) and the angle of incidence. The \( n \)-th mode is a propagating mode if \( n \) belongs to set \( N \) defined by
\[ N = \{ n; -\frac{L}{\lambda_0} (1 + \sin \phi_0) < n < \frac{L}{\lambda_0} (1 - \sin \phi_0) \} \]  

(5.58)
Note that even for \( L < \lambda_0 \) we get two propagating modes corresponding to \( n = 0 \) and \( n = -1 \). In the far zone only the propagating modes are observable and the electric field of the \( n^{th} \) mode for E polarization is, for example, given by (\( n \in \mathcal{N} \))

\[
E_n^x = \frac{-k_0 Z_0}{2L} \frac{e^{\rho_0 + L} J_1(x') e^{-i(2k_0 + \lambda_0 \sin \phi_0)x'}}{\sqrt{k_0^2 - (k_0^2 + k_0 \sin \phi_0)^2}} [e^{i(\lambda_0 \sin \phi)} + e^{-i(\lambda_0 \sin \phi)}].
\]

(5.59)

For H polarization the scattered magnetic field corresponding to the \( n^{th} \) propagating mode can be obtained from

\[
H_n^y = \mp \frac{1}{2L} \frac{e^{\rho_0 + L}}{J_1(x')} e^{-i(2k_0 + \lambda_0 \sin \phi_0)x'} e^{i(\lambda_0 \sin \phi)} e^{-i(\lambda_0 \sin \phi)} [e^{i(\lambda_0 \sin \phi)} + e^{-i(\lambda_0 \sin \phi)}].
\]

(5.60)

where the upper and lower signs apply for an observation point in the upper or lower half-spaces respectively.

![Figure 5.2: Scattering directions of propagating waves for a periodic resistive sheet with \( L = 3\lambda_0 \) and \( \phi_0 = \frac{\pi}{6} \).](image)

The direction of propagation of each mode is defined by the angle \( \phi_n^* \) measured from the normal to the surface and can be obtained from

\[
\sin \phi_n^* = \frac{\lambda_0}{L} n + \sin \phi_0
\]

(5.61)
Figure 5.2 depicts the scattering directions of the propagating waves as indicated by (5.61).

Numerical solutions of the integral equations (5.55) and (5.57) can be obtained by the method of moments. The unknown current is represented approximately by an expansion of pulse basis functions as

\[ J(x) = \sum_{m=1}^{M} J_m P(x - x_m) \]  \hspace{1cm} (5.62)

where \( J_m \) are the unknown coefficients to be found, \( M \) is the total number of segments, and \( P(x) \) is the pulse function defined by

\[ P(x) = \begin{cases} 
1 & |x| < \frac{\Delta x}{2} \\
0 & \text{otherwise}
\end{cases} \]

In the case of E polarization, by substituting (5.62) into integral equation (5.55) and setting \( z_0 = -\frac{L}{2} \) we get

\[ R(x)J(x) = e^{ik_0 \sin \phi_0 z} - \frac{k_0 Z_0}{4} \sum_{m=1}^{M} J_m \int_{z_m - \Delta x}^{z_m + \Delta x} G_e(x, x', 0^+) dx' \]

After evaluating the integral and setting the observation point at \( x = z_k \), the following expression results:

\[ R(z_k)J(z_k) = e^{ik_0 \sin \phi_0 z_k} - \frac{k_0 Z_0}{4} \sum_{m=1}^{M} J_m \left[ \sum_{n=-\infty}^{\infty} \frac{e^{i(k_0 \sin \phi_0) z_n} \sin((k_0 \sin \phi_0) \Delta x)}{(k_0^2 + k_0 \sin \phi_0)^2} \right] \]

This can be cast in matrix form as

\[ [Z][J] = [V] \]  \hspace{1cm} (5.63)

where \([Z]\) is the impedance matrix and its entries are

\[ z_{km} = \frac{k_0 Z_0}{L} \sum_{n=-\infty}^{\infty} \frac{e^{i(k_0 \sin \phi_0) z_n} \sin((k_0 \sin \phi_0) \Delta x)}{(k_0^2 + k_0 \sin \phi_0)^2} \quad k \neq m \]
\[ z_{nk} = \frac{k_0 Z_0}{L} \sum_{m=-\infty}^{\infty} \frac{\sin\left(\frac{2\pi n}{L} + k_0 \sin \phi_0 \frac{d \phi}{dx}\right)}{(\frac{2\pi n}{L} + k_0 \sin \phi_0)^2 + R(z_k)} \quad k = m \]

\[ \mathbf{J} \] is a column vector whose components are the unknown \( J_m \)'s and \( \mathbf{V} \) is the excitation vector whose components are given by

\[ v_k = e^{i k_0 \sin \phi_0 x_k}. \]

Derivation of the impedance matrix for \( \mathbf{H} \) polarization is rather difficult because of the higher order singularity of the Green's function. Using the same expansion of the induced current as before and inserting it into the integral equation (5.57) we obtain

\[ R(x) J(x) = -\cos \phi_0 n \frac{Z_0}{4} \sum_{m=1}^{M} J_m \int_{x'=-\infty}^{x'=\infty} (1 + \frac{\partial}{\partial x'}) G(x,x',0^+) \, dx' \]

To find the impedance matrix consider the following integral:

\[ \int \frac{\partial}{\partial x'} G_a(x,x',z) \, dx' = -G'_a(x,x',z) \]

where \( G'_a(x,x',z) \) is the derivative of \( G_a(x,x',z) \) with respect to \( x \) and is given by

\[ G'_a(x,x',z) = \frac{2}{L} \sum_{m=-\infty}^{\infty} \frac{e^{i \sqrt{\frac{4 \pi^2}{L^2} + k_0 \sin \phi_0} |x|}}{\sqrt{\left(\frac{2\pi n}{L} + k_0 \sin \phi_0 \right)^2 + \left(\frac{2\pi n}{L} + k_0 \sin \phi_0 \right)^2}} \]

The convergence of the series is very poor when \( x \to 0 \), but the limit does exist. To achieve a better convergence rate, consider the following geometric series based on the asymptotic behavior of the individual terms in (5.65) for large \( n \), positive and negative:

\[ S_1 = \frac{2}{L} \sum_{n=1}^{\infty} e^{-\frac{2\pi n}{L} |x|} e^{i \sqrt{\frac{4 \pi^2}{L^2} + k_0 \sin \phi_0} (x-x')} = \frac{2}{L} e^{-ik_0 \sin \phi_0 (x-x')} \frac{e^{-\frac{2\pi}{L} |(x-x')|}}{1 - e^{-\frac{2\pi}{L} |(x-x')|}} \]

\[ S_2 = \frac{2}{L} \sum_{n=-\infty}^{-1} e^{\frac{2\pi n}{L} |x|} e^{i \sqrt{\frac{4 \pi^2}{L^2} + k_0 \sin \phi_0} (x-x')} = \frac{2}{L} e^{-ik_0 \sin \phi_0 (x-x')} \frac{e^{-\frac{2\pi}{L} |(x-x')|}}{1 - e^{-\frac{2\pi}{L} |(x-x')|}} \]
By adding and subtracting the above series from $G'_k(x, x', z)$ and then letting $z \to 0$ it follows that

$$G'_k(x, x', 0^+) = \lim_{z \to 0}[G'_k(x, x', z) - S_1 - S_2]$$

$$+\frac{1}{2} e^{i k_0 \sin \phi_0 (x-x')} \left[ \frac{e^{i k_0 \sin \phi_0 (x-x')}}{e^{i k_0 \sin \phi_0 (x-x')}} - \frac{e^{-i k_0 \sin \phi_0 (x-x')}}{e^{-i k_0 \sin \phi_0 (x-x')}} \right],$$

which can be rearranged to give

$$G'_k(x, x', 0^+) = \frac{1}{2} e^{i k_0 \sin \phi_0 (x-x')} \left[ \sum_{n=0}^{\infty} \frac{1}{4} \left( \frac{2 \pi n + k_0 \sin \phi_0}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)^2}} + 1 \right) e^{-i k_0 \sin \phi_0 (x-x')} \right.\right.$$

$$+\left( \frac{1}{1 - \frac{2 \pi n + k_0 \sin \phi_0}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)^2}} + 1 \right) e^{i k_0 \sin \phi_0 (x-x')}$$

$$\left. + \left[ \tan \phi_0 + \frac{e^{i k_0 \sin \phi_0 (x-x')}}{1 - e^{i k_0 \sin \phi_0 (x-x')}} \right] \right]$$

$$= \frac{1}{2} e^{i k_0 \sin \phi_0 (x-x')} \left[ \sum_{n=0}^{\infty} \frac{1}{4} \left( \frac{2 \pi n + k_0 \sin \phi_0}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)^2}} + 1 \right) e^{-i k_0 \sin \phi_0 (x-x')} \right.\right.$$

$$+\left( \frac{1}{1 - \frac{2 \pi n + k_0 \sin \phi_0}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)^2}} + 1 \right) e^{i k_0 \sin \phi_0 (x-x')}$$

$$\left. + \left[ \tan \phi_0 + \frac{e^{i k_0 \sin \phi_0 (x-x')}}{1 - e^{i k_0 \sin \phi_0 (x-x')}} \right] \right]$$

(5.66)

The above series is absolutely convergent and its rate of convergence is relatively fast (like $\frac{1}{n^2}$). By defining the following parameters:

$$A(x, x_m) = \frac{1}{\Lambda k_0^2} \int_{x_m}^{x_m + \Delta x} \frac{dx' \sin \phi_0 (x-x_m)}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)}}$$

$$= \frac{1}{2} e^{i k_0 \sin \phi_0 (x-x')} \left[ \sum_{n=0}^{\infty} \frac{1}{4} \left( \frac{2 \pi n + k_0 \sin \phi_0}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)^2}} + 1 \right) e^{-i k_0 \sin \phi_0 (x-x')} \right.$$\right.$$

$$+\left( \frac{1}{1 - \frac{2 \pi n + k_0 \sin \phi_0}{\sqrt{k_0^2 - \left(2 \pi n + k_0 \sin \phi_0\right)^2}} + 1 \right) e^{i k_0 \sin \phi_0 (x-x')}$$

$$\left. + \left[ \tan \phi_0 + \frac{e^{i k_0 \sin \phi_0 (x-x')}}{1 - e^{i k_0 \sin \phi_0 (x-x')}} \right] \right]$$

(5.64) can be written as

$$R(x_1)J(x_1) = -\cos \phi_0 e^{i k_0 \sin \phi_0 (x-x_m)} \frac{M}{4} \sum_{m=1}^{M} J_m[A(x_1, x_m) + B(x_1, x_m)]$$

This can be cast as a matrix equation similar to (5.63) with the impedance matrix

$$z_{km} = \frac{\Lambda k_0^2}{4} [A(x_k, x_m) + B(x_k, x_m)] \quad k \neq m$$

$$z_{kk} = \frac{\Lambda k_0^2}{4} [A(x_k, x_k) + B(x_k, x_k)] \quad k = m$$
\[ v_k = -\cos \phi_0 e^{ik_0 \sin \phi_0 r_0}. \]

### 5.4.3 Numerical Comparison

We are now in a position to compare the solution based on the perturbation technique with the solution based on the moment method for periodic resistive sheets. Figures 5.3 and 5.4 show the amplitude and phase of the induced current on a resistive sheet with sinusoidal variation of period \( L = 2\lambda_0 \) and \( \Delta = 0.7 \) for E polarization. In these plots the first through fourth order solutions are presented using the expression (5.45), and compared with the data obtained by the moment method (solution to (5.63)). It is seen that by increasing the order of solution we can get as close as we wish to the exact solution, and that the fourth order solution provides excellent agreement with the moment method data. We note here that the required order is directly proportional to \( \Delta \) and \( L/\lambda_0 \). Similar results are shown in Figs. 5.5 and 5.6 for H polarization. The normalized field amplitudes of the propagating modes (Bragg modes) defined in (5.59) and (5.60) are given in Table 5.1 for a sinusoidal resistivity with \( L = 3\lambda_0, \Delta = 0.7, \) and \( R_0 = 0 + i100 \) at angle \( \phi_0 = 30 \) degrees. Since the resistivity is pure imaginary, there is no power loss and the total power carried by all of the modes is equal to the incident power. Table 5.2 gives the normalized field amplitude for a lossy resistive sheet \( R_0 = 180 + i270 \). In this case 31% and 29% of the incident power is dissipated in the resistive sheet for E and H polarization respectively. Note that apart from the case \( n = 0, E_n^- = E_n^+ \) and \( H_n^- = -H_n^+ \), where \( E_n^\pm \) and \( H_n^\pm \) are the field amplitudes of the mode in the upper (+) and lower (-) half-spaces for E and H polarizations respectively. When \( n = 0 \) the incident field should be added to the zeroth mode in the lower half-space, i.e. \( E_0^- = E_0^+ + E^l \) and \( H_0^- = -H_0^+ + H^l \).
Figure 5.3: The amplitude of the induced current on a periodic resistive sheet with resistivity $R(z) = (180 + i270)(1 + 0.7 \cos \frac{2\pi z}{\lambda})$, $L = 2\lambda_0$ at normal incidence for $E$ polarisation: (— — —) moment method, (— — —) fourth order solution, (— —) third order solution, (— — —) second order solution, (— — — —) first order solution.
Figure 5.4: The phase of the induced current on a periodic resistive sheet with resistivity $R(z) = (180 + i270)(1 + 0.7 \cos \frac{2\pi z}{L})$, $L = 2\lambda_0$ at normal incidence for E polarization: (---) moment method, (----) fourth order solution, (---) third order solution, (---) second order solution, (---) first order solution.
Figure 5.5: The amplitude of the induced current on a periodic resistive sheet with resistivity \( R(x) = (180 + i270)(1 + 0.7 \cos \frac{2\pi x}{L}) \), \( L = 2\lambda_0 \) at normal incidence for H polarization: (---) moment method, (-----) fourth order solution, (---) third order solution, (- - - -) second order solution, (--- - - -) first order solution.
Figure 5.6: The phase of the induced current on a periodic resistive sheet with resistivity $R(x) = (180 + i270)(1 + 0.7 \cos \frac{2\pi}{L})$, $L = 2\lambda_0$ at normal incidence for H polarization: (—) moment method, (- - - -) fourth order solution, (— — —) third order solution, (— — — ) second order solution, (- - -) first order solution.
<table>
<thead>
<tr>
<th>n</th>
<th>E-polarization</th>
<th>H-polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_n^x / E^i$</td>
<td>$E_n^y / E^i$</td>
</tr>
<tr>
<td>-4</td>
<td>0.001±62.37</td>
<td>0.001±62.37</td>
</tr>
<tr>
<td>-3</td>
<td>0.003±169.70</td>
<td>0.003±169.70</td>
</tr>
<tr>
<td>-2</td>
<td>0.020±76.15</td>
<td>0.020±76.15</td>
</tr>
<tr>
<td>-1</td>
<td>0.124±40.43</td>
<td>0.124±40.43</td>
</tr>
<tr>
<td>0</td>
<td>0.887±156.86</td>
<td>0.394±162.13</td>
</tr>
<tr>
<td>1</td>
<td>0.136±49.53</td>
<td>0.136±49.53</td>
</tr>
</tbody>
</table>

Table 5.1: Normalized field amplitude of the propagating modes in the upper (+) and lower (-) half-spaces for a periodic resistive sheet $R(z) = R_0(1 + 0.7\cos\frac{2\pi z}{L})$ with $R_0 = 0 + i100$ and $L = 3\lambda_0$ at $\phi_0 = 30$ degree.
<table>
<thead>
<tr>
<th>n</th>
<th>$E_z^n / E^i$</th>
<th>$E_z / E^i$</th>
<th>$H_z^n / H^i$</th>
<th>$H_z / H^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4</td>
<td>0.002</td>
<td>0.002</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>$\omega L-105.65$</td>
<td>$\omega L-105.65$</td>
<td>$\omega L-122.34$</td>
<td>$\omega L-122.34$</td>
</tr>
<tr>
<td>-3</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>$\omega L-40.63$</td>
<td>$\omega L-40.63$</td>
<td>$\omega L-145.58$</td>
<td>$\omega L-145.58$</td>
</tr>
<tr>
<td>-2</td>
<td>0.028</td>
<td>0.026</td>
<td>0.030</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>$\omega L-163.62$</td>
<td>$\omega L-163.62$</td>
<td>$\omega L-166.57$</td>
<td>$\omega L-166.57$</td>
</tr>
<tr>
<td>-1</td>
<td>0.110</td>
<td>0.110</td>
<td>0.112</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>$\omega L-6.41$</td>
<td>$\omega L-6.41$</td>
<td>$\omega L-170.56$</td>
<td>$\omega L-170.56$</td>
</tr>
<tr>
<td>0</td>
<td>0.484</td>
<td>0.625</td>
<td>0.425</td>
<td>0.679</td>
</tr>
<tr>
<td></td>
<td>$\omega L-150.69$</td>
<td>$\omega L-22.29$</td>
<td>$\omega L-32.24$</td>
<td>$\omega L-19.49$</td>
</tr>
<tr>
<td>1</td>
<td>0.141</td>
<td>0.141</td>
<td>0.135</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>$\omega L-4.41$</td>
<td>$\omega L-4.41$</td>
<td>$\omega L-161.00$</td>
<td>$\omega L-19.00$</td>
</tr>
</tbody>
</table>

Table 5.2: Normalized field amplitude of the propagating modes in the upper (+) and lower (-) half-spaces for a periodic resistive sheet $R(x) = R_0(1 + 0.7 \cos \frac{2\pi x}{L})$ with $R_0 = 180 + i270$ and $L = 3\lambda_0$ at $\phi_0 = 30$ degree.
5.5 Scattering from Impedance Insert

Another example that illustrates the ability of the perturbation technique in handling sharp variations in spatial domain is the scattering of a plane wave from an impedance insert whose geometry is shown in Fig. 5.7.

![Figure 5.7: Geometry of an impedance insert.](image)

The impedance of this surface can be represented as

\[ \eta(x) = \eta_0 (1 + \Delta \Pi\left(\frac{x}{w}\right)) \]

where \( \Pi(x) \) is the gate function defined by

\[
\Pi(x) = \begin{cases} 
1 & |x| \leq \frac{1}{2} \\
0 & \text{otherwise}
\end{cases}
\]

\( w \) is the width of the insert, and as before, \( \Delta \) is a constant with \( |\Delta| < 1 \). The transform of the first components of the induced current for E and H polarization respectively can be obtained from (5.39) and (5.40) by replacing \( R_0 \) by \( \eta_0/2 \) as follows:

\[
\tilde{J}_1(\alpha) = \frac{-2Y_0^2\eta_0 \cos \phi_0}{1 + Y_0\eta_0 \cos \phi_0} \sqrt{1 - \frac{\alpha^2}{\lambda_0^2}} w \frac{\sin(w(\alpha - k_0 \sin \phi_0)/2)}{w(\alpha - k_0 \sin \phi_0)/2} \tag{5.67}
\]
\[ J^4_1(\alpha) = \frac{2Y_0^2 \cos \phi_0}{\cos \phi_0 + Y_0 \phi_0} \frac{1}{Y_0 \phi_0 + \sqrt{1 - \frac{\alpha^2}{\phi_0^2}}} \sin(\alpha - k_0 \sin \phi_0)/2 \sqrt{\alpha - k_0 \sin \phi_0}/2 \]  

\[ (5.68) \]

Unfortunately, analytical expressions for the higher order components of the induced current cannot be obtained for this case but they can be found numerically. To observe the behavior of the current in the spatial domain, expressions (5.67) and (5.68) were transformed numerically and the results are shown in Figs. 5.8 and 5.9.

They show the expected behavior of the currents at the edges.

The scattered field due to the zeroth-order induced current consists of reflected and transmitted plane waves in the specular and forward directions, while the first component of the induced current gives rise to a cylindrical wave which will be denoted by the superscript \( s \). In the far zone

\[ \sqrt{(x - x')^2 + z'^2} \simeq \rho - x' \sin \phi, \]

where \( \rho \) and \( \phi \), denote the distance and direction of observation point, and

\[ H^{(3)}_0(k_0 \sqrt{(x - x')^2 + z'^2}) \simeq \frac{2}{\pi k_0 \rho} e^{i(k_0 x - \frac{\pi}{4})} e^{-ik_0 \sin \phi_x x'}, \]  

\[ (5.69) \]

\[ \frac{1}{k_0} \frac{\partial}{\partial z} H^{(3)}_0(k_0 \sqrt{(x - x')^2 + z'^2}) \simeq -\frac{2}{\pi k_0 \rho} e^{i(k_0 x - \frac{\pi}{4})} \cos^2 \phi_x e^{-ik_0 \sin \phi_x x'}, \]  

\[ (5.70) \]

\[ \frac{1}{k_0^2} \frac{\partial^2}{\partial x^2} H^{(3)}_0(k_0 \sqrt{(x - x')^2 + z'^2}) \simeq -\frac{2}{\pi k_0 \rho} e^{i(k_0 x - \frac{\pi}{4})} \cos \phi_x \sin \phi_x e^{-ik_0 \sin \phi_x x'}. \]  

\[ (5.71) \]

It is now easy to obtain the far field amplitude \( P(\phi_0, \phi_s) \) defined by

\[ E^s \simeq \frac{2}{\pi k_0 \rho} e^{i(k_0 x - \frac{\pi}{4})} P(\phi_0, \phi_s), \]  

\[ (5.72) \]

in terms of which the bistatic echo width is

\[ \sigma(\phi_0, \phi_s) = \frac{2k_0}{\pi} |P(\phi_0, \phi_s)|^2. \]  

\[ (5.73) \]
Figure 5.8: Distribution of the first component of induced current on an impedance insert for $E$ polarization.
Figure 5.9: Distribution of the first component of induced current on an impedance insert for H polarization.
In the E polarization case the scattered field is in the y direction and

\[
P_s(\phi_0, \phi_s) = \frac{-ik_0 Z_0}{2} \int_{-\infty}^{\infty} J_1(x') e^{-ik_0 \sin \phi_s x'} dx' = \frac{-ik_0 Z_0}{4} J_0(k_0 \sin \phi_s).
\] (5.74)

For H polarization substitution of (5.70) and (5.71) into (5.10) and (5.11) shows that the scattered field has only a \( \hat{\phi} \) component, and the far field amplitude is

\[
P_x(\phi_0, \phi_s) = \frac{\phi \cos \phi_s}{2} \int_{-\infty}^{\infty} J_1(x') e^{-ik_0 \sin \phi_s x'} dx' = \frac{\phi k_0 Z_0}{4} \cos \phi_s J_0'(k_0 \sin \phi_s).
\] (5.75)

Thus

\[
P_s(\phi_0, \phi_s) = \frac{-k_0 \gamma_0 \cos \phi_s}{1 + \gamma_0 \cos \phi_s} \cdot \frac{\cos \phi_s}{1 + \gamma_0 \cos \phi_s} \cdot w \Delta \frac{\sin(wk_0(\sin \phi_s - \sin \phi_0)/2)}{wk_0(\sin \phi_s - \sin \phi_0)/2},
\]

\[
P_x(\phi_0, \phi_s) = \frac{k_0 \gamma_0 \cos \phi_s}{\gamma_0 \cos \phi_s + \gamma_0} \cdot \frac{\cos \phi_s}{\gamma_0 \cos \phi_s + \gamma_0} \cdot w \Delta \frac{\sin(wk_0(\sin \phi_s - \sin \phi_0)/2)}{wk_0(\sin \phi_s - \sin \phi_0)/2}.
\]

The results of this technique are now compared with a uniform GTD solution [Herman and Volakis, 1988] that accounts for up to third order diffracted fields. Figures 5.10-5.15 compare the results of the perturbation method and the GTD technique for the impedance insert problem where there are sharp variations in perturbation function in the spatial domain. The figures show the normalized bistatic echo width \((\sigma/\lambda_0)\) of an impedance insert having \(w = 2\lambda_0\) and \(\gamma_0 = 40 - 4\iota 0\) using the two methods. The agreement is excellent (for \(\Delta = 0.5\) the error is only 0.3 dB) in spite of the sharp changes in the perturbation function in the spatial domain.
Figure 5.10: Normalized bistatic echo width \( (\sigma / \lambda_0) \) of an impedance insert with \( w = 2\lambda_0, \eta_3 = 44 - i44, \eta_0 = 40 - i40 \) (\( \Delta = 0.1 \)) at \( \phi_0 = 0 \) degrees for E polarization: \( \cdots \) perturbation technique, \( \cdots \cdots \) GTD technique.
Figure 5.11: Normalised bistatic echo width ($\sigma/\lambda_0$) of an impedance inert with $u = 2\lambda_0$, $\theta_1 = 44 - i44$, $\theta_0 = 40 - i40$ ($\Delta = 0.1$) at $\phi_0 = 45$ degrees for E polarization: (-----) perturbation technique, (- - - - -) GTD technique.
Figure 5.12: Normalized bistatic echo width ($\sigma/\lambda_0$) of an impedance insert with $\omega = 2\lambda_0$, $\eta_1 = 60 - i60$, $\eta_0 = 40 - i40$ ($\Delta = 0.5$) at $\phi_0 = 0$ degrees for E polarization: (——) perturbation technique, (- - - -) GTD technique.
Figure 5.13: Normalized bistatic echo width ($\sigma/\lambda_0$) of an impedance insert with $w = 2\lambda_0$, $\eta_1 = 44 - i44$, $\eta_2 = 40 - i40$ ($\Delta = 0.1$) at $\phi_0 = 0$ degrees for H polarization: (-----) perturbation technique, (-----) GTD technique.
Figure 5.14: Normalized bistatic echo width ($\sigma/\lambda_0$) of an impedance insert with $w = 2\lambda_0$, $\gamma_1 = 44 - j44$, $\gamma_2 = 49 - j40$ ($\Delta = 0.1$) at $\phi_0 = 45$ degrees for H polarization: (---) perturbation technique, (- - - -) GTD technique.
Figure 5.15: Normalized bistatic echo width ($\sigma/\lambda_0$) of an impedance insert with $w = 2\lambda_0$, $\eta_1 = 60 - 90\Delta$, $\eta_0 = 40 - 40\Delta$ ($\Delta = 0.5$) at $\phi_0 = 0$ degrees for H polarization: (----) perturbation technique, (- - - - -) GTD technique.
5.6 Scattering Model for a Variable Thickness Dielectric Slab

Consider a dielectric slab whose thickness is a function of $x$ (see Fig. 5.16). Let the thickness be

$$T(x) = \tau_0 (1 + \frac{w^2}{x^2 + w^2} \cdot \Delta)$$

where $w$ is a measure of the width and $\Delta$ is the height of the dielectric hump. The hump may have a different dielectric constant from that of the underlying slab. This thickness function resembles the variation in thickness of a vegetation leaf and in this case $w$ and $\Delta$ are random variables.

![Figure 5.16: Geometry of a dielectric slab with a hump.](image)

If the dielectric slab is electrically thin, it can be represented by two parallel resistive sheets one with a constant thickness $\tau_0$ and the other one with a variable thickness

$$\tau(x) = \frac{w^2}{x^2 + w^2} \Delta \tau_0$$

where we assume here that $\Delta \ll 1$. Resistivity of the underlying and the top sheets are respectively denoted by $R_0$ and $R_s$, which can be obtained from equation (2.3). These parallel sheets can be replaced by an equivalent sheet whose resistivity is equal
to that of the two parallel resistors \( R_0 \) and \( R_e \), i.e.
\[
R(x) = \frac{R_0 R_e}{R_0 + R_e}.
\]

By substituting the expressions for \( R_0 \) and \( R_e \) in the above equation and then approximating the resultant expression to the first order of \( \Delta \) it can be shown that
\[
R(x) = R_0 \frac{70}{70 + \tau(x)} = R_0 \frac{1}{1 + \frac{w^2}{x^2 + \Delta}} \approx R_0 (1 - \frac{w^2}{x^2 + \Delta})
\]

The perturbation function then takes the form
\[
\tau(x) = \frac{-w^2}{x^2 + \Delta}.
\]

and the transform of this is
\[
\tilde{\tau}(\sigma) = -\pi w e^{-\omega \sigma}.
\]

The Fourier transforms of the first components of the induced current for E and H polarization can be obtained from (5.39) and (5.40) respectively, and are
\[
\tilde{J}_1(\sigma) = \frac{4Y_0^2 R_0 \cos \phi_0}{1 + 2Y_0 R_0 \cos \phi_0} \cdot \frac{1}{\sqrt{1 - \frac{w^2}{\sigma^2}}}, \quad (\pi w e^{-\omega \sigma \sin \phi_0}), \quad (5.76)
\]
\[
\tilde{J}_2(\sigma) = \frac{4Y_0^2 R_0 \cos \phi_2}{\cos \phi_2 + 2Y_0 R_0} \cdot \frac{1}{\sqrt{1 - \frac{w^2}{\sigma^2}}}, \quad (\pi w e^{-\omega \sigma \sin \phi_2}), \quad (5.77)
\]

The far field amplitude associated with the first component of the induced current can be obtained from expressions similar to (5.74 and 5.75). Hence,
\[
P_1(\phi_0, \phi_2) = \frac{-k_0 Y_0 R_0 \cos \phi_0}{1 + 2Y_0 R_0 \cos \phi_0} \cdot \frac{\cos \phi_2}{\cos \phi_2 + 2Y_0 R_0} \cdot \frac{1}{\sqrt{1 - \frac{w^2}{\sigma^2}}}, \quad (\pi w \Delta e^{-k_0 w \sin \phi_0 \sin \phi_2}), \quad (5.78)
\]
\[
P_2(\phi_0, \phi_2) = \frac{k_0 Y_0 R_0 \cos \phi_0}{\cos \phi_0 + 2Y_0 R_0} \cdot \frac{\cos \phi_2}{\cos \phi_2 + 2Y_0 R_0} \cdot \frac{1}{\sqrt{1 - \frac{w^2}{\sigma^2}}}, \quad (\pi w \Delta e^{-k_0 w \sin \phi_0 \sin \phi_2}), \quad (5.79)
\]

If \( w \) and \( \Delta \) are independent random variables such that \( w \) is Gaussian with mean and standard deviation \( w_0 \) and \( s \) respectively, its probability density function is
\[
f_w(w) = \frac{1}{\sqrt{2\pi s^2}} e^{-\frac{(w-w_0)^2}{2s^2}}.
\]
Assume also that the second moment of the random variable $\Delta$ is known. The mean value of the bistatic scattering width may now be calculated from (5.73), and by noting that

$$\langle (w^2 e^{-2k_0 w \sin \phi_1 \sin \phi}) \rangle = \langle w^2 \rangle e^{i(k_0^2 \sin^2 \phi_1 \sin \phi_2 \sin \phi)} \langle \Delta^2 \rangle e^{-i(k_0^2 \sin^2 \phi_1 \sin \phi_2 \sin \phi)} ,$$

we obtain the results

$$\langle \sigma_r (\phi_1, \phi_2) \rangle = 2\pi \lambda_0 \left| \frac{-k_0 \varphi_0 R_0 \cos \phi_0}{1 + 2Y_0 R_0 \cos \phi_0} \right| \cos \phi_2 \left( \Delta^2 \right) \langle (w^2 e^{-2k_0 w \sin \phi_1 \sin \phi}) \rangle ,$$

$$\langle \sigma_i (\phi_1, \phi_2) \rangle = 2\pi \lambda_0 \left| \frac{-k_0 \varphi_0 R_0 \cos \phi_0}{\cos \phi_0 + 2Y_0 R_0} \right| \frac{\cos \phi_2}{2Y_0 R_0 + \cos \phi_2} \left( \Delta^2 \right) \langle (w^2 e^{-2k_0 w \sin \phi_1 \sin \phi}) \rangle .$$

The above is a first-order solution, and for a higher order solution, analytical results may not be achievable. When the height of the dielectric hump above the resistive sheet is not much smaller than the wavelength, the above solution fails to work for two reasons: 1) the solution is a first-order one in $\Delta$, and 2) the dielectric hump cannot be modelled as a single resistive sheet. In such cases we have to resort to numerical techniques to get the solution. In the next section, the Green's function for a planar resistive sheet is obtained and used to derive an integral equation for the induced polarization current. A numerical technique is then employed to obtain the solution for a dielectric structure of arbitrary cross section above the resistive sheet. Results based on the perturbation technique and the moment method are then compared in Section 5.11.

### 5.7 Scattering from Dielectric Structures above Resistive and Impedance Sheets

In this section we seek the scattered field of a two dimensional dielectric object with arbitrary cross section above a uniform resistive or impedance sheet when the object is illuminated by a plane wave. The geometry of the problem is depicted in
Fig. 5.17. First, the Green's function is derived by obtaining the exact image of a line source and then the problem is expressed as an integral equation that can be solved numerically by the method of moments.

![Diagram of a dielectric cylinder and a resistive sheet](image)

Figure 5.17: Geometry for the scattering problem of a dielectric cylinder above a uniform resistive or impedance sheet.

5.7.1 Exact Image of a Current Filament above Resistive Sheets

An integral representation for the image of a line source above a resistive sheet is derived. This representation has an excellent rate of convergence for most practical purposes and can be computed very easily. First, by using the electric Hertz potential, the exact image is derived for an electric current line source in the \( y \) direction. Following the same procedure, the image representation for a line source whose direction is parallel with the transverse plane (\( x - z \) plane) is obtained next.
5.7.2 Line Current in Longitudinal Direction

Consider a uniform resistive sheet lying in the $x - y$ plane of a coordinate system $(x, y, z)$. Assume a constant current is placed above the sheet at $p = (x', z')$ and the current density is given by

$$\mathbf{J} = \delta(x - x', z - z')$$

The electric Hertz potential in this case has only a longitudinal ($y$) component and must satisfy the wave equation, i.e.

$$(\nabla^2 + k_0^2)\Pi_y = -\frac{iZ_0}{k_0}\delta(x - x')\delta(z - z')$$

(5.80)

By taking the Fourier transform of both sides of the above equation with respect to $x$ we obtain

$$\left(\frac{\partial^2}{\partial z^2} + (k_0^2 - k_x^2)\right)\tilde{\Pi}_y(k_x, z) = -\frac{iZ_0}{k_0}\delta(z - z')e^{ik_xx'}$$

(5.81)

where

$$\tilde{\Pi}_y(k_x, z) = \int_{-\infty}^{\infty} \Pi_y(x, z)e^{ik_xx} dx$$

is the Fourier transform of the electric Hertz potential. By dividing the space into three regions as shown in Fig. 5.18 and then imposing the radiation condition, the solution to the differential equation (5.81) in each region can be expressed by

$$\tilde{\Pi}_y^1(k_x, z) = c_1e^{ik_xx+z}\,$$

$$\tilde{\Pi}_y^2(k_x, z) = c_2e^{ik_xx+z} + c_3e^{-ik_xx+z}$$

(5.82)

$$\tilde{\Pi}_y^3(k_x, z) = c_4e^{-ik_xx+z}$$

where $k_x = \sqrt{k_0^2 - k_x^2}$ and branch of the square root is chosen such that $\sqrt{-1} = i$.

The field quantities in terms of the Hertz potential are given by

$$E_y(x, z) = k_0^2\Pi_y(x, z)$$

(5.83)
\[ H_\alpha(x, z) = i k_0 Y_0 \frac{\partial}{\partial z} \Pi_\alpha(x, z) \] (5.84)

![Diagram](image)

Figure 5.18: A constant line source above a uniform resistive sheet.

Continuity of the tangential electric field at \( z = z' \) and the resistive sheet boundary conditions as given by (2.4)-(2.6) at \( z = 0 \) together with the equations (5.83) and (5.84) impose the following conditions on the Fourier transform of the Hertz potential

\[
\tilde{\Pi}_2^1(k_\alpha, z') - \tilde{\Pi}_2^1(k_\alpha, z) = 0, \\
\tilde{\Pi}_2^3(k_\alpha, 0) - \tilde{\Pi}_2^3(k_\alpha, 0) = 0, \\
i k_0 Y_0 \left[ \frac{\partial}{\partial z} \tilde{\Pi}_2^3(k_\alpha, 0) - \frac{\partial}{\partial z} \tilde{\Pi}_2^3(k_\alpha, 0) \right] = k_0^2 \tilde{\Pi}_2^3(k_\alpha, 0)
\] (5.85)

and from the jump condition we have

\[
\frac{\partial}{\partial z} \tilde{\Pi}_2^1(k_\alpha, z') - \frac{\partial}{\partial z} \tilde{\Pi}_2^1(k_\alpha, z) = \frac{i Z_0}{k_0}. 
\] (5.86)

Upon substitution of (5.82) into (5.85) and (5.86), and then solving the resultant set of equations simultaneously, the unknown coefficients \( c_1, \cdots, c_4 \) can be obtained and
are given by

\[ c_1 = \frac{1}{2k_0 k_x} \left( \frac{1}{k_x} + \frac{1}{k_x} \right) e^{-i k_x x'} + e^{-i k_x x'} \]

\[ c_2 = \frac{1}{2k_0 k_x} \left( \frac{1}{k_x} + \frac{1}{k_x} \right) e^{-i k_x x'} \]

\[ c_3 = \frac{1}{2k_0 k_x} e^{i k_x x'} \]

\[ c_4 = e^{i k_x x'} \] \hspace{1cm} (5.87)

The electric Hertz potential in each region can be obtained by taking the inverse

Fourier transform. Let us represent the electric Hertz potential in the upper and

lower half-spaces by \( \Pi_+^\prime(x, z) \) and \( \Pi_+^\prime(x, z) \) respectively, and then using the following

identity

\[ \int_{-\infty}^{+\infty} e^{i k_x (x-x')} d k_x = \pi H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2}) \] \hspace{1cm} (5.88)

we obtain

\[ \Pi_+^\prime(x, z) = \frac{1}{4k_0 k_x} H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2}) \]

\[ -\frac{1}{4k_0 k_x} \int_{-\infty}^{+\infty} e^{i k_x (x-x')} d k_x \] \hspace{1cm} (5.89)

\[ \Pi_-^\prime(x, z) = -\frac{1}{4k_0 k_x} H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2}) \]

\[ -\frac{1}{4k_0 k_x} \int_{-\infty}^{+\infty} e^{i k_x (x-x')} d k_x \] \hspace{1cm} (5.90)

The first term in the (5.89) and (5.90) represents the effect of the current filament

in absence of the resistive sheet while the second term is due to the image of the current

filament. Unfortunately the integral representing the contribution of the image does

not have a closed form and its convergence rate is very poor. To achieve the image

contribution in an efficient way consider the following transformation

\[ \int_0^{+\infty} e^{-\alpha x} e^{-k_x x'} d x = \frac{1}{\alpha + k_x} \] \hspace{1cm} provided \( Re[\alpha] > -Re[k_x] \). \hspace{1cm} (5.91)

The choice of the branch cut for \( k_x \) guarantees that \( Re[k_x] \) is nonnegative as \( k_x \) takes

any real number, therefore the sufficient condition for (5.91) is

\[ Re[\alpha] > 0. \]
By defining $\alpha = \frac{b_k}{2N_\Sigma}$ we note that the above condition is satisfied ($Re[\alpha] = \frac{b_k}{2} > 0$) and the integral representing the image contribution in the upper half-space can be written as

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\rho z}(x+x')-i\rho z(x-x')dx'd\rho = \int_{0}^{\infty} -\alpha e^{-\alpha z'} \int_{-\infty}^{\infty} e^{i\rho z}(x+x'+i\rho)-i\rho z(x-x')dx'd\rho.$$

Employing the identity given by (5.88), the electric Hertz potential in the upper half-space is given by

$$H_\rho^*(x,z) = \frac{-1}{4\pi\kappa} \left[ H_0^{(1)}(k_0\sqrt{(x-x')^2 + (z-z')^2}) \right. \nonumber$$

$$\left. - \int_{0}^{\infty} e^{-\alpha z'} H_0^{(1)}(k_0\sqrt{(x-x')^2 + (z+z'+i\rho)^2})d\rho \right].$$

In the same manner the electric Hertz potential for the lower half-space is found to be

$$\Pi_\rho^*(x,z) = \frac{-1}{4\pi\kappa} \left[ H_0^{(1)}(k_0\sqrt{(x-x')^2 + (-z-z')^2}) \right. \nonumber$$

$$\left. - \int_{0}^{\infty} e^{-\alpha z'} H_0^{(1)}(k_0\sqrt{(x-x')^2 + (-z+z'+i\rho)^2})d\rho \right].$$

Figure 5.19: The location of the image of the line source in the complex $z$ plane.

This integral representation converges very fast because both functions in the integrand are exponentially decaying. Also from this representation it can be deduced
that the image of a line current above a resistive sheet is a half plane current with exponential distribution and is located in the complex $z$ plane occupying the region

$$-z' - i\infty < z < -z'$$

(see Fig. 5.19). The validity of the image representation can be checked by considering some special limiting cases. Suppose the resistivity is very small (approaching the perfect conductor) which implies that $|\alpha| \gg 1$. In this case the integral in (5.92) can be approximated by

$$\int_0^{\infty} ae^{-\alpha r} H_0^{(1)}(k_0\sqrt{(z - x')^2 + (z + z' + iv)^2})dv \approx H_0^{(1)}(k_0\sqrt{(z - x')^2 + (z + z')^2})$$

(contribution to the integral comes mostly from point $v = 0$) which is the image for the perfectly conducting case. An asymptotic behavior of the integral in terms of a convergent series of inverse power of $v$ can be obtained by performing integration by parts repeatedly, thus

$$\int_0^{\infty} ae^{-\alpha r} H_0^{(1)}(k_0\sqrt{(z - x')^2 + (z + z' + iv)^2})dv = \sum_{n=0}^{\infty} \frac{(-1)^n h^{(n)}(0)}{\alpha^n}$$

(5.94)

where $h^{(n)}(0)$ is the $n$th derivative of $H_0^{(1)}(k_0\sqrt{(z - x')^2 + (z + z' + iv)^2})$ with respect to $v$ evaluated at zero. The first order of approximation is

$$\sum_{n=0}^{\infty} \frac{(-1)^n h^{(n)}(0)}{\alpha^n} \approx h(0) - \frac{h'(0)}{\alpha} \approx h(0) - \frac{1}{\alpha} = H_0^{(1)}(k_0\sqrt{(z - x')^2 + (z + z' + \frac{i}{\alpha})^2})$$

which is a line image located in the complex plane at $z = -z' + \frac{x}{\alpha}$. The other asymptotic behavior of interest is the far field approximation where the point of observation is far from the image point, i.e. $\rho_2 = \sqrt{(x - x')^2 + (z + z')^2} \gg \lambda_0$ (see Fig. 5.20). In this condition

$$\sqrt{(x - x')^2 + (z + z' + iv)^2} \approx \rho_2 (1 + \frac{i\nu \cos \phi_2}{\rho_2})$$

(5.95)

where we have assumed that $\rho_2 \gg \nu$. The validity of this assumption comes from the fact that the integrand of (5.92) is approximately zero if $\nu > \nu_{\text{max}}$ for some finite
\( \nu_{\text{max}} \). Now by using the large argument expansion of the Hankel function and then substituting for \( \alpha \) we get

\[
\lim_{\nu \to \infty} f_{\nu}^{+} = -i e^{-\nu \Phi} \frac{H_{\nu}^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z')^2})}{\sqrt{\nu}} \approx \frac{1}{\sqrt{2\pi \nu}} e^{-\nu (\Phi - \frac{1}{2})}. \]

Note that the last term in the above equation is the plane wave reflection coefficient for the E polarization case. This result is identical to the asymptotic value of the integral given in (5.89) evaluated by the saddle point technique.
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**Figure 5.20:** Geometry of image point for far field approximation.

### 5.7.3 Line Current in the Transverse Plane

Here we separate the problem into two problems: 1) when the current is in \( x \) direction and 2) when the current is in the \( z \) direction. First consider the situation where the current filament above the resistive sheet is in the \( x \) direction and its current density is given by

\[
J = \delta \delta(x-x', z-z').
\]
The electric Hertz potential has only an $x$ component and must satisfy the wave equation as given in (5.80). The analysis of obtaining the electric Hertz potential ($\Pi_e(x, z)$) is similar to the previous case. The Fourier transform of the Hertz potential must satisfy an equation similar to (5.81), and the solution is identical to those given in (5.82). The field quantities in terms of the electric Hertz potential are given by

$$E = \kappa_0^2 \left[ \Pi_e(x, z) + \frac{1}{k_0^2} \frac{\partial^2}{\partial x^2} \Pi_e(x, z) \right] \hat{x} + \frac{\partial^2}{\partial x \partial z} \Pi_e(x, z) \hat{z} \quad (5.96)$$

$$H = -i k_0 \gamma_0 \frac{\partial}{\partial z} \Pi_e(x, z) \hat{y} \quad (5.97)$$

The following relations for the Fourier transform of the Hertz potential can be obtained by using equations (5.96) and (5.97) and applying the continuity of the tangential electric field at $z = z'$ and the resistive sheet boundary conditions at $z = 0$

$$\left[ \frac{\partial^2}{\partial x^2} \mathcal{F} \Pi_e(k_x, k'_x) \right] - \frac{\partial^2}{\partial z^2} \mathcal{F} \Pi_e(k_x, k'_x) = 0,$$

$$\left[ \frac{\partial^2}{\partial x^2} \mathcal{F} \Pi_e(k_x, 0) \right] - \frac{\partial^2}{\partial z^2} \mathcal{F} \Pi_e(k_x, 0) = 0,$$

$$i k_0 \gamma_0 \left[ \frac{\partial}{\partial z} \mathcal{F} \Pi_e(k_x, 0) - \frac{\partial}{\partial z} \mathcal{F} \Pi_e(k_x, 0) \right] = -\frac{\partial}{\partial z} \mathcal{F} \Pi_e(k_x, 0),$$

where the last equation comes from the jump condition. The unknown coefficients $c_1, \cdots, c_4$ in this case are given by

$$c_1 = \frac{1}{2 \pi i k_x k_z} \frac{1}{\sin k_z z} \left( e^{i k_z z'} + e^{-i k_z z'} \right)$$

$$c_2 = \frac{1}{2 \pi i k_x k_z} \frac{1}{\sin k_z z} e^{i k_z z'}$$

$$c_3 = \frac{1}{2 \pi i k_x k_z} e^{i k_z z'}$$

$$c_4 = \frac{1}{2 \pi i k_x k_z} \left( 1 + \frac{1}{k_0 \gamma_0 k_z} \right) e^{i k_z z'}$$

The electric Hertz potential in the upper and lower half-spaces can be obtained by taking the inverse Fourier transform and then using the identity (5.88). Thus in the
upper and lower half-spaces we have

$$
\Pi^+ (x, z) = \frac{-1}{4\kappa_0 \eta_0} \left[ H^1_0 \left( k_0 \sqrt{(x-x')^2 + (z-z')^2} \right) - H^1_0 \left( k_0 \sqrt{(x-x')^2 + (z+z')^2} \right) \right] + \frac{1}{4\kappa_0 \eta_0} \frac{1}{1 + \frac{k_0}{2\eta_0}} \int_{-\infty}^{\infty} \epsilon^{ik_0(x-x')-ik_0(x-z')} dk_0 (5.98)
$$

$$
\Pi^- (x, z) = \frac{-1}{4\kappa_0 \eta_0} \frac{1}{1 + \frac{k_0}{2\eta_0}} \int_{-\infty}^{\infty} \epsilon^{ik_0(x-x')-ik_0(x-z')} dk_0 . (5.99)
$$

The integral in (5.98) represents the contribution of the difference between resistive sheet and perfect conductor images.

Now suppose the current filament is in the z direction and as a result the electric potential has only a z component. The analysis in this case is very similar to the previous cases. The only difference is that we should use the continuity of the normal component of the electric field at $z = 0$ rather than the tangential component. Also note that the field components in terms of the electric potential are given by

$$
E = \kappa_0 \frac{\partial}{\partial z} \Pi_0 (x, z) \hat{z} + \kappa_0^{\text{a}} \left[ \Pi_0 (x, z) + \frac{1}{\kappa_0^{\text{a}}} \frac{\partial^2}{\partial z^2} \Pi_0 (x, z) \right] \hat{z} (5.100)
$$

$$
H = i\kappa_0 \eta_0 \frac{\partial}{\partial z} \Pi_0 (x, z) \hat{y}.
$$

Following an identical procedure as in the previous case the Hertz potential can be obtained as

$$
\Pi^+ (x, z) = \frac{-1}{4\kappa_0 \eta_0} \left[ H^1_0 \left( k_0 \sqrt{(x-x')^2 + (z-z')^2} \right) + H^1_0 \left( k_0 \sqrt{(x-x')^2 + (z+z')^2} \right) \right] + \frac{1}{4\kappa_0 \eta_0} \frac{1}{1 + \frac{k_0}{2\eta_0}} \int_{-\infty}^{\infty} \epsilon^{ik_0(x-x')-ik_0(x-z')} dk_0 (5.101)
$$

$$
\Pi^- (x, z) = \frac{-1}{4\kappa_0 \eta_0} \frac{1}{1 + \frac{k_0}{2\eta_0}} \int_{-\infty}^{\infty} \epsilon^{ik_0(x-x')-ik_0(x-z')} dk_0 . (5.102)
$$

The integral in expressions (5.98) and (5.101) does not have a closed form and is not appropriate for numerical calculation. A better representation for this integral can be obtained by employing a transformation similar to (5.91). By defining $\beta = \ldots$
\[(2\pi Y_0 k_0) \text{ and noting that } Re[\beta] = -\frac{2n}{\tau + \tau_1} > 0, \text{ we have}
\]
\[
\int_{-\infty}^{+\infty} \frac{1}{1 + 2\pi k_0 k e^{-ik_e(z+z')}} e^{ik_e(x-x')} dk_e =
\]
\[
\pi \int_{0}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'+i\nu)^2}) d\nu.
\]

This representation has a much better rate of convergence when compared to the original form. The rate of convergence depends upon the real part of \( \beta \) and the wavenumber. The asymptotic value of this representation for large values of \( \beta \) can be obtained by the same technique as in (5.94) and we have
\[
\int_{-\infty}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'+i\nu)^2}) d\nu =
\]
\[
\sum_{n=0}^{\infty} \left( \frac{1}{\beta} \right)^n \psi^{(n)}(0) \approx H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'-i/\beta)^2}).
\]

Another asymptotic value of interest is the far field which can be obtained by using the large argument approximation of the Hankel functions and the expression given in (5.95). Therefore the contribution of the image in the far zone can be approximated by
\[
\lim_{\nu \to \infty} \left[ H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z')^2})
\right.
\]
\[
- \int_{0}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'+i\nu)^2}) d\nu \approx \frac{2}{\pi} e^{\nu(k_0x-\xi)} \frac{1}{1+2\pi k_0 \xi \nu}.
\]

Employing the new representation in equations (5.98)-(5.99) and (5.101)-(5.102) the electric Hertz potential for \( z \)- and \( z \)-directed currents are given by
\[
\Pi^e_\phi(x, z) = -\frac{1}{4\pi k_0 Y_0} \left[ H^{(0)}_0(k_0 \sqrt{(x-x')^2 + (z-z')^2}) - H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z')^2}) + \int_{0}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'+i\nu)^2}) d\nu \right],
\]
(5.103)
\[
\Pi^z_\phi(x, z) = -\frac{1}{4\pi k_0 Y_0} \int_{0}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (-z+z'+i\nu)^2}) d\nu,
\]
(5.104)
\[
\Pi^e_\phi(x, z) = -\frac{1}{4\pi k_0 Y_0} \left[ H^{(0)}_0(k_0 \sqrt{(x-x')^2 + (z-z')^2}) + H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z')^2}) - \int_{0}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'+i\nu)^2}) d\nu \right],
\]
(5.105)
\[
\Pi^z_\phi(x, z) = -\frac{1}{4\pi k_0 Y_0} \int_{0}^{+\infty} \beta e^{-\beta \nu} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (-z+z'+i\nu)^2}) d\nu.
\]
(5.106)
5.8 Exact Image of a Current Filament above Impedance Sheets

In Section 5.2 it was demonstrated that an impedance surface characterized by surface impedance $\eta$ can be replaced by a perfect magnetic conductor plus an electric current sheet. This fictitious current is identical to the current on the equivalent resistive sheet ($R = \eta/2$). Further it was shown that the scattered field for impedance sheet is twice of the scattered field for the equivalent resistive sheet. Therefore the image of a current filament over an impedance sheet can be obtained from the expressions derived for resistive sheet by replacing $R$ with $\eta/2$, doubling the expressions, and adding the contribution of the image of the current filament above the magnetic wall. By following the above procedure and employing equation (5.92), the electric Hertz potential for a $y$-directed current filament above the impedance sheet can be obtained from

$$
\Pi_y(x, z) = \frac{-i \pi}{4 \eta k_0} \left[ H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2}) + H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z')^2}) - 2 \int_0^{\infty} \alpha' e^{-\alpha' r} H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z'+iu)^2}) \, du \right],
$$

(5.107)

where $\alpha' = \frac{1}{4 \eta k_0}$. By defining $\beta' = \eta k_0$ and from equations (5.101) and (5.102) the electric Hertz potential for $x$- and $z$-directed current are respectively given by

$$
\Pi_x(x, z) = \frac{-i \pi}{4 \eta k_0} \left[ H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2}) - H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z')^2}) + 2 \int_0^{\infty} \beta' e^{-\beta' r} H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z'+iu)^2}) \, du \right],
$$

(5.108)

$$
\Pi_z(x, z) = \frac{-i \pi}{4 \eta k_0} \left[ H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2}) + H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z')^2}) - 2 \int_0^{\infty} \beta' e^{-\beta' r} H_0^{(1)}(k_0 \sqrt{(x-x')^2 + (z+z'+iu)^2}) \, du \right],
$$

(5.109)
5.9 Derivation of Integral Equations

Suppose the dielectric object above the resistive sheet is illuminated by a plane wave whose direction of propagation is denoted by angle \( \phi_0 \) measured from normal to the resistive sheet. The incident field induces conduction and displacement currents in the dielectric object which together are known as a polarization current given by

\[
J_z = -ik_0 \gamma_0 (\epsilon(x, z) - 1) E^t
\]  
(5.110)

where \( \epsilon(x, z) \) is the relative dielectric constant of the object and \( E^t \) is the total electric field inside the dielectric body. If the incident, reflected, and scattered field respectively are denoted by \( E^i, E^r, \) and \( E^s, \) then

\[
E^t = E^i + E^r + E^s
\]

Let us first consider the E polarization case where the electric field is perpendicular to the plane of incidence. The incident field is given by (5.1) and the reflected field in this polarization is found to be

\[
E^r = \frac{-1}{1 + 2\gamma_0 \cos \phi_0} e^{i(k_0 \sin \phi_0 x - \cos \phi_0 z)}.
\]  
(5.111)

In this case the incident field excites a y-directed polarization current, which leads to a scattered field in the y direction that can be obtained using equations (5.83) and (5.92) as follows

\[
E^s_y = \frac{-k_0 \gamma_0}{4} \int \int J_y(x', z') G_y(x, x', z') dx' dz'
\]  
(5.112)

where

\[
G_y(x, x'; z') = \frac{H^{(1)}(k_0 \sqrt{(x-x')^2 + (z-z')^2})}{\int_0^{+\infty} \alpha e^{-\alpha r} H^{(1)}_0(k_0 \sqrt{(x-x')^2 + (z+z'+i\nu)^2}) d\nu}
\]
Now an integral equation for the polarization current can be obtained by substituting (5.1), (5.111), and (5.112) into (5.110) which yields

\[
J_p(x, z) = -ik_0r(x, z) - 1 \frac{1}{1 + \frac{1}{2\pi f_0^2 \rho_0}} \frac{1}{\rho_0 \rho_0}
\]

\[
+ \frac{ik_0}{4\pi} \nabla \cdot J_p(x, z) - 1 \int J_p(x', z') G(x, z; x', z') dx'dz'.
\]

(5.113)

In the \(H\) polarization case the incidence field is given by (5.8) and the reflected field in the absence of the dielectric structure above the sheet is of the form

\[
E'' = \frac{1}{1 + 2h_0^2 \text{sec}^2 \phi_0} (\cos \phi_0 \frac{d}{d} - \sin \phi_0 \frac{d}{dz}) e^{-ik_0 (\sin \phi_0 x + \cos \phi_0 z)}.
\]

(5.114)

The induced polarization current has both \(x\) and \(z\) components which are denoted by \(J_x(x, z)\) and \(J_z(x, z)\) respectively. The scattered field can be evaluated using the expressions for the electric Hertz potential as given in (5.96) and (5.100) and are of the following form

\[
E_x'' = \frac{k_0^2}{4} (1 + \frac{1}{\rho_0^2 \rho_0^2}) \int J_x(x', z') G(x, z; x', z') dx'dz'
\]

\[
\frac{k_0}{4} \frac{\partial}{\partial z} \int J_x(x', z') G(x, z; x', z') dx'dz',
\]

(5.115)

\[
E_z'' = \frac{-k_0^2}{4} (1 + \frac{1}{\rho_0^2 \rho_0^2}) \int J_z(x', z') G(x, z; x', z') dx'dz'
\]

\[
\frac{k_0}{4} \frac{\partial}{\partial z} \int J_z(x', z') G(x, z; x', z') dx'dz',
\]

(5.116)

where

\[
G_x(x, z; x', z') = \frac{H_0^{(1)}(k_0(\sqrt{(z - z')^2 + (z + x')^2})) - H_0^{(1)}(k_0(\sqrt{(z - z')^2 + (z + x')^2}))}{\sqrt{(z - z')^2 + (z + x')^2} + (z + x' + iv)^2} dv.
\]

\[
G_z(x, z; x', z') = \frac{H_0^{(1)}(k_0(\sqrt{(z - z')^2 + (z - x')^2})) + H_0^{(1)}(k_0(\sqrt{(z - z')^2 + (z + x')^2}))}{\sqrt{(z - z')^2 + (z + x')^2} + (z + x' + iv)^2} dv.
\]

Upon substitution of the incident, reflected, and scattered field as given in equations (5.8), (5.114), and (5.115), (5.116) respectively into (5.110) the following coupled
integral equations for the induced current can be derived

\[ J(x, z) = -i k_0 Y_0(e^{ik_0a} \sin \theta \cos \phi - e^{-ik_0a} \cos \theta \sin \phi) + \frac{1}{4} (e(x, z) - 1)(k_0^2 + \frac{\partial^2}{\partial x^2}) \int_s \int_s J_s(x', z') G_s(x, z; x', z') dx' dx' \]

\[ + \frac{1}{2} (e(x, z) - 1) \frac{\partial^2}{\partial x^2} \int_s J_s(x', z') G_s(x, z; x', z') dx' dx'. \]

(5.117)

\[ J_s(x, z) = i k_0 Y_0(e^{ik_0a} \sin \theta \cos \phi - e^{-ik_0a} \cos \theta \sin \phi) + \frac{1}{4} (e(x, z) - 1)(k_0^2 + \frac{\partial^2}{\partial x^2}) \int_s \int_s J_s(x', z') G_s(x, z; x', z') dx' dx' \]

\[ + \frac{1}{2} (e(x, z) - 1) \frac{\partial^2}{\partial x^2} \int_s J_s(x', z') G_s(x, z; x', z') dx' dx'. \]

(5.118)

5.10 The Method of Moment Solution

There is no known exact solution for the integral equations that were developed in the previous section. In this section an approximate numerical solution of these equations is obtained by employing the moment method.

Let us divide the cross section of the dielectric structure into \( N \) sufficiently small rectangular cells such that the dielectric constant and the polarization current can be approximated by constant values over each cell.

5.10.1 E Polarization

First consider the integral equation (5.113) which correspond to the E polarization case. Using the point matching technique the integral equation can be cast into a matrix equation of the following form

\[ [Z] [J] = [V] \]

(5.119)

where [Z] is the impedance matrix, [J] is the unknown vector whose entries are the value of polarization current at the center of each cell, i.e. \( (x_n, z_n) \), and finally [V] is
the excitation vector whose entries are given by

\[ v_n = i k_0 Y_0 (c(x_n, z_n) - 1) e^{i k_0 \sin \phi_0 z_n} \left( e^{-i k_0 \cos \phi_0 z_n} - \frac{1}{1 + 2 R Y_0 \cos \phi_0} e^{i k_0 \cos \phi_0 z_n} \right) \]

The off-diagonal elements of the impedance matrix can be obtained by approximating the Green’s function via its Taylor series expansion around the midpoint of each cell and then performing the integration analytically (see Appendix B). This technique allows us to choose very small cell sizes without incurring too much error because of the adjacent cells. For diagonal elements the free space Green’s function is approximated by its small argument expansion and then integration is performed analytically over the cell area. This allows us to choose rectangular shape cells instead of squares that are approximated by circles of equal areas in the traditional method [Richmond 1965]. In order to give the expressions for elements of the impedance matrix, let us define the following functions

\[ U(r_{mn}^s, \theta_{mn}^s) = -H_1^{(1)}(k_0 r_{mn}^s) \cos^2 \theta_{mn}^s + \frac{H_1^{(1)}(k_0 r_{mn}^s)}{k_0 r_{mn}^s} (\cos^2 \theta_{mn}^s - \sin^2 \theta_{mn}^s) \]  

\[ V(r_{mn}^s, \theta_{mn}^s) = -H_0^{(1)}(k_0 r_{mn}^s) \sin^2 \theta_{mn}^s + \frac{H_1^{(1)}(k_0 r_{mn}^s)}{k_0 r_{mn}^s} (\sin^2 \theta_{mn}^s - \cos^2 \theta_{mn}^s) \]  

where \( r_{mn}^s \) and \( \theta_{mn}^s \) are defined as

\[ r_{mn}^s = \begin{cases} \sqrt{(x_m - x_n)^2 + (z_m - z_n)^2} & \text{if } q = s \\ \sqrt{(x_m - x_n)^2 + (x_m + z_n)^2} & \text{if } q = i \\ \sqrt{(x_m - x_n)^2 + (x_m + z_n + iv)^2} & \text{if } q = c \end{cases} \]  

\[ \theta_{mn}^s = \begin{cases} \arctan \left( \frac{z_m - z_n}{x_m - x_n} \right) & \text{if } q = s \\ \arctan \left( \frac{z_m + z_n}{x_m - x_n} \right) & \text{if } q = i \\ \arctan \left( \frac{z_m + z_n}{z_m - x_n} \right) & \text{if } q = c \end{cases} \]
The diagonal entries are given by

\[
\begin{align*}
\tau_{nn} &= -1 - \frac{\beta}{2}(\xi(\tau_n, \tau_n) - 1)\left[\frac{4\Delta \tau_n \Delta \tau_n}{2}\ln \left(\frac{\Delta \tau_n^2 + \Delta \tau_n^2}{2}\right) + \gamma \left(\frac{\Delta \tau_n}{2} - \frac{\Delta \tau_n}{2}\right)\right] \\
&+ \left(\frac{\Delta \tau_n}{2}\right)^2 \arctan \left(\frac{\Delta \tau_n}{2}\right) \left(\frac{\Delta \tau_n}{2} - \frac{\Delta \tau_n}{2}\right) \\
&- \frac{\Delta \tau_n \Delta \tau_n}{4}\left(\xi(\tau_n, \tau_n) - 1\right)\alpha \int_0^\tau e^{-\nu \omega} H_0^{(1)}(k \rho \tau_n) d\nu,
\end{align*}
\]  
\text{(5.124)}

and the non-diagonal entries are expressed by

\[
\begin{align*}
\tau_{mn} &= \frac{\Delta \tau_n \Delta \tau_n}{4}\left(\xi(\tau_m, \tau_n) - 1\right)\left(1 - \frac{\Delta \tau_n}{2}\right)\theta_n^m(r_m^s, \theta_n^m) \\
&+ \frac{\Delta \tau_n}{2}V(r_m^s, \theta_n^m) - \alpha \int_0^\tau e^{-\nu \omega} H_0^{(1)}(k \rho \tau_n) d\nu,
\end{align*}
\]  
\text{(5.125)}

Here, \(\Delta \tau_n\) and \(\Delta \tau_n\) are the dimension of the \(n^{th}\) rectangular cell and \(\gamma = 0.57721\) is Euler's constant.

The integrals in the (5.124) and (5.125) are evaluated numerically using the Gauss-Legendre quadrature technique. It should be mentioned here that when the observation and source points are both close to the surface \((k_0 \tau_n + \tau_n) \ll 1\) for some value of \(\nu = \nu_0\), the distance function \(r_0 = \sqrt{(\tau_n - \tau_n)^2 + (\tau_n + \tau_n + i\omega)^2}\) becomes very small. Consequently the integrand of the integral representing the image contribution varies very sharply around this point. In order to evaluate the integral accurately, the contribution of the integrand around \(\nu_0\) should be evaluated analytically. The integrand achieves its maximum when the absolute value of the distance function is minimum. This minimum occurs at

\[
\nu_0 = \sqrt{(\tau_n - \tau_n)^2 + (\tau_n + \tau_n + i\omega)^2}
\]  
\text{(5.126)}

If the argument of the square root in (5.126) is negative, then the distance function takes its minimum at \(\nu_0 = 0\). Figure 5.21 shows the integrand function in (5.125) when both observation and source points are very close to the surface. The analytical evaluation of the integral around the point \(\nu_0\) can be performed by using the small
Figure 5.21: The absolute value of the integrand function in (5.125) for \( \alpha = 112 - 230 \)

at 10 GHz, \( x_m + z_0 = 6 \times 10^{-5} \lambda_0 \), and five values of \( x_m - x_n \): (---) 0,

(- - - - -) \( \lambda_0/8 \), (-- --) \( \lambda_0/4 \), (--- --) 3\( \lambda_0/8 \), (--- - - -) \( \lambda_0/2 \).
argument expansion of the Hankel function, i.e.

\[ e^{-i\theta} H_0^{(1)}(k_0 r e^{i\theta}) \approx e^{-i\theta}[1 + \frac{2i\gamma}{\pi} + \frac{2i}{\pi} \ln\left(\frac{k_0 r e^{i\theta}}{2}\right)] \quad \nu_0 - \Delta \nu \leq \nu \leq \nu_0 + \Delta \nu \]

and

\[ \int_{\nu_0 - \Delta \nu}^{\nu_0 + \Delta \nu} e^{-i\theta} H_0^{(1)}(k_0 r e^{i\theta}) d\nu = e^{-i\theta}[2\Delta \nu(1 + \frac{i\gamma}{\pi} + \frac{i}{\pi} f_1)] \]

where

\[ f_1 = \frac{1}{2}(\zeta_m + \zeta_n + i\nu_0) \ln \frac{\rho^2 + \Delta \nu^2 + 2i\Delta \nu(\zeta_m + \zeta_n + i\nu_0)}{\rho^2 + \Delta \nu^2 + 2i\Delta \nu(\zeta_m - \zeta_n)} + \zeta_m - \zeta_n \ln \frac{\rho^2 + \Delta \nu^2 + 2i\Delta \nu(\zeta_m - \zeta_n)}{\rho^2 + \Delta \nu^2 + 2i\Delta \nu(\zeta_m + \zeta_n)} - \Delta \nu(2 - \ln \frac{\rho^2 + \Delta \nu^2}{\rho^2 + \Delta \nu^2 + 2i\Delta \nu(\zeta_m + \zeta_n + i\nu_0)^2}). \]

For self-image calculation we note that \( x_m = x_n \) which renders \( \nu_0 = 0 \) and

\[ \int_0^{\Delta \nu} e^{-i\theta} H_0^{(1)}(k_0 r e^{i\theta}) d\nu = (\Delta \nu(1 + \frac{i\gamma}{\pi} + \frac{\gamma}{\pi} f'_1) \]

where

\[ f'_1 = (\zeta_m + \zeta_n) \ln \frac{\zeta_m + \zeta_n + i\Delta \nu}{\zeta_m + \zeta_n} + i\Delta \nu [\ln \frac{k_0(\zeta_m + \zeta_n + i\Delta \nu)}{2} - 1]. \]

5.10.2 H Polarization

In the H polarization case, using the same partitioning of the cross section of the dielectric body the coupled integral equations (5.117) and (5.118) can be cast into the following coupled matrix equation

\[ Z_1 J_x + Z_2 J_y = V_x \]  \hspace{1cm} (5.127)

\[ Z_3 J_x + Z_4 J_y = V_y \]

where as before \( Z_1, \cdots, Z_4 \) are \( N \times N \) impedance matrices and \( V_x \) and \( V_y \) are the excitation vectors. The above coupled matrix equations can be represented by a \( 2N \times 2N \) matrix equation similar to (5.119) with

\[ [J] = \begin{bmatrix} J_x \\ J_y \end{bmatrix}, \quad [Z] = \begin{bmatrix} Z_1 & Z_2 \\ Z_3 & Z_4 \end{bmatrix}, \text{ and } [V] = \begin{bmatrix} V_x \\ V_y \end{bmatrix}. \]
The elements of the excitation vector are given by \((m = 1, \ldots, N)\)

\[
v_{m} = \frac{i}{k_{0}} Y_{0}(e(x_{m}, x_{m} - 1)) \cos \phi_{m} \frac{\sin \theta_{m}}{\cos \theta_{m}} \left( e^{-i k_{0} \cos \phi_{m} \sin \theta_{m}} + \frac{1}{i \omega_{0}} \frac{1}{k_{0} \sin \theta_{m}} e^{-i k_{0} \cos \phi_{m} \sin \theta_{m}} \right)
\]

\[
v_{m+1,N} = \frac{i}{k_{0}} Y_{0}(e(x_{m}, x_{m} - 1)) \sin \phi_{m} \frac{\sin \theta_{m}}{\cos \theta_{m}} \left( e^{-i k_{0} \cos \phi_{m} \sin \theta_{m}} + \frac{1}{i \omega_{0}} \frac{1}{k_{0} \sin \theta_{m}} e^{-i k_{0} \cos \phi_{m} \sin \theta_{m}} \right)
\]

Here again the entries of the impedance matrix are obtained by expansion of the Green's function over each cell as explained in the E polarization case. Because of the higher degree of singularity of the Green’s function in this case using these expansions is even more important to avoid anomalous errors. The following derivative of the functions defined by (5.120) and (5.121) are needed to obtain the entries of the impedance matrix

\[
\frac{d}{d n} U(r_{mn}^{a}, \theta_{mn}^{a}) = k_{0}^{2} \left\{ H_{0}^{(1)}(k_{0} r_{mn}^{a}) \cos^{2} \theta_{mn}^{a} \left( \frac{3}{2} \cos \theta_{mn}^{a} + \frac{1}{2} \sin^{2} \theta_{mn}^{a} \right) + \frac{3 \sin^{2} \theta_{mn}^{a}}{(k_{0} r_{mn}^{a})^{2}} \left( 3 \cos^{2} \theta_{mn}^{a} - \sin^{2} \theta_{mn}^{a} \right) \right. \\
+ H_{2}^{(1)}(k_{0} r_{mn}^{a}) \left[ \frac{3}{2} \cos \theta_{mn}^{a} \sin^{2} \theta_{mn}^{a} - \frac{3 \sin^{2} \theta_{mn}^{a}}{(k_{0} r_{mn}^{a})^{2}} \right] \\
+ H_{4}^{(1)}(k_{0} r_{mn}^{a}) \left[ \frac{1}{4} \cos \theta_{mn}^{a} \sin^{2} \theta_{mn}^{a} \sin^{2} \theta_{mn}^{a} \right] \right\}
\]

\[
\frac{d}{d n} U(r_{mn}^{a}, \theta_{mn}^{a}) = k_{0}^{2} \left\{ H_{0}^{(1)}(k_{0} r_{mn}^{a}) \sin^{2} \theta_{mn}^{a} \left( \frac{3}{2} \cos \theta_{mn}^{a} + \frac{1}{2} \sin^{2} \theta_{mn}^{a} \right) + \frac{3 \sin^{2} \theta_{mn}^{a}}{(k_{0} r_{mn}^{a})^{2}} \left( 3 \cos^{2} \theta_{mn}^{a} - \sin^{2} \theta_{mn}^{a} \right) \right. \\
+ H_{2}^{(1)}(k_{0} r_{mn}^{a}) \left[ \frac{3}{2} \cos \theta_{mn}^{a} \sin^{2} \theta_{mn}^{a} + \frac{3 \sin^{2} \theta_{mn}^{a}}{(k_{0} r_{mn}^{a})^{2}} \right] \\
+ H_{4}^{(1)}(k_{0} r_{mn}^{a}) \left[ \frac{1}{4} \cos \theta_{mn}^{a} \sin^{2} \theta_{mn}^{a} \sin^{2} \theta_{mn}^{a} \right] \right\}
\]

(5.128)

(5.129)
$$\frac{\partial^2}{\partial r_m^2} U(r_m, \theta_m) = k_3^2 \sin \theta_m \cos \theta_m \left[ H_0^{(1)}(k_m r_m) \left( \frac{3}{2} \cos^2 \theta_m + \frac{1}{2} \sin^2 \theta_m \right) + H_1^{(1)}(k_m r_m) \left( \frac{1}{2} \sin^2 \theta_m - \frac{1}{2} \cos^2 \theta_m \right) \right]$$
\[ \frac{\partial^2}{\partial z \partial z^*} V(r_m^a, \theta_m^a) = k_0^3 \sin \theta_m^a \cos \theta_m^a \left[ H^{(1)}(k_0 r_m^a) \right] \frac{1}{2} \sin^2 \theta_m^a + \frac{1}{4} \cos^2 \theta_m^a \]
\[ + \frac{4}{(k_0 r_m^a)} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \]
\[ + H^{(1)}(k_0 r_m^a) \left[ 2 \cos^2 \theta_m^a - 3 \sin^2 \theta_m^a \right] + \frac{4}{(k_0 r_m^a)^2} \]
\[ (\sin^2 \theta_m^a - \cos^2 \theta_m^a) \]
\[ + H^{(1)}(k_0 r_m^a) \left[ -\frac{1}{2} \sin^2 \theta_m^a + \frac{2}{(k_0 r_m^a)} (\sin^2 \theta_m^a - \cos^2 \theta_m^a) \right] \]
\[ + H^{(1)}(k_0 r_m^a) \left[ \frac{1}{2} (\sin^2 \theta_m^a - \cos^2 \theta_m^a) \right] \]
\]

The non-diagonal elements of the impedance matrix are given by
\[
\begin{align*}
Z_{1m} = & \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ H^{(1)}(k_0 r_m^a) \right] \sin \theta_m^a + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \\
& - \sin^2 \theta_m^a + \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m)} \left[ \frac{1}{2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \right] \}
\end{align*}
\]
\[
\begin{align*}
Z_{2m} = & \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ -H^{(1)}(k_0 r_m^a) \right] + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \cos \theta_m^a \sin \theta_m^a \\
& + \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m)} \left[ \frac{1}{2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \right] \cos \theta_m^a \sin \theta_m^a \\
& + \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m)} \left[ \frac{1}{2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \right] \cos \theta_m^a \sin \theta_m^a \\
& - \beta \frac{\omega}{\epsilon_0} e^{-\beta \theta_m^a} \left[ \frac{1}{2} \left( \frac{1}{(k_0 r_m^a)} \right) \cos \theta_m^a \sin \theta_m^a \right] \}
\end{align*}
\]
\[
\begin{align*}
Z_{3m} = & \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ -H^{(1)}(k_0 r_m^a) \right] + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \cos \theta_m^a \sin \theta_m^a \\
& + \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m)} \left[ \frac{1}{2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \right] \cos \theta_m^a \sin \theta_m^a \\
& + \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m)} \left[ \frac{1}{2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \right] \cos \theta_m^a \sin \theta_m^a \\
& - \beta \frac{\omega}{\epsilon_0} e^{-\beta \theta_m^a} \left[ \frac{1}{2} \left( \frac{1}{(k_0 r_m^a)} \right) \cos \theta_m^a \sin \theta_m^a \right] \}
\end{align*}
\]

\(\beta = \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ H^{(1)}(k_0 r_m^a) \right] \sin \theta_m^a + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \}
\]

\(\beta = \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ -H^{(1)}(k_0 r_m^a) \right] + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \}
\]

\(\beta = \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ -H^{(1)}(k_0 r_m^a) \right] + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \}
\]

\[\beta = \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ -H^{(1)}(k_0 r_m^a) \right] + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \]

\[\beta = \frac{4 \lambda_2 \lambda_3 \lambda_4}{\epsilon (r_m, z_m) - 1} \{ \left[ -H^{(1)}(k_0 r_m^a) \right] + \frac{2 H^{(1)}(k_0 r_m^a)}{(k_0 r_m^a)^2} (\cos^2 \theta_m^a - \sin^2 \theta_m^a) \} \]
\[ x_{4mn} = \frac{i\Delta x_{4mn}}{4} \left( \epsilon(x_m, x_n) - 1 \right) \int H_0^{(1)}(k \Delta x_{mn}) \cos^2 \theta_{mn} + \frac{H_0^{(1)}(k \Delta x_{mn})}{(k \Delta x_{mn})} (\sin^2 \theta_{mn} \right.
\]
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around the point \( \nu_0 \) is even more important. For example the integrand in equation (5.134) can be approximated by

\[
e^{-\beta \nu} H_0^{(1)}(k_0 \nu_{\text{mc}} \sin^2 \theta_{\text{mc}} + \frac{\nu_{\text{mc}}}{(k_0 \nu_{\text{mc}})^2} (\cos^2 \theta_{\text{mc}} - \sin^2 \theta_{\text{mc}})) \approx e^{-\beta \nu} \{ H_0^{(1)}(k_0 \nu_0) \}
\]

\[
\frac{(x_m + x_{\nu_0})^2}{k_0 \nu_{\text{mc}}^2} - \frac{(2 - \frac{i \gamma}{\pi} - \frac{i}{2} - \frac{i \gamma}{\pi})}{\ln \frac{2 \pi}{k_0 \nu_{\text{mc}}}} \int \frac{e^{-\beta \nu} \{ H_0^{(1)}(k_0 \nu_0) \}}{(x_m - x_{\nu_0})^2 - \frac{(x_m + x_{\nu_0} + i \nu_0)^2}{k_0 \nu_{\text{mc}}}} dx_{\nu_0}
\]

where the small argument expansion of \( H_0^{(1)}(k_0 \nu_{\text{mc}}) \) is used and \( \nu \) is set to \( \nu_0 \) everywhere except in the denominators. Figure 5.22 shows the variation of the integrand as a function of \( \nu \) for some typical values of source and observation points, and Fig. 5.23 compares the integrand with its approximation. It should be noted here that the phase of integrand varies very rapidly around \( \nu_0 \) resulting in a faster variation of the integrand than what is shown in Fig. 5.22. If the integrand in (5.134) around the \( \Delta \nu \) neighborhood of \( \nu_0 \) is denoted by \( S_1 \) then

\[
S_1 = e^{-\beta \nu} \{ H_0^{(1)}(k_0 \nu_0) \}[x_m + x_{\nu_0} + i \nu_0]^2 - \frac{(x_m - x_{\nu_0})^2}{\ln \frac{2 \pi}{k_0 \nu_{\text{mc}}}} \int \frac{e^{-\beta \nu} \{ H_0^{(1)}(k_0 \nu_0) \}}{(x_m - x_{\nu_0})^2 - \frac{(x_m + x_{\nu_0} + i \nu_0)^2}{k_0 \nu_{\text{mc}}}} dx_{\nu_0}
\]

\[
I_3 = \frac{1}{2(\nu_m - \nu_0)} \ln \frac{\nu_m - \nu_0}{\nu_m + \nu_0} \frac{1}{2(\nu_m - \nu_0)} \ln \frac{\nu_m + \nu_0}{\nu_m + \nu_0}
\]

In evaluation of the diagonal elements, we set \( x_m = x_\nu \), which leads to \( \nu_0 = 0 \) and the integral in (5.138) is approximated by

\[
\text{Integrand} \approx \left( \frac{i}{2 \pi} - \frac{\gamma}{\pi} - \frac{i}{2} + \frac{i \gamma}{\pi} + \frac{1}{\pi} \frac{k_0 (x_m + x_{\nu_0} + i \nu_0)^2}{x_m - x_{\nu_0}} \right)
\]

\[
S_1 = \frac{i \gamma}{\pi} \frac{k_0}{2} I_3 + \frac{i}{\pi} I_3 + \left( \frac{i}{2 \pi} - \frac{\gamma}{\pi} - \frac{i}{2} \right) \Delta \nu,
\]
Figure 5.22: The absolute value of the integrand function in (5.134) for $\beta = 75 + j154$

at 10 GHz, $x_m + x_w = 6 \times 10^{-5} \lambda_0$, and five values of $x_m - x_w$: (---) 0,

(- - - -) $\lambda_0/8$, (---) $\lambda_0/4$, (---) $3\lambda_0/8$, (-----) $\lambda_0/2$. 
Figure 5.23: The absolute value of the integrand function in (5.134) and its approximation for $\beta = 75 + i154$ at 10 GHz, $\tau_m + \tau_n = 6 \times 10^{-3} \lambda_0$, and $\tau_m - \tau_n = \lambda_0/8$: (---) integrand, (---) approximation of integrand.
where

\[ I_2' = -\frac{1}{2} \ln \left( \frac{\Delta \nu}{\nu_0} \right) \left( \frac{\epsilon_m + \epsilon_n}{\epsilon_m + \epsilon_n + i\Delta \nu} \right) \]

\[ I_3 = \frac{\Delta \nu}{\ln \left( \frac{\Delta \nu}{\nu_0} \right)} \]

To extract the contribution of the integrand in (5.135) around \( \nu_0 \) we use similar approximations as in (5.134). If this integral is denoted by \( S_3 \), then

\[ S_3 = e^{-\Delta \nu} (x_n - x_n) (x_n + x_n + i\nu_0) \left( I_3^{(0)}(k_0\nu_0) + \frac{1}{\nu} \right) \]

\[ - \frac{1}{2} \ln \left( \frac{\Delta \nu}{\nu_0} \right) \left| I_3 \right|^2 \]

The integral in (5.136) around the point \( \nu_0 \) is approximated by \( S_3 \) where

\[ S_3 = S_2 \]

and similarly for the integral in (5.137) if \( S_4 \) represents the integral around \( \nu_0 \) then

\[ S_4 = e^{-\Delta \nu} \left( I_3^{(1)}(k_0\nu_0) \right) \left( x_m - x_n \right)^2 \]

\[ - \frac{1}{2} \ln \left( \frac{\Delta \nu}{\nu_0} \right) \left| I_3 \right|^2 \]

When \( z_m = z_n \) then \( \nu_0 = 0 \) and this integral is represented by

\[ S_4 = \frac{i^2}{\pi k_0} I_2' - \frac{i}{\pi} I_2' + \left( \frac{i}{2\pi} - \frac{i\gamma}{\pi} - \frac{1}{2} \right) \Delta \nu \]

5.10.3 Far Field Evaluation

Once the system of linear equation (5.119) for the polarization current has been solved the scattered field due to the dielectric structure at any point in the upper half-space can be obtained by means of (5.112) and (5.115) and (5.116) for E and H polarization respectively. Here again it is convenient to approximate the integral representing the scattered field by a summation of integrals over each cell. For E
polarization we get

\[
E_{1}^{s}(x,z) = \frac{-\mu_{0}E_{0}}{k} \sum_{n=1}^{N} J_{s}(x_{n}, z_{n}) \Delta x_{n} \Delta z_{n} \left( H_{0}^{(1)}(k_{0}r_{s}) + \frac{\mu_{0}E_{0}^{2}}{24} U(r_{s}, \theta_{s}) + \frac{\mu_{0}E_{0}^{2}}{24} V(r_{s}, \theta_{s}) \right) - \alpha \int_{0}^{2\pi} e^{-\alpha r_{s}} H_{0}^{(1)}(k_{0}r_{s}) d\nu,
\]

(5.141)

where \( r_{s} \) and \( \theta_{s} \) (\( q = s \) or \( c \)) are similar to those defined in equations (5.122) and (5.123) with \( x_{n} \) and \( z_{n} \) replaced with \( x \) and \( z \) respectively. The far zone radiation pattern may be obtained by employing expression (5.141) and the large argument expansion of the Hankel function (keeping the terms up to the order \( r_{s}^{4} \)). If the angle between the direction of observation and normal to the sheet is denoted by \( \phi \), as shown in Fig. 5.20, then

\[
r_{s} \approx \rho - x_{n} \sin \phi_{s} - z_{n} \cos \phi_{s}
\]

Finally employing the definition of far field amplitude as given by (5.72) in the upper half-space (\( |\phi_{s}| < \frac{\pi}{2} \)) we have

\[
P^{+}_{s}(\phi_{0}, \phi_{s}) = \frac{\mu_{0}E_{0}^{2}}{k} \sum_{n=1}^{N} J_{s}(x_{n}, z_{n}) \Delta x_{n} \Delta z_{n} \left[ \left[ 1 - \frac{\mu_{0}E_{0}^{2}}{24} \sin^{2} \phi_{s} \cos^{2} \phi_{s} \right] e^{-\alpha r_{s}} \sin \phi_{s} \left\{ e^{-\alpha \rho_{s} \sin \phi_{s}} - \frac{1}{\cos \phi_{s}} \right\} \right].
\]

(5.142)

The far field amplitude in the lower half-space also can be found if we use the Green’s function for the lower half-space as given by equation (5.93). Again employing the distant approximations, the far field amplitude in the lower half-space (\( |\phi_{s}| > \frac{\pi}{2} \)) can be obtained from

\[
P^{-}_{s}(\phi_{0}, \phi_{s}) = \frac{\mu_{0}E_{0}^{2}}{k} \sum_{n=1}^{N} J_{s}(x_{n}, z_{n}) \Delta x_{n} \Delta z_{n} \left[ \left[ 1 - \frac{\mu_{0}E_{0}^{2}}{24} \sin^{2} \phi_{s} \cos^{2} \phi_{s} \right] e^{-\alpha r_{s}} \sin \phi_{s} \left\{ e^{\alpha \rho_{s} \sin \phi_{s}} - \frac{1}{\cos \phi_{s}} \right\} \right].
\]

(5.143)

The scattered field in the H polarization case can be obtained from equations (5.115) and (5.116) which can basically be expressed in a form similar to (5.141).
far zone such expression can be simplified by noting that
\[\frac{1}{2} \frac{d}{d\theta} H_0^{(1)}(r, \theta) \approx -H_0^{(1)}(r, \theta) \cos \theta\]
\[\frac{1}{2} \frac{d}{d\theta} H_0^{(1)}(r, \theta) \approx -H_0^{(1)}(r, \theta) \sin \theta\]
and further as distance from origin to the observation point (r) approaches to infinity
then \(\theta \to \pi/2 - \phi\). Under the mentioned conditions we notice that the scattered field
in the polar coordinate system has only a \(\phi\) component. Using the large argument
expansion of the Hankel functions and contribution of the image in the far zone, the
far field amplitude in the upper half-space is of the following form

\[P_+^{(1)}(\phi_0, \phi) = \frac{\phi \Delta z}{4} \sum_{n=1}^{N} e^{i k \Delta z \phi} \sin \psi_n \sin \phi_0 \sin \phi \left( e^{-ikz \cos \phi_0 \Delta z} + \frac{e^{ikz \cos \phi_0 \Delta z}}{1 - 2ikz \cos \phi_0 \Delta z} \right) \]

and in the lower half-space \((\phi > \frac{\pi}{2})\) we get

\[P_-^{(1)}(\phi_0, \phi) = \frac{\phi \Delta z}{4} \sum_{n=1}^{N} e^{i k \Delta z \phi} \sin \psi_n \sin \phi_0 \sin \phi \left( e^{-ikz \cos \phi_0 \Delta z} - \frac{e^{ikz \cos \phi_0 \Delta z}}{1 - 2ikz \cos \phi_0 \Delta z} \right) \]

5.11 Numerical Results

In this section the results of the perturbation solution for variable thickness dielectric
slabs are compared with the numerical solution based on the exact image
theory for a resistive sheet in conjunction with the moment method. In the nu-
merical solution the hump of the slab is considered as the dielectric object and
the constant-thickness portion of the slab is modelled by a resistive sheet (see Fig.
5.16). In all of the test cases the dielectric slab is assumed to be homogeneous with
$\epsilon = 36 + i17$, $n_0 = \lambda_0/100$, $\Delta = 0.3$, and $\lambda_0 = 3$ cm. These parameters correspond to $R_0 = 180 + i270$, $\alpha = 112 - i230$ and $\beta = 75 + i54$. Figures 5.24-5.31 show the bistatic echo width and the phase of the far field amplitude of a dielectric hump over the resistive sheet for $w = \lambda_0/15$ and $w = \lambda_0/25$ at incidence angle $\phi_0 = 0$ and $\phi_0 = 45$ for both polarizations. In each figure the results based on the perturbation technique are compared with the numerical results. The agreement is very good in spite of the fact that the perturbation solution is only a first order one. For larger dielectric structures the perturbation technique cannot be used and the moment method is the only available method of solution. For example, the central vein of a vegetation leaf can be modelled as a square dielectric cylinder above a resistive sheet. Figure 5.32 shows the bistatic echo width of a square cylinder with dimensions $\lambda_0/10 \times \lambda_0/10$ in free space, above a perfect conductor and above a resistive sheet, at normal incidence with $f = 10$ GHz, $\epsilon = 36 + i17$, and $R_0 = 180 + i270$ for $E$ polarization. Similar plots for $H$ polarization are presented in Fig. 5.33. Figure 5.34 show the backscattered echo width of the same structure with the same parameters for $E$ and $H$ polarizations. It can be deduced that the dielectric hump has a broad radiation pattern and if the resistive sheet were finite this would be the main contributor to the scattered field away from the specular direction.
Figure 5.24: Bistatic echo width of a dielectric hump with $\epsilon = 36 + i17$, $\Delta = 0.3$, and $\omega = \lambda_0/15$ over a resistive sheet with $R_0 = 180 + i270$ ($\alpha = 112 - i230$) at $f = 10$ GHz and $\theta_0 = 0$ degrees for $E$ polarization: (---) numerical technique, (· · · · ·) perturbation technique.
Figure 5.25: Phase of the far field amplitude of a dielectric hump with $\varepsilon = 36 + i17$, $\Delta = 0.3$, and $\omega = \lambda_0/15$ over a resistive sheet with $R_0 = 180 + i270$ ($\alpha = 112 - i230$) at $f = 10$ GHz and $\phi_0 = 0$ degrees for $E$ polarization: (----) numerical technique, (.....) perturbation technique.
Figure 5.26: Bistatic echo width of a dielectric hump with $\epsilon = 36 + i17$, $\Delta = 0.3$, and $w = \lambda/15$ over a resistive sheet with $R_0 = 180 + i270$ ($\alpha = 112 - i230$) at $f = 10$ GHz and $\phi_0 = 45$ degrees for $E$ polarization: (—) numerical technique, (· · · ·) perturbation technique.
Figure 5.27: Bistatic echo width of a dielectric hump with $\varepsilon = 36 + i17$, $\Delta = 0.3$, and $\omega = \lambda_0/25$ over a resistive sheet with $R_0 = 180 + i270$ ($\alpha = 112 - i230$) at $f = 10$ GHz and $\phi_0 = 0$ degrees for $E$ polarization: (——) numerical technique; (· · · ·) perturbation technique.
Figure 5.28: Bistatic echo width of a dielectric hump with $\epsilon = 36 + \imath 17$, $\Delta = 0.3$, and $\omega = \lambda_0/15$ over a resistive sheet with $R_0 = 193 + \imath 270$ ($\beta = 75 + \imath 154$) at $f = 10$ GHz and $\phi_0 = 0$ degrees for H polarization: (---) numerical technique, (-----) perturbation technique.
Figure 5.29: Phase of the far field amplitude of a dielectric hump with $\epsilon = 36 + i\gamma$, $\Delta = 0.3$, and $w = \lambda_0/15$ over a resistive sheet with $R_0 = 180 + i270$ ($\beta = 75 + i154$) at $f = 10$ GHz and $\phi_0 = 0$ degrees for H polarization: (-----) numerical technique, (- - - -) perturbation technique.
Figure 5.30: Bistatic echo width of a dielectric hump with \( \epsilon = 36 + i17, \Delta = 0.3, \) and \( w = \frac{\lambda_0}{15} \) over a resistive sheet with \( R_0 = 180 + i270 (\beta = 75 + i154) \) at \( f = 10 \) GHz and \( \phi_0 = 45 \) degrees for H polarization: (-----) numerical technique, (-----) perturbation technique.
Figure 5.31: Bistatic echo width of a dielectric hump with $\varepsilon = 36 + i17$, $\Delta = 0.3$, and $\omega = \lambda_0/25$ over a resistive sheet with $R_0 = 180 + i270$ ($\beta = 75 + i154$) at $f = 10$ GHz and $\phi_0 = 0$ degrees for TE polarization: (——) numerical technique, (· · · · ·) perturbation technique.
Figure 5.32: Bistatic echo width of a $\lambda_0/10 \times \lambda_0/10$ square dielectric cylinder with $\epsilon = 36 + i17$, at $f = 10$ GHz and $\phi_0 = 0$ degrees for $E$ polarization:

(---) cylinder over resistive sheet $R_0 = 180 + i270$, (-----) cylinder over perfect conductor, (----) cylinder in free space.
Figure 5.33: Bistatic echo width of a $\lambda_0/10 \times \lambda_0/10$ square dielectric cylinder with $
abla = 36 + i17$, at $f = 10$ GHz and $\phi_0 = 0$ degrees for H polarization:
([---]) cylinder over resistive sheet $R_0 = 180 + i270$, (-----) cylinder over perfect conductor, (-----) cylinder in free space.
Figure 5.34: Backscattering echo width of a $\lambda_0/10 \times \lambda_0/10$ square dielectric cylinder over resistive sheet $R_0 = 180 + i270$ with $\epsilon = 36 + i17$ at $f = 10$ GHz: 
(----) E polarization, (- - - -) H polarization.
5.12 Conclusions

Problems of scattering from variable resistive and impedance sheets have been studied using a perturbation technique in the Fourier domain. A recursive form for the $n^{th}$ component of the induced current on the resistive sheet was derived which, in principle, allows evaluation of the current to the desired order of perturbation. Having analytical expression for the induced current in the Fourier domain culminates in having an analytical form for the far field amplitude. The solution for the induced current on an impedance sheet is identical to that of a resistive sheet whose resistivity is twice the impedance of the surface impedance.

The validity of the technique was checked in two limiting cases where the variation in the perturbation function is sharp in either the spatial or the Fourier domain. It was shown that the perturbation method is capable of handling both. The first order expression for the induced current was obtained analytically for an arbitrary perturbation, but the ability to obtain analytical expressions for the higher orders depends on the perturbation function. For a periodic resistivity, a closed form solution for any arbitrary order of perturbation was obtained. The results based on the perturbation method were compared with an exact solution based on the moment method. The analytical results were also checked against a GTD solution for the impedance insert problem and excellent agreement was observed. The moment method results for the problem of a dielectric hump over a resistive sheet using an exact image representation were also compared with the perturbation solution. Agreement between the analytical and numerical solutions is excellent. It was found that the required order of perturbation is proportional to the perturbation constant $\Delta$ and the width of the perturbation in the spatial domain, i.e. $L$ for a periodic perturbation and $w$ for the
impedance insert and dielectric hump problems. It was concluded that a vein and a variation in the thickness of a leaf do not have a significant effect near the specular direction, but in other directions they are substantial contributors to the scattered field.
CHAPTER VI

LOW FREQUENCY SCATTERING FROM CYLINDRICAL STRUCTURES AT OBLIQUE INCIDENCE

6.1 Introduction

Electromagnetic scattering properties of vegetation needles and very thin twigs are studied in this chapter. In previous chapters high frequency techniques were employed for planar leaves whose lateral dimensions are large compared with the incident wave length $\lambda_0$. At much lower frequencies and/or for smaller leaves whose dimensions are all small compared with $\lambda_0$, Rayleigh scattering theory is applicable. The far zone scattered field is then attributable to induced electric and magnetic dipoles, and for plane wave incidence, the dependence on the direction and polarization of the incident field can be made explicit by introducing the electric and magnetic polarizability tensors [Kleinman and Senior, 1986]. The tensor elements are functions only of the geometry and material of the scatterer and are expressible as weighted surface integrals of certain potentials which can be obtained from the solutions of elementary integral equations.

Classical Rayleigh scattering theory is extended to the case of a homogeneous dielectric cylinder of arbitrary cross section whose transverse dimensions are much
smaller than \( \lambda_0 \). This intermediate situation is provided by a pine needle whose transverse dimensions are small compared with the wavelength but whose length is much greater than \( \lambda_0 \). Vegetation needles usually come with circular, semi-circular, triangular, or circular sector cross section.

For a plane wave incident obliquely on a homogeneous dielectric cylinder of infinite length, the field at any point outside the cylinder can be written as the sum of contributions from line dipoles whose moments per unit length are expressible in terms of polarizability tensors. Integral equations are derived from which to determine the tensor elements and results are presented for a variety of cylinders and material constants. The generalization to a cylinder of finite length is now trivial.

In accordance with the physical optics approximation, it is assumed that the surface field is the same as that on the infinite cylinder, leading immediately to an expression for the far field in terms of the same polarizability tensors.

### 6.2 Infinite Cylinders

A homogeneous dielectric cylinder of arbitrary cross section is oriented with its generators parallel to the \( x \) axis of a Cartesian coordinate system \((x, y, z)\) (see Fig. 6.1). The relative permittivity and permeability of the dielectric are \( \varepsilon \) and \( \mu \) respectively, and the cylinder is illuminated by the linearly polarized plane wave

\[
E' = \hat{e}_x e^{i k' x}, \quad H' = Y_0 \hat{e}_y e^{i k' x}
\]  

(6.1)

propagating in the direction

\[
k' = \hat{x} \sin \beta \cos \phi_0 + \hat{y} \sin \beta \sin \phi_0 + \hat{z} \cos \beta.
\]  

(6.2)
Figure 6.1: Infinite cylinder geometry.
The unit vectors $\hat{a}$ and $\hat{b}$ specifying the directions of the incident electric and magnetic fields are such that
\[ \hat{a} \times \hat{b} = k', \quad k' \cdot \hat{a} = k' \cdot \hat{b} = 0. \]

Since the cylinder is uniform in the $z$ direction, the scattered field must have the same $z$ dependence as the incident field, namely $e^{i k_0 \cos \beta}$. If, for brevity, this factor is omitted, the electric and magnetic Hertz vectors defining the scattered field can be written as
\[ \Pi_e(x, y) = \frac{ik_0}{4\pi} \int S J_e(x', y') H_0^{(1)}(k_0 \sin \beta \sqrt{(x - x')^2 + (y - y')^2}) \, dx' \, dy', \] \[ \Pi_m(x, y) = \frac{ik_0}{4\pi} \int S J_m(x', y') H_0^{(1)}(k_0 \sin \beta \sqrt{(x - x')^2 + (y - y')^2}) \, dx' \, dy'. \]

where $J_e$ and $J_m$ are the induced electric and magnetic currents, $H_0^{(1)}$ is the Hankel function of the first kind of zeroth order, and the integration is over the cross section $S$ of the cylinder. In terms of the Hertz vectors the scattered fields are
\[ E^s = \nabla \cdot \Pi_e + k_0^2 \Pi_m + ik_0 Z_0 \nabla \times \Pi_m, \] \[ H^s = \nabla \times \Pi_e + k_0^2 \Pi_m - ik_0 Y_0 \nabla \times \Pi_e \] \( (6.5) \)

and we note that
\[ \nabla = \nabla_t + ik_0 \cos \beta \hat{z} \] \( (6.6) \)

where $\nabla_t$ is the transverse operator which, in Cartesian coordinates, is
\[ \nabla_t = \frac{\partial}{\partial x} + \frac{\partial}{\partial y}. \]

From (6.5) and (6.6) the field components become
\[ E_{es}^s = k_0^2 \Pi_{es} + \frac{\partial}{\partial x} \Pi_{es} + \frac{\partial}{\partial y} \Pi_{es} + ik_0 \cos \beta \frac{\partial}{\partial x} \Pi_{es} + ik_0 Z_0 \left( \frac{\partial}{\partial x} \Pi_{ms} - ik_0 \cos \beta \Pi_{ms} \right) \] \[ E_{fs}^s = \frac{\partial}{\partial x} \Pi_{es} + k_0^2 \Pi_{es} + \frac{\partial}{\partial y} \Pi_{es} - ik_0 \cos \beta \frac{\partial}{\partial x} \Pi_{es} + ik_0 Z_0 \left( \frac{\partial}{\partial x} \Pi_{ms} - ik_0 \cos \beta \Pi_{ms} \right) \] \[ E_{es}^s = ik_0 \cos \beta \frac{\partial}{\partial x} \Pi_{es} + ik_0 \cos \beta \frac{\partial}{\partial y} \Pi_{es} + k_0^2 \sin^2 \beta \Pi_{es} + ik_0 Z_0 \left( \frac{\partial}{\partial x} \Pi_{ms} - \frac{\partial}{\partial y} \Pi_{ms} \right) \]
\[ H_x^* = -i k_0 G_0 \left( \frac{\beta}{\gamma} \Pi_{tx} - i k_0 \cos \beta \Pi_{mx} \right) + k_0^2 \Pi_{tx} + \frac{\beta^2}{\gamma^2} \Pi_{mx} + \frac{\beta}{\gamma} \Pi_{my} + i k_0 \cos \beta \frac{\beta}{\gamma} \Pi_{mx} \]
\[ H_y^* = -i k_0 G_0 \left( \frac{\beta}{\gamma} \Pi_{ty} - i k_0 \cos \beta \Pi_{mx} \right) + \frac{\beta^2}{\gamma^2} \Pi_{mx} + k_0 \Pi_{my} + \frac{\beta}{\gamma} \Pi_{my} + i k_0 \cos \beta \frac{\beta}{\gamma} \Pi_{mx} \]
\[ H_z^* = -i k_0 G_0 \left( \frac{\beta}{\gamma} \Pi_{tz} - \frac{\beta}{\gamma} \Pi_{tx} \right) + i k_0 \cos \beta \frac{\beta}{\gamma} \Pi_{mx} + i k_0 \cos \beta \frac{\beta}{\gamma} \Pi_{my} + k_0 \sin^2 \beta \Pi_{mx} \]

If \( d \) is a typical transverse dimension of the cylinder and \( k_0 d, k_0 | N | d \ll 1 \) where \( N = (\epsilon \mu)^{1/2} \) is the refractive index, the currents and the Hertz vectors can be expanded in power of \( k_0 \) with only the lowest order terms retained. This is also true in the expressions (6.5) for the scattered field, and shows that in the near field of the cylinder

\[ E^s = \nabla \times \nabla \times \Pi_x, \quad H^s = \nabla \times \nabla \times \Pi_m \quad (6.7) \]

implying

\[ E_x^s = H^s = 0. \]

Thus, at low frequencies the electric and magnetic fields decouple, with the scattered electric field determined by the electric current (and, hence, permittivity) alone, and the magnetic field by the magnetic current (and permeability). Since the solution for the magnetic field can be deduced from that for the electric field by replacing \( \epsilon \) and \( \epsilon_0 \) by \( \mu \) and \( \mu_0 \), it is now sufficient to take \( \mu = 1 \) corresponding to a non-magnetic dielectric.

To determine the static field, the Hankel function in (6.3) is replaced by its small argument expansion:

\[ H_0^{(1)}(k_0 \sin \beta | \bar{\rho} - \bar{\rho}' |) \approx 1 + \frac{i z}{\pi \gamma} + \frac{i z}{\pi} \ln(k_0 \sin \beta | \bar{\rho} - \bar{\rho}' |). \]

where \( \bar{\rho} \) is the two-dimensional position vector and \( \gamma = 0.5772157 \ldots \) is Euler's constant. On inserting this into (6.7) and noting that

\[ \nabla \times \ln(k_0 \sin \beta | \bar{\rho} - \bar{\rho}' |) = \nabla \times \ln | \bar{\rho} - \bar{\rho}' |, \]
the lowest order scattered field becomes

\[ E'(\hat{r}) = -\nabla \left\{ \frac{iZ_0}{2\pi k_0} \int_{\Sigma} J_{el}(\hat{r}') \cdot \nabla_{\hat{r}'} \ln |\hat{r} - \hat{r}'| d\Sigma' \right\}, \]

with

\[ J_{el}(\hat{r}) = J_{el}(\hat{r}) \hat{z} + J_{el}(\hat{r}) \hat{y} \]

Since \( \frac{1}{i} \frac{\partial}{\partial t} J_{el} = P \) is simply the dipole moment per unit area, it follows that

\[ E' = -\nabla \Phi'(\hat{r}) \quad \text{(6.8)} \]

where

\[ \Phi'(\hat{r}) = \frac{iZ_0}{2\pi k_0} \int_{\Sigma} J_{el}(\hat{r}') \cdot \nabla_{\hat{r}'} \ln |\hat{r} - \hat{r}'| d\Sigma', \quad \text{(6.9)} \]

is the two-dimensional electrostatic potential.

To the zeroth order in \( k_0 \) the incident electric field is

\[ E^i = \hat{a} + a_x \hat{x} + a_y \hat{y} + a_z \hat{z} \]

which can be written as

\[ E^i = -\nabla \Phi^i + a_x \hat{x} \quad \text{(6.10)} \]

with

\[ \Phi^i = -a_x (x + c_1) - a_y (y + c_2) \quad \text{(6.11)} \]

where \( c_1, c_2 \) are arbitrary constants. The total potential is then

\[ \Phi = \Phi^i + \Phi^s \]
and the dependence on \( \hat{a} \) can be made explicit by writing

\[
\Phi = a_x \Phi_1 + a_y \Phi_2
\]

(6.12)

with a similar decomposition for \( \Phi^t \) and \( \Phi^s \).

In terms of the total field the polarization current is

\[
J_v(\hat{r}) = -ik_0 Y_0(\epsilon - 1)(E^t + E^s)
\]

(6.13)

and since \( E^t = 0 \),

\[
J_v(\hat{r}) = -ik_0 Y_0(\epsilon - 1)a_z
\]

(6.14)

in agreement with the result of Van Bladel [1963]. Also

\[
J_{sv}(\hat{r}) = -ik_0 Y_0(\epsilon - 1)(a_x \hat{\sigma} + a_y \hat{\sigma} - \nabla_x \Phi^s),
\]

that is

\[
J_{sv}(\hat{r}) = ik_0 Y_0(\epsilon - 1)\nabla_x (a_x \Phi_1 + a_y \Phi_2),
\]

(6.15)

and the derivation and solution of integral equations for \( \Phi_1 \) and \( \Phi_2 \) are discussed in Section 6.4.

### 6.3 Polarizability Tensors

At large distances \( \rho \gg k_0 d \) from the cylinder, the Hankel function in the expressions (6.3), (6.4) for \( \Pi_v, \Pi_m \) can be replaced by its large argument expansion. Thus

\[
\Pi_v \approx -\frac{2\pi}{k_0 d} \sqrt{\frac{\epsilon - 1}{\epsilon \rho}} e^{ik_0(\rho \sin \beta + \pi / 2)} (-1)^{l+1} \int J_v(\hat{r}') d\hat{r}'
\]

\[
= \frac{1}{4} \sqrt{\frac{\epsilon - 1}{\epsilon \rho}} e^{ik_0(\rho \sin \beta + \pi / 2)} (-1)^l \int \{ -\nabla_x (a_x \Phi_1 + a_y \Phi_2) + a_z \hat{z} \} d\hat{r}'
\]

(6.16)
in which the $x$ dependence has been restored, and since

$$
\int_S \nabla^2 \Phi(\vec{r}') dS' = \int_C \Phi(\vec{r}') n^i dC'
$$

where $\hat{n}$ is the outward unit vector normal to the boundary $C$ of $S$,

$$
\Pi_s = \frac{i}{4} \sqrt{x_{4\alpha}} e^{i k_0 x_{4\alpha}} e^{i k_0 (x \sin \beta + z \cos \beta) = \frac{1}{2} (\epsilon - 1)} \left\{ \frac{1}{2} (a_2 \Phi_1 + a_3 \Phi_2) n^i dC' + A a_x \hat{z} \right\}
\tag{6.17}
$$

where $A$ is the cross-sectional area of the cylinder.

Similarly, if $\Psi$ is the total magnetostatic potential such that

$$
\mathbf{H} = -Y_0 \nabla \Phi + Y_0 b_z \hat{z}
$$

with

$$
\Phi = b_x \Phi_1 + b_y \Phi_2,
$$

we have

$$
\Pi_m = \frac{i}{4} \sqrt{x_{4\alpha}} e^{i k_0 x_{4\alpha}} e^{i k_0 (x \sin \beta + z \cos \beta) = \frac{1}{2} (\mu - 1)} \left\{ \frac{1}{2} (b_3 \Psi_1 + b_y \Psi_2) n^i dC' + A b_z \hat{z} \right\}
\tag{6.18}
$$

and from the $z$ dependence in (6.16) and (6.17) it is evident that the scattering is confined to the forward cone $\hat{k}' \cdot \hat{z} = \cos \beta$. In the far zone, $\nabla \approx i k_0 \hat{k}'$, and hence

$$
\mathbf{E}' = \sqrt{\frac{2}{x_{4\alpha}} e^{i k_0 (x \sin \beta + z \cos \beta) = \frac{1}{2} (\mu - 1)} S
\tag{6.19}
$$

with

$$
S = \frac{-ik_0^2}{\epsilon} \left\{ \hat{k}' \times \hat{k}' \times (\epsilon - 1) \left\{ a_3 \Phi_1 + a_3 \Phi_3 \right\} n^i dC' + A b_z \hat{z} \right\}
$$

The scattering is attributable to electric and magnetic line dipoles along the $z$ axis. The electric dipole moment per unit length is

$$
p = \epsilon_0 (\epsilon - 1) \left\{ a_2 \Phi_1 + a_3 \Phi_3 \right\} n^i dC' + A a_x \hat{z}
\tag{6.20}
$$
and if
\[ p = \varepsilon_0 P \cdot \hat{a}, \]
(6.21)

the elements of the polarizability tensor \( P \) are
\[
\begin{align*}
P_{xx} &= -(\varepsilon - 1) \int d\sigma \Phi_1 \hat{n} \cdot \hat{z} \hat{d} c', \\
P_{xy} &= -(\varepsilon - 1) \int d\sigma \Phi_2 \hat{n} \cdot \hat{y} \hat{d} c', \\
P_{xz} &= (\varepsilon - 1) A, \\
P_{ss} &= P_{xx} = P_{yy} = P_{yy} = 0.
\end{align*}
\]
(6.22)

The elements are functions only of the geometry and permittivity of the cylinder and are real if \( \varepsilon \) is. Using reciprocity it can be shown that the tensor is symmetric, i.e. \( P_{xy} = P_{yx} \), and if the cylinder is symmetric about either the \( x \) or \( y \) axis, the tensor is diagonal \( (P_{yy} = P_{xz} = 0) \) in the given coordinate system.

Similarly, the magnetic dipole moment per unit length is
\[
m = Y_d(\mu - 1) \left\{ -\int (k_0 \Phi_1 + k_0 \Phi_2) \hat{n} \hat{d} c' + A \hat{k} \hat{z} \right\}
\]

and if
\[
m = Y_d M \cdot \hat{b},
\]

the magnetic polarizability tensor \( M \) differs from \( P \) only in having \( \mu \) and \( \Phi \) in place of \( \varepsilon \) and \( \Phi \). Clearly, for a non-magnetic dielectric, \( m = 0 \). In terms of the tensors
\[
S = -\frac{ik^2}{4} \left( \hat{k} \times \hat{k}' \times [P \cdot \hat{a}] + \hat{k} \times [M \cdot \hat{b}] \right),
\]
(6.23)

and the dependence on the incident and scattered field directions is now explicit.

\(^{3}\)M differs in sign from the magnetic polarizability tensor usually defined (see, for example, Keller et al., 1972).
6.4 Tensor Elements

To compute the tensor elements it is necessary to determine the potential on the boundary $C$, and one way to do this is using integral equations. For brevity, we shall confine attention to the electrostatic potential $\Phi_1$.

From (6.9) and (6.15) the scattered field potential is

$$\Phi^s_1(\bar{\rho}) = \frac{\epsilon - 1}{2\pi} \int_S \nabla'_1 \Phi_1(\bar{\rho}') \cdot \nabla'_1 \ln | \bar{\rho} - \bar{\rho}' | \, ds'.$$

and since

$$\nabla'_1 \Phi_1(\bar{\rho}') \cdot \nabla'_1 \ln | \bar{\rho} - \bar{\rho}' | = \nabla'_1 \cdot (\Phi_1(\bar{\rho}') \nabla'_1 \ln | \bar{\rho} - \bar{\rho}' |) - \Phi_1(\bar{\rho}') \nabla'^2_1 \ln | \bar{\rho} - \bar{\rho}' |,$$

we have

$$\Phi^s(\bar{\rho}) = \frac{\epsilon - 1}{2\pi} \int_C \nabla'_1 \Phi_1(\bar{\rho}') \cdot \frac{\partial}{\partial \nu} \ln | \bar{\rho} - \bar{\rho}' | \, ds' - \frac{\epsilon - 1}{2\pi} \Delta,$$

where

$$\Delta = \int_S \Phi_1(\bar{\rho}') \nabla'^2_1 \ln | \bar{\rho} - \bar{\rho}' | \, ds'.$$

When the observation point is on the boundary, the boundary condition gives

$$\Phi^s_1 = \Phi_1 + x + c_1$$

and for a piecewise smooth surface, $\Delta = \alpha \Phi_1(\bar{\rho})$ where $\alpha$ is equal to the angle subtended by the surface at the point $\bar{\rho}$. Thus, for a smooth surface, $\alpha = \pi$, and an integral equation for $\Phi_1$ on $C$ is then

$$\left( \frac{\epsilon + 1}{2} \right) \Phi_1(\bar{\rho}) - \left( \frac{\epsilon - 1}{2\pi} \right) \int_C \Phi_1(\bar{\rho}') \frac{\cos \theta'}{| \bar{\rho} - \bar{\rho}' |} \, ds' = -x - c_1 \quad (6.24)$$

where $\theta'$ is shown in Fig. 6.2.
One of the few geometries for which an analytical solution of (6.24) is possible is a circular cylinder. If the radius is $r$, \[
\frac{\cos \theta'}{|\bar{p} - \bar{\nu}'|} = \frac{1}{2r}
\]
independent of position on $C$. The integral on the left hand side of (6.24) is therefore independent of $\bar{p}$, which forces $\Phi_1(\bar{p})$ to be a linear function of $x$ independent of $y$.

By simple substitution it is found that
\[
\Phi_1(\bar{p}) = -\frac{2x}{\epsilon + 1} - c_1
\]
and hence
\[
\frac{P_{xx}}{A} = \frac{P_{yy}}{A} = \frac{2\epsilon - 1}{\epsilon + 1}
\]
with
\[
\frac{P_{zz}}{A} = \epsilon - 1.
\]
These are consistent with the eigenfunction expansion for a homogeneous cylinder at oblique incidence [Rock et al., 1970] when only two terms in the series are retained,
and are identical to the tensor elements for a long thin spheroid when normalized to the volume. For \( \epsilon = \epsilon' + i\epsilon'' \) the real and imaginary parts of \( P_{zz}/A \) (see (6.25)) are plotted as functions of \( \epsilon' \) for a variety of \( \epsilon'' \) in Figs. 6.3 and 6.4 respectively.

With other geometries it is a trivial matter to solve the integral equation numerically, and a moment method code has been developed for this purpose. The contour is divided into \( N \) segments small enough to treat the potential as constant over each, and point matching is then employed to convert the equation into a set of \( N \) linear equations of the form

\[
Z \mathbf{X} = \mathbf{Y}
\]

(6.27)

where \( Z \) is the impedance matrix, \( \mathbf{X} \) is the potential (unknown) vector and \( \mathbf{Y} \) is the excitation (known) vector. The elements of the impedance matrix are

\[
Z_{mn} = \begin{cases} \frac{\Delta m}{2\pi} \frac{e^{i\theta_m} \Delta n}{\sqrt{(x_m-x_n)^2+(y_m-y_n)^2}} & m \neq n \\ \frac{\Delta m}{2} & m = n \end{cases}
\]

(6.28)

where \( \Delta_m \) is the length of the \( m^{th} \) segment.

The tensor elements have been computed for cylinders whose cross section are the semicircle, equilateral triangle and square shown in Fig. 6.5, and in each case symmetry about the \( y \) axis diagonalizes the tensor. In Figs. 6.6 through 6.9 the real and imaginary parts of \( P_{xx}/A \) and \( P_{yy}/A \) for the semicircular cylinder are plotted as functions of \( \epsilon' \). Qualitatively, the curves are similar to those for the circular cylinder, and this prompted a search for simple analytical formulas. Since the scattering vanishes if \( \epsilon = 1 \) and the integral equation (6.24) shows that the potential is infinite if \( \epsilon = -1 \), it was assumed that (for example)

\[
P_{xx} = \frac{c_0 - 1}{\epsilon + c_0}, \quad \frac{\epsilon + c_1}{\epsilon + 1}
\]
where \( c_0 \), \( c_1 \), and \( c_2 \) are constants, and after a few trials an excellent fit to the data was obtained with the empirical formulas

\[
\frac{P_{xx}}{A} = \frac{3.00}{\varepsilon + 1} \cdot \frac{\varepsilon - 1}{\varepsilon + 1} \cdot \frac{\varepsilon + 1.05}{\varepsilon + 2.20} \tag{6.29}
\]

\[
\frac{P_{yy}}{A} = \frac{1.56}{\varepsilon + 1} \cdot \frac{\varepsilon - 1}{\varepsilon + 2.00} \tag{6.30}
\]

The error is less than two percent. The analogous results for the triangular and square cylinders are

\[
\frac{P_{xx}}{A} = \frac{P_{yy}}{A} = \frac{2.64}{\varepsilon + 1} \cdot \frac{\varepsilon - 1}{\varepsilon + 1} \cdot \frac{\varepsilon + 4.17}{\varepsilon + 5.95} \tag{6.31}
\]

and

\[
\frac{P_{xx}}{A} = \frac{P_{yy}}{A} = \frac{2.16}{\varepsilon + 1} \cdot \frac{\varepsilon - 1}{\varepsilon + 1} \cdot \frac{\varepsilon + 3.38}{\varepsilon + 3.76} \tag{6.32}
\]

respectively, and the latter agree with the values reported by Mei and Van Bladel [1963].
Figure 6.3: Real part of the normalized polarizability tensor element $P_{xx}/A$ for a circular cylinder with the $e''$ indicated.
Figure 6.4: Imaginary part of the normalized polarizability tensor element $P_{xx}/A$ for a circular cylinder with the $\epsilon^*$ indicated.
Figure 6.5: Circular, semicircular, triangular and square cylinders.
Figure 6.6: Real part of the normalized polarizability tensor element $P_{xx}/A$ for a semicircular cylinder with the $e^\alpha$ indicated.
Figure 6.7: Imaginary part of the normalized polarizability tensor element $P_{xx}/A$ for a semicircular cylinder with the $\varepsilon''$ indicated.
Figure 6.8: Real part of the normalized polarizability tensor element $P_{yy}/A$ for a semicircular cylinder with the $\varepsilon'$ indicated.
Figure 6.9: Imaginary part of the normalized polarizability tensor element $P_{xx}/A$ for a semicircular cylinder with the $e''$ indicated.
6.5 Finite Cylinder

In accordance with the physical optics approximation, it is assumed that for a cylinder of finite length \( l \gg \lambda_0 \) the surface fields are the same as those for the infinite cylinder. To determine the far field the three-dimensional Green's function is employed in place of the Hankel function. The scattering is no longer confined to the forward cone and if, as before, the scattering direction is \( \hat{k}_s \), the integration with respect to \( z \) can be carried out immediately and gives \( (l \sin U)/U \) where

\[
U = \frac{k_0 l}{2} \left( \hat{k}_s \cdot \hat{z} - \cos \beta \right).
\]  

(6.33)

The far field amplitude, defined as the coefficient of \( re^{-ik_0 r}E^r \) in the far zone, is then

\[
S = -\frac{k_0^2}{4\pi} \left( \hat{k}_s \times \hat{k}_s \times [i(P \cdot \hat{z}) + \hat{k}_s \times [i(M \cdot \hat{z})] \right) \sin \frac{U}{U}.
\]

where \( P \) and \( M \) are the tensors previously defined. As expected, for large \( k_0 l \) the scattering decreases rapidly away from the forward cone \( \hat{k}_s \cdot \hat{z} = \cos \beta \).

6.6 Conclusions

The preceding analysis provides an extension of Rayleigh scattering theory to cylindrical dielectric bodies whose transverse dimensions are small compared with the wavelength but whose length is much greater than \( \lambda_0 \). The results are strikingly similar to those for bodies all of whose dimensions are much less than \( \lambda_0 \) (Kleinman and Senior, 1986), and for a circular cylinder of infinite length the polarization tensor elements normalized to the cross section area \( A \) are identical to the elements for a thin prolate spheroid (or "rod") when normalized to the volume \( V \). Of course, for a cylinder of finite length, \( V = \ell A \), and apart from the factor \( \sin U/U \), the same formulas are applicable for \( \ell \gg \lambda_0 \) and \( \ell \ll \lambda_0 \).
Qualitatively, the variation of $P_{ee}/A$ and $P_{em}/A$ as functions of $c'$ for fixed $c''$ is similar for all four cylinder cross sections considered, but there are significant quantitative differences. For a semicircle, for example, the normalized elements differ by almost a factor 2 from those for a circle, and such shape dependence is greater than that typical of a small body in the Rayleigh region. It would appear that accurate modelling of the cross section is more important when $\ell \gg \lambda_0$, and for remote sensing applications we note that many pine needles are almost semicircular.
CHAPTER VII

SCATTERING FROM CYLINDRICAL BODIES

7.1 Introduction

Trunk and branches are the significant parts of a tree canopy. For remote sensing study of a forested area, electromagnetic scattering of tree trunk and branches are of concern. At microwave frequencies and higher the trunk and branches of almost any tree is much larger than the wavelength $\lambda_0$ and depending on frequency their diameter varies from fraction of a wavelength to many wavelengths. A simple geometry that best describes branches is a cylinder. As explained in Section 1.3 the dielectric constant of a branch is high and lossy. Thus a branch may be modelled by a non-magnetic lossy dielectric cylinder with arbitrary cross section.

Study of circular cylinder is of great importance for two reasons: 1) an exact analytical solution exists which can be used for comparison purposes 2) branches and trunk of many tree species are almost circular. The analytical solution for infinite circular cylinder has been known for a long time [van de Hults, 1957]. Approximate solution for a cylinder of finite length are also given by Ruck et al [1970]. In this chapter we derive an approximate solution (semi-exact) for a finite cylinder with arbitrary orientation which is superior to that given in Ruck et al. This solution is
exact as regards to the transverse resonances and assumes the currents on the surface are the same as if the cylinder were infinite in length.

Approximate physical optics expressions for scattered field are also derived for a finite cylinder with arbitrary cross section and orientation. These results can easily be extended to include stratified dielectric cylinders. It is shown that for lossy dielectric cylinders the physical optics results are in a very good agreement with the exact solution at high frequencies.

7.2 Exact Solution for a Circular Cylinder

Suppose a homogeneous non-magnetic infinite circular cylinder of radius $r_1$ is illuminated by a plane wave of arbitrary polarization. The cylinder is oriented so that its axis is coincident with the $z'$ axis of a local Cartesian coordinate system $(x', y', z')$. Further assume that the incident propagation vector $\hat{k}_i$ lies in the $x' - z'$ plane with

$$\hat{k}_i \cdot z' = -\sin \beta, \quad \hat{k}_i \cdot z' = \cos \beta$$  \hspace{1cm} (7.1)

and

$$E_i \cdot z' = e_i e^{ik_0(z' - x'\sin \beta + z'\cos \beta)}$$  \hspace{1cm} (7.2)
$$H_i \cdot z' = Y_0 h_i e^{ik_0(z' - x'\sin \beta + z'\cos \beta)}$$

from which the other field components can be found. Since the cylinder is infinite in the $z$ direction, it follows that all the field components must have the same $z$-dependency as the incident field namely $e^{ik_0\cos \beta}$, implying $\frac{\partial}{\partial z} = ik_0 \cos \beta$. Circular cylinder is one of the few geometries for which an exact scattering solution exist. From Maxwell's equation it can be shown that the $z$ components of electric and magnetic fields must satisfy the wave equation in terms of which other field components
can be obtained. For a medium with relative dielectric constant $\epsilon$ we have

\[
E_x = \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \left( \frac{1}{\ii\kappa} \frac{\partial}{\partial y} \frac{\partial}{\partial y} E_x \right) + \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \frac{\partial^2}{\partial y^2} E_x,
\]

\[
E_y = \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \left( \frac{1}{\ii\kappa} \frac{\partial}{\partial y} \frac{\partial}{\partial y} E_y \right) + \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \frac{\partial^2}{\partial y^2} E_y,
\]

\[
Z_0 H_x = \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \left( \frac{1}{\ii\kappa} \frac{\partial}{\partial y} E_x \right) - \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \frac{\partial}{\partial z} E_z H_x,
\]

\[
Z_0 H_y = \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \left( \frac{1}{\ii\kappa} \frac{\partial}{\partial y} E_y \right) - \frac{1}{\ii\kappa (\epsilon - \cos \beta)} \frac{\partial}{\partial z} E_z H_y.
\]

In this case the wave equation is separable and the incident and scattered fields can be expanded in terms of cylindrical eigen functions. By noting that

\[
e^{-\ii \kappa_0 \sin \beta} = \sum_{\ii \in \mathbb{Z}} (-\ii)^m J_m (k_0 \sin \beta) e^{\ii \kappa \ell},
\]

it can be shown that at the surface $\rho = \rho_1$ the tangential components of the total field are

\[
E_x = \sum_{m=-\infty}^{\infty} (-\ii)^m \left\{ \epsilon_x J_m (x_0) + A_m H_m^||(x_0) \right\} e^{\ii \kappa_0 \rho_1 \cos \beta} + \ii \kappa_0 \rho_1 \sin \beta
\]

\[
H_x = Y_0 \sum_{m=-\infty}^{\infty} (-\ii)^m \left\{ \epsilon_x J_m (x_0) + B_m H_m^||(x_0) \right\} e^{\ii \kappa_0 \rho_1 \cos \beta} + \ii \kappa_0 \rho_1 \sin \beta
\]

\[
E_y = \sum_{m=-\infty}^{\infty} (-\ii)^m \left\{ \epsilon_x J_m (x_0) + A_m H_m^||(x_0) \right\} e^{\ii \kappa_0 \rho_1 \cos \beta} + \ii \kappa_0 \rho_1 \sin \beta
\]

\[
H_y = Y_0 \sum_{m=-\infty}^{\infty} (-\ii)^m \left\{ \epsilon_x J_m (x_0) + B_m H_m^||(x_0) \right\} e^{\ii \kappa_0 \rho_1 \cos \beta} + \ii \kappa_0 \rho_1 \sin \beta
\]

where $J_m$ and $H_m^||$ are the Bessel and Hankel functions respectively of order $m$, a prime attached to a function denotes the derivative, and $x_0 = k_0 \rho_1 \sin \beta$. When the boundary conditions at $\rho = \rho_1$ are imposed, we obtain [Ruck et al., 1970, pp. 273-274]:

\[
A_m = C_m^T \epsilon_x + i C_m \alpha
\]

\[
B_m = C_m^T \beta - i C_m \alpha
\]
where

\[
C_{m}^{TM} = \frac{-V_m R_m - \frac{1}{2} \int \left( \frac{d}{dx} H_0^{TM}(x) \right) B(x) dx}{R_m N_m - \left[ \omega_0 H_0^{TM}(0) J_m(x_1) \right]^2}
\]

\[
C_{m}^{TE} = \frac{-M_m K_m - \frac{1}{2} \int \left( \frac{d}{dx} H_0^{TE}(x) \right) E(x) dx}{R_m N_m - \left[ \omega_0 H_0^{TE}(0) J_m(x_1) \right]^2}
\]

\[
\tilde{C}_m = \frac{i \frac{\alpha_m}{\Omega} \int \beta_m \left( \frac{d}{dx} H_0^{TM}(x) \right) B(x) dx}{R_m N_m - \left[ \omega_0 H_0^{TM}(0) J_m(x_1) \right]^2}
\]

with

\[
x_1 = k_0 \rho \rho_1 \sqrt{\varepsilon - \cos^2 \beta}
\]

\[
\varphi = m k_0 \rho \rho_1 \cos \beta \left( \frac{1}{2} - \frac{1}{2} \right)
\]

\[
V_m = k_0 \rho \rho_1 \left\{ \frac{1}{2} J_m(x_0) J_m(x_1) - \frac{1}{2} J_m(x_0) J_m(x_1) \right\}
\]

\[
P_m = k_0 \rho \rho_1 \left\{ \frac{1}{2} H_0^{TM}(x_0) J_m(x_1) + \frac{1}{2} H_0^{TM}(x_0) J_m(x_1) \right\}
\]

\[
N_m = i k_0 \rho \rho_1 \left\{ \frac{1}{2} H_0^{TE}(x_0) J_m(x_1) + \frac{1}{2} H_0^{TE}(x_0) J_m(x_1) \right\}
\]

\[
M_m = k_0 \rho \rho_1 \left\{ \frac{1}{2} J_m(x_0) J_m(x_1) - \frac{1}{2} J_m(x_0) J_m(x_1) \right\}
\]

By invoking the field equivalence principle, the scattered field outside the cylinder region can be attributed to fictitious electric \( \mathbf{J}_s \) and magnetic \( \mathbf{J}_m \) surface currents given by

\[
\mathbf{J}_s = \bar{n} \times \mathbf{H}, \quad \mathbf{J}_m = -\bar{n} \times \mathbf{E}
\]

where \( \mathbf{E} \) and \( \mathbf{H} \) are the total electric and magnetic field over the surface of the cylinder and \( \bar{n} \) is the unit vector outward normal to the surface. The surface currents are therefore

\[
\mathbf{J}_s = Y_0 (\sin \phi' \phi' - \cos \phi' \phi') \sum_{m=-\infty}^{\infty} (-1)^m \left\{ h_s J_m(x_0) + B_m H_0^{TM}(x_0) \right\} e^{im \phi' + i k_0 \rho \rho' \cos \beta}
\]

\[
-\frac{Y_0}{\rho_1 \sin \rho_1} \phi' \sum_{m=-\infty}^{\infty} (-1)^m \left\{ k_0 \sin \beta \left[ e_s J_m(x_0) + A_m H_0^{TM}(x_0) \right] \right\} e^{im \phi' + i k_0 \rho \rho' \cos \beta},
\]

\[
\mathbf{J}_m = -Y_0 (\sin \phi' \phi' - \cos \phi' \phi') \sum_{m=-\infty}^{\infty} (-1)^m \left\{ c_s J_m(x_0) + A_m H_0^{TE}(x_0) \right\} e^{im \phi' + i k_0 \rho \rho' \cos \beta}
\]

\[
-\frac{Y_0}{\rho_1 \sin \rho_1} \phi' \sum_{m=-\infty}^{\infty} (-1)^m \left\{ k_0 \sin \beta \left[ c_s J_m(x_0) + B_m H_0^{TE}(x_0) \right] \right\} e^{im \phi' + i k_0 \rho \rho' \cos \beta}.
\]
In order to find the scattered fields for a cylinder of finite length \( L \gg \lambda_0 \), \(-\frac{1}{2} < z' < \frac{1}{2}\), we may assume that the currents on the curved sides are the same as those on the infinite cylinder. If the effect of the end caps is ignored, the Hertz vectors describing the scattered field are

\[
\Pi_i(r) = \frac{\epsilon i}{r} \left( \frac{\partial \epsilon}{\partial r} \right) f_{-\frac{1}{2}}^\frac{1}{2} \int_0^{2\pi} J_m e^{-i\beta r} R \cos(\phi - \phi') e^{i\alpha \phi'} r_i d\phi' dz' \\
\Pi_m(r) = \frac{\epsilon i}{r} \left( \frac{\partial \epsilon}{\partial r} \right) f_{-\frac{1}{2}}^\frac{1}{2} \int_0^{2\pi} J_m e^{-i\beta r} R \cos(\phi - \phi') e^{i\alpha \phi'} r_i d\phi' dz' 
\]

(7.11)

where \( \phi \) and \( B \) are given by

\[
B = \left[ (\hat{k}_z \cdot \hat{z}')^2 + (\hat{k}_z \cdot \hat{y}')^2 \right]^{\frac{1}{2}}
\]

and

\[
\cos \phi = \frac{1}{B} \hat{k}_z \cdot \hat{z}' , \quad \sin \phi = \frac{1}{B} \hat{k}_z \cdot \hat{y}' .
\]

The integrations in (7.11) can be carried out exactly. The \( z' \) integration produces \( \sin \frac{\alpha \phi}{V} \) with \( V = \frac{1}{2} k_0 b (\hat{k}_x - \hat{k}_y) \cdot \hat{z}' \) and

\[
\int_0^{2\pi} e^{-i\theta_{1\alpha}} B \cos(\phi - \phi') e^{im\phi} d\phi' = 2\pi (-i)^m J_m (\theta_{1\alpha}) e^{im\phi}
\]

\[
\int_0^{2\pi} \cos \theta' e^{-i\theta_{1\alpha}} B \cos(\phi - \phi') e^{im\phi} d\phi' = 2\pi (-i)^m \left( i \cos \phi J_m (\theta_{1\alpha}) + \sin \phi \phi J_m (\theta_{1\alpha}) \right) e^{im\phi}
\]

\[
\int_0^{2\pi} \sin \theta' e^{-i\theta_{1\alpha}} B \cos(\phi - \phi') e^{im\phi} d\phi' = 2\pi (-i)^m \left( i \sin \phi J_m (\theta_{1\alpha}) - \cos \phi \phi J_m (\theta_{1\alpha}) \right) e^{im\phi}
\]

(7.12)

where \( \theta_{1\alpha} = k_0 \rho_1 B \). Hence, the scattering amplitude is

\[
S = \frac{k_0 \rho_1 b}{2 \sin \beta} \left( (D^x e_z + i D^z e_x) \hat{k}_x \times (\hat{k}_x \times \hat{z}') + (D^y h_z - i D^z h_y) \hat{k}_x \times \hat{z}' \right) \overline{\sin \frac{V}{V}}
\]

(7.13)
\[ D^w = \sum_{m=-\infty}^{\infty} (-1)^m \left\{ J_m(x_0)J_m(y_0) - \frac{\sin B}{B} J_m(x_0)J'_m(y_0) + C^{TM}_m \left[H^{(1)}_m(x_0)J_m(y_0)\right] \right\} e^{im\phi} \]
\[ D^k = \sum_{m=-\infty}^{\infty} (-1)^m \left\{ J_m(x_0)J_m(y_0) - \frac{\sin B}{B} J_m(x_0)J'_m(y_0) + C^{TM}_m \left[H^{(1)}_m(x_0)J_m(y_0)\right] \right\} e^{ik\phi} \]
\[ \tilde{D}^w = \sum_{m=-\infty}^{\infty} (-1)^m \left\{ \tilde{C}_m \left[H^{(1)}_m(x_0)J_m(y_0)\right] - \frac{\sin B}{B} \tilde{C}_m \left[H^{(1)}_m(x_0)J'_m(y_0)\right] \right\} e^{im\phi} \]
\[ \tilde{D}^k = \sum_{m=-\infty}^{\infty} (-1)^m \left\{ \tilde{C}_m \left[H^{(1)}_m(x_0)J_m(y_0)\right] - \frac{\sin B}{B} \tilde{C}_m \left[H^{(1)}_m(x_0)J'_m(y_0)\right] \right\} e^{ik\phi} . \]

(7.14)

The elements of the scattering matrix in the global coordinate system as defined in Section 1.4 are

\[ S_{VV} = -\left\{ \left[D^w(\tilde{v}, \tilde{z}) + iD^k(\tilde{h}, \tilde{z}')\right](\tilde{v}, \tilde{z}') + \left[D_k(\tilde{h}, \tilde{z})\right]\right\} \tan \beta \sin \kappa \]

(7.15)

\[ S_{vh} = -\left\{ \left[D^w(\tilde{h}, \tilde{z}) - iD^k(\tilde{v}, \tilde{z})\right](\tilde{v}, \tilde{z}') - \left[D_k(\tilde{v}, \tilde{z})\right]\right\} \tan \beta \sin \kappa \]

(7.16)

\[ S_{hv} = -\left\{ \left[D^w(\tilde{v}, \tilde{z}) + iD^k(\tilde{h}, \tilde{z})\right](\tilde{h}, \tilde{z}') - \left[D_k(\tilde{h}, \tilde{z})\right]\right\} \tan \beta \sin \kappa \]

(7.17)

\[ S_{hh} = -\left\{ \left[D^w(\tilde{h}, \tilde{z}) - iD^k(\tilde{v}, \tilde{z})\right](\tilde{v}, \tilde{z}') + \left[D_k(\tilde{v}, \tilde{z})\right]\right\} \tan \beta \sin \kappa \]

(7.18)

where \( \tilde{v}, \tilde{h}, \tilde{v}_s, \) and \( \tilde{h}_s \) are given by (1.9) and (1.10). The orientation of the cylinder in the global coordinate system can be specified completely by specifying the axis of the cylinder. If the \( \tilde{z}' \) axis is defined by polar angles \( \theta \) and \( \phi \), then

\[ \tilde{z}' = \sin \theta \cos \phi \tilde{x} + \sin \theta \sin \phi \tilde{y} + \cos \theta \tilde{z} . \]

(7.19)
In terms of polar coordinates of incidence, scattered, and the cylinder axis vectors, we have

\[ \hat{k}_i \cdot \hat{z}' = -\sin \beta = -C \]
\[ \hat{k}_i \cdot \hat{z} = \cos \theta_i \cos \theta_i + \sin \theta_i \sin \theta_i \cos (\phi_i - \phi_s) \]

where
\[ C = \left\{ 1 - \left[ \cos \theta_i \cos \theta_i + \sin \theta_i \sin \theta_i \cos (\phi_i - \phi_s) \right]^2 \right\}^{\frac{1}{2}} \]

Also
\[ \hat{\nu}_i \cdot \hat{z}' = -\cos \theta_i \sin \theta_i + \sin \theta_i \cos \theta_i \cos (\phi_i - \phi_s) \]
\[ \hat{b}_i \cdot \hat{z}' = -\sin \theta_i \sin (\phi_i - \phi_s) \]

and for the scattered field

\[ \hat{k}_s \cdot \hat{z}' = \frac{1}{2} \left\{ \sin^2 \theta_i \sin \theta_i \sin \theta_s \cos (\phi_i - \phi_s) \cos (\phi_s - \phi_s) + \sin \theta_i \cos \theta_i \right\} \\
\quad - \sin^2 \theta_i \cos \theta_i \cos \theta_s - \sin \theta_i \sin \theta_s \cos (\phi_i - \phi_s) \]
\[ \hat{k}_s \cdot \hat{y}' = \frac{1}{2} \left\{ \cos \theta_i \sin \theta_i \sin \theta_s \sin (\phi_i - \phi_s) + \sin \theta_i \cos \theta_i \sin \theta_s \sin (\phi_s - \phi_s) \right\} \\
\quad - \sin \theta_i \sin \theta_i \cos \theta_s \sin (\phi_i - \phi_s) \]
\[ \hat{k}_s \cdot \hat{z}' = \cos \theta_i \cos \theta_i + \sin \theta_i \cos \theta_i \cos (\phi_i - \phi_s) \]

with
\[ \hat{\nu}_s \cdot \hat{z}' = -\cos \theta_i \sin \theta_i + \sin \theta_i \cos \theta_i \cos (\phi_s - \phi_s) \]
\[ \hat{b}_s \cdot \hat{z}' = -\sin \theta_i \sin (\phi_s - \phi_s) \]

The expressions given by (7.15)-(7.18) differ from, and are potentially more accurate than, those given by Ruck et al (1970). In effect, the far field amplitude for the cylinder of finite length \( b \) is given in terms of the far field of the infinite cylinder by simply multiplying a factor proportional to \( b^{\frac{1}{2}} \). Since the field of the infinite cylinder exists only on the forward scattering cone having \( \hat{k}_s \cdot \hat{z}' = \hat{k}_i \cdot \hat{z}' = \cos \beta \), the polarization characteristics are those appropriate to these aspects alone. On the
cone $B = \sin \beta$, so that $y_0 = x_0$. Equation (7.13) then reduces to

$$S = -\frac{ib}{\pi \sin^2 \beta} \frac{\sin V}{V} \sum_{m=-\infty}^{+\infty} (-1)^m \left\{ A_m \hat{k}_s \times (\hat{k}_s \times \hat{z}') + B_m \hat{k}_s \times \hat{z}' \right\} e^{im\phi},$$

that is

$$S = -\frac{ib}{\pi \sin^2 \beta} \frac{\sin V}{V} \sum_{m=-\infty}^{+\infty} (-1)^m \left\{ -\cos \beta A_m \hat{\phi} + B_m \hat{\phi} + \sin \beta A_m \hat{z} \right\} e^{im\phi}, \quad (7.25)$$

and the sum is proportional to the far zone scattered electric field in the two-dimensional case.

The improved accuracy which (7.13) provides is, however, limited. Because the effect of the cylinder caps is ignored and the termination of the curved sides is not correctly modelled by simply truncating the current, the accuracy of (7.13) and, hence, the scattering matrix elements, deteriorates with increasing $\hat{k}_s \cdot \hat{z}'$ and/or $\hat{k}_s \cdot \hat{z}'$, but for aspects which are not too oblique, the transverse resonances of the cylinder should be accurately simulated.

### 7.3 Physical Optics Approximation

The semi-exact solution for circular cylinder given in the previous section is rather complicated and becomes very inefficient when radius of the cylinder is large compared with the wavelength. In fact the convergence rate of the series given by (7.14) is very poor when $x_0$ and/or $y_0$ are large. To treat stratified cylinders we have to deal with even a more complicated form and when the cylinder cross section is not circular there is no exact solution available. Under such conditions approximate solutions must be considered. An approximate solution at low frequencies was discussed in Chapter 6 and a high frequency approximation (physical optics) will be given here for lossy dielectric cylinders with large radius of curvature.
7.3.1 Cylinder of Arbitrary Cross Section

Suppose the surface of the cylinder is such that the radius of curvature is much larger than the wavelength and there is a unique normal \( \hat{n}' \) at each point on the cylinder. Thus, at high frequencies, each portion of the surface appears locally flat, and if it is regarded as part of an infinite plane, the local boundary value problem is that of a plane wave incident on a dielectric half space.

For the incident plane wave

\[
E' = E_0 e^{i k_0 k \cdot x}, \quad H' = H_0 e^{i k_0 k \cdot x}
\]

let \( \hat{t} \) be a unit vector perpendicular to the plane of incidence. Then by decomposing the incident field into vectors parallel and perpendicular to the plane of incidence we get

\[
E' = \{A(\hat{k} \times \hat{t}) + B\hat{t}\} e^{i k_0 k \cdot x}
\]

implying

\[
H' = Y_0 \{B(\hat{k} \times \hat{t}) - A\hat{t}\} e^{i k_0 k \cdot x}.
\]

The reflected plane wave is

\[
E' = \{AR_H(\hat{k} \times \hat{t}) + BR_H\hat{t}\} e^{i k_0 k \cdot x},
\]

\[
H' = \{BR_H(\hat{k} \times \hat{t}) - AR_H\hat{t}\} e^{i k_0 k \cdot x},
\]

where

\[
k_r = k_0 - 2(k_0 \cdot \hat{n}')\hat{n}'
\]

(7.27)

and \( R_E, R_H \) are the Fresnel reflection coefficients. Clearly

\[
A = -Z_0 H_0 \cdot \hat{t}, \quad B = E_0 \cdot \hat{t},
\]
and in the lit region the standard physical optics approximations to the equivalent surface currents are

\[ J_x = \hat{n}' \times (\mathbf{H}' + \mathbf{H}) , \quad J_m = -\hat{n}' \times (\mathbf{E}' + \mathbf{E}) \]

and therefore

\[ J_x = - \left\{ Y_0 (1 - R_E) (\mathbf{E}_0 \cdot \hat{t}) (\hat{n}' \cdot \hat{k}) t - (1 + R_H) (\mathbf{H}_0 \cdot \hat{t}) \hat{n}' \times \hat{t} \right\} e^{i\omega_0 k' x} \quad (7.28) \]

\[ J_m = - \left\{ Z_0 (1 - R_H) (\mathbf{H}_0 \cdot \hat{t}) (\hat{n}' \cdot \hat{k}) t + (1 + R_E) (\mathbf{E}_0 \cdot \hat{t}) \hat{n}' \times \hat{t} \right\} e^{i\omega_0 k' x} . \quad (7.29) \]

On the assumption that the loss is sufficient to prevent any penetration through \( n \), the electric and magnetic surface currents are zero on the shadowed region of the surface. Expressions (7.28) and (7.29) are equivalent to, but simpler than, those given by Beckmann [1965, p.85], and their symmetry is noteworthy.

Now the physical optics approximations to the electric and magnetic Hertz vectors in the far zone can be obtained and are of the following form

\[ \Pi_x(r) = \frac{e^{i\omega_0 r}}{r} \left\{ (1 - R_E) (\mathbf{E}_0 \cdot \hat{t})(\hat{n}' \cdot \hat{k}) t - Z_0 (1 + R_H) (\mathbf{H}_0 \cdot \hat{t}) \hat{n}' \times \hat{t} \right\} e^{i\omega_0 (k - k_t) t} \]

\[ \Pi_m(r) = \frac{e^{i\omega_0 r}}{r} \left\{ (1 - R_H) (\mathbf{H}_0 \cdot \hat{t})(\hat{n}' \cdot \hat{k}) t + Y_0 (1 + R_E) (\mathbf{E}_0 \cdot \hat{t}) \hat{n}' \times \hat{t} \right\} e^{i\omega_0 (k - k_t) t} \]

and the scattering amplitude is

\[ S = \frac{\text{Im}}{\pi} \int_\Sigma \left\{ (1 - R_E) (\mathbf{E}_0 \cdot \hat{t})(\hat{n}' \cdot \hat{k}) t \times (\hat{k} \times \hat{t}) + (1 + R_E) (\mathbf{E}_0 \cdot \hat{t}) \hat{k} \times (\hat{n}' \times \hat{t}) + Z_0 (1 - R_H) (\mathbf{H}_0 \cdot \hat{t})(\hat{n}' \cdot \hat{k}) t \times - Z_0 (1 + R_H) (\mathbf{H}_0 \cdot \hat{t}) \hat{k} \times \hat{k} \times (\hat{n}' \times \hat{t}) \right\} e^{i\omega_0 (k - k_t) t'} d\Sigma' \quad (7.30) \]

where the integration is confined to the illuminated portion of the surface.

With any cylinder whose local reflection coefficients \( R_E \) and \( R_H \) can be determined, the integral can be evaluated, and a convenient method to employ is the
stationary phase approximation which leads to an analytical expression for $S$. If, for simplicity, it is assumed that the cylinder is convex, there is a single SP point which is also the specular reflection point of geometrical optics. When the non-exponential portion of the integrand is evaluated at the SP point, the elements of the scattering matrix are found to be

\[
S_{VV} = - \left\{ R_R(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) + R_E(n' \cdot \hat{k}_s) \right\} \frac{n' \cdot \hat{k}_i}{|n' \times \hat{k}_i|^2} Q \tag{7.31}
\]

\[
S_{VH} = - \left\{ R_R(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) - R_E(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) \right\} \frac{n' \cdot \hat{k}_i}{|n' \times \hat{k}_i|^2} Q \tag{7.32}
\]

\[
S_{HV} = - \left\{ R_R(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) - R_E(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) \right\} \frac{n' \cdot \hat{k}_i}{|n' \times \hat{k}_i|^2} Q \tag{7.33}
\]

\[
S_{HH} = - \left\{ R_R(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) + R_E(n' \cdot \hat{k}_s)(n' \cdot \hat{k}_s) \right\} \frac{n' \cdot \hat{k}_i}{|n' \times \hat{k}_i|^2} Q \tag{7.34}
\]

where we have used (7.27) with $\hat{k}_s$ replaced by $\hat{k}_i$ to simplify the expressions, and

\[
Q = -\frac{ik_0}{2\pi} \int_{\Omega} e^{ik_0(n - \hat{n}_s)} r' dr' \tag{7.35}
\]

The boundary of the lit region is the curve $\hat{n}' \cdot \hat{k}_s = 0$ on the surface, and as $\hat{k}_s$ approaches $\hat{k}_i$, the specular point approaches the boundary. More importantly, the parameter which is assumed large in the SP approximation tends to zero as $\hat{k}_s \to \hat{k}_i$ and the method fails, but an alternative evaluation is now possible. For $\hat{k}_s = \hat{k}_i$, $R_R = R_E = -1$ and the terms in braces in the integrand of (7.30) reduce to $-2(n' \cdot \hat{k}_i)E_0$, giving

\[
S = \frac{i}{\lambda_0} E_0 \int_{\Omega} n' \cdot \hat{k}_i ds' = \frac{i A_0}{\lambda_0} E_0 \tag{7.36}
\]

where $A_0$ is the planar area enclosed by the boundary of the illuminated and shadowed regions on the surface. There is no depolarization and we observe that (7.36) is identical to the result for a flat plate whose projected area perpendicular to $\hat{k}_i$ is $A_p$. 


The above results are valid for any impenetrable convex body of large dimensions whose local reflection coefficients \( R_E \) and \( R_H \) are known, and can be generalized to a non-convex body which may possess more than one SP point. We shall now examine the special cases of a circular cylinder for which the integral expression for \( Q \) can be evaluated analytically.

7.3.2 Circular Cylinder

Consider the right circular cylinder as specified in Section 7.2. The unit normal vector to the surface and position vector on the surface are respectively given by

\[
\hat{n}' = \cos \phi' \hat{z}' + \sin \phi' \hat{\phi}'
\]

\[
r' = \rho_1 (\cos \phi' \hat{z}' + \sin \phi' \hat{\phi}') + \xi' \hat{z}'
\]

and if \( \phi' \) is measured from the plane defined by \( \hat{k} \) and \( \hat{z}' \), the illuminated region is \( |\phi'| < \frac{\pi}{2} \) with \( -\frac{\pi}{2} < \xi' < \frac{\pi}{2} \). Then

\[
Q = -\frac{i k_0 \rho_1}{2\pi} \int_{\frac{\pi}{2}}^{\phi} \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-ik_0 B_0 \rho_1 \cos(\xi'-\xi)} e^{-ik_0 (\xi'-\xi)} \rho' \xi' d\phi' d\xi'
\]  

(7.37)

where \( \phi \) and \( B \) are defined as before. The \( \xi' \) integration can be carried out immediately, giving \( \frac{k_0 B_0}{B} \) and provided \( k_0 B_0 \rho_1 >> 1 \), the \( \phi' \) integral can be evaluated using the SP method. The SP point is \( \phi' = \phi \) giving

\[
Q = -\frac{ib}{\pi} \sqrt{\frac{k_0 B_0}{2B}} e^{-ik_0 B_0 \rho_1} \left\{ F \left[ \sqrt{\frac{k_0 B_0 \rho_1}{2}} \left( \frac{\pi}{2} + \phi \right) \right] + F \left[ \sqrt{\frac{k_0 B_0 \rho_1}{2}} \left( \frac{\pi}{2} - \phi \right) \right] \right\} \sin \frac{V}{V},
\]

(7.38)

and at aspects for which \( \sqrt{\frac{k_0 B_0}{2}} (\pi \pm \phi) \gg 1 \), the expression can be simplified using (3.16)

\[
Q = \frac{b}{2\pi} \sqrt{\frac{k_0 B_0 \rho_1}{2B}} e^{-ik_0 B_0 \rho_1} \frac{\sin \frac{V}{V}}{V}.
\]

(7.39)
The above results fail in the forward scattering direction for which \( B = 0 \), but in directions close to forward, an alternative approximation is possible. In near forward directions \( \langle \hat{k}_s - \hat{k}_i \rangle \cdot \hat{z}' \approx 0 \) and \( \hat{k}_s \cdot \hat{y}' \ll 1 \), thus

\[
S \approx -\frac{i\pi}{\lambda_0} E_0 \int_{-\frac{1}{2}}^{\frac{1}{2}} k_s E_0 \int_{-\frac{1}{2}}^{\frac{1}{2}} k_i \int_{0}^{2\pi} \cos \phi_\psi \sin \phi_\psi \sin \phi' d\phi' \approx -\frac{i\pi}{\lambda_0} \langle \hat{k}_s \cdot \hat{z}' \rangle \sin^2 V \sin \phi' \sin \phi\psi d\phi' = -\frac{i\pi}{\lambda_0} \langle \hat{k}_s \cdot \hat{z}' \rangle \sin^2 V \sin \phi' E_0
\]

with

\[
W = k_0 \rho_0 \langle \hat{k}_s \cdot \hat{y}' \rangle.
\]

When \( \hat{k}_s = \hat{k}_i \) implying \( \hat{k}_s \cdot \hat{y}' = 0 \) and, hence, \( W = V = 0 \), (7.40) reduces to (7.36).

Because of the importance of the solution for a circular cylinder, it is desirable to express the results in a global coordinate system \((X, Y, Z)\). In (7.31) - (7.34) all quantities with the possible exception of \( Q \) are evaluated at the stationary phase point such that

\[
\hat{k}_s = \hat{k}_i - 2(\hat{k}_s \cdot \hat{n}') \hat{n}'.
\]

At the SP point

\[
\hat{n}' = \cos \hat{z}' \hat{x} + \sin \hat{z}' \hat{y}
\]

using (7.41) we have

\[
\hat{n}' = \frac{1}{B} \left\{ \left[ (\hat{k}_s - \hat{k}_i) \cdot \hat{z}' \left( \hat{k}_s \cdot \hat{z}' \right) \left( \hat{k}_s \cdot \hat{z}' \right) - (\hat{k}_s \cdot \hat{y}') \left( \hat{k}_s \cdot \hat{y}' \right) \right] + (\hat{k}_s \cdot \hat{y}') \left( \hat{k}_s \cdot \hat{y}' \right) \right\}
\]

and it can be shown that in scattering directions other than forward

\[
B = -2\hat{n}' \cdot \hat{k}_i.
\]

Then

\[
\hat{n}' \cdot \hat{t}_i = -\frac{1}{B} \left\{ \left[ (\hat{k}_s - \hat{k}_i) \cdot \hat{z}' \left( \hat{k}_s \cdot \hat{z}' \right) \left( \hat{k}_s \cdot \hat{z}' \right) - (\hat{k}_s \cdot \hat{y}') \left( \hat{k}_s \cdot \hat{y}' \right) \right] + (\hat{k}_s \cdot \hat{y}') \left( \hat{k}_s \cdot \hat{y}' \right) \right\}
\]

\[
\hat{n}' \cdot \hat{t}_i = -\frac{1}{B} \left\{ \left[ (\hat{k}_s - \hat{k}_i) \cdot \hat{z}' \left( \hat{k}_s \cdot \hat{z}' \right) \left( \hat{k}_s \cdot \hat{z}' \right) - (\hat{k}_s \cdot \hat{y}') \left( \hat{k}_s \cdot \hat{y}' \right) \right] + (\hat{k}_s \cdot \hat{y}') \left( \hat{k}_s \cdot \hat{y}' \right) \right\}
\]
which can be evaluated using (7.20) - (7.23), and
\[ \hat{n}' \cdot \hat{u}_s = \frac{1}{i} \left( \cos \theta_1 \sin \phi_s - \sin \theta_1 \cos \theta_s \cos(\phi_s - \phi_1) \right) \]
\[ \hat{n}' \cdot \hat{h}_s = -\frac{1}{i} \sin \theta_1 \sin(\phi_s - \phi_1) \]

(7.43)

7.4 Numerical Results

From a physical point of view, the scattering from a dielectric cylinder of radius comparable to or greater than the wavelength can be attributed to two types of mechanism: ray reflections from the surface and from multiple internal bounces, for example, the glory ray; and surface waves which propagate around the cylinder, shedding energy as they go. The latter are the main source of the field in the geometric shadow of perfectly conducting and very lossy cylinders. For a lossless cylinder, the internally-reflected rays produce a backscattered field which is an extremely complicated function of frequency and is almost noise-like even for the largest values of \( k_0 \rho_1 \). If the cylinder is lossy, however, these resonances diminish as \( k_0 \rho_1 \) and/or the loss tangent increases. This is illustrated in Figs. 7.1 and 7.2 where the normalized backscattering cross section \( \frac{\sigma}{(\omega \rho_1)^2} \) is plotted as a function of \( k_0 \rho_1 \) for \( E \) (or \( TM \)) or \( H \) (or \( TE \)) polarizations respectively for \( \varepsilon = 10 + i\varepsilon' \) with \( \varepsilon' = 1, 2 \) and 5.

Principal plane bistatic scattering patterns for a homogeneous cylinder having \( \rho_1 = 2\lambda_0 \) and \( \varepsilon = 10 + i\varepsilon' \) computed using the physical optics approximations are shown in Figs. 7.3 and 7.4 for TM and TE polarizations respectively. The quantity plotted is the normalized scattering cross section \( \frac{\sigma_0}{\sigma_0} \) where \( \sigma_0 = k_0 \rho_1 b^2 \) is the physical optics value for the backscattering cross section of a perfectly conducting cylinder, and the ratio is therefore independent of the length \( b \) of the cylinder. The solid curves were computed using (7.31) and (7.34) with \( Q \) given by (7.39), and we note that the angular dependence (including the Brewster angle effect for \( H \)-polarization)
is attributable to the reflection coefficients $R_E$ and $R_H$. The (common) dashed curves are based on (7.40).

In Figs. 7.5 and 7.6 the exact solution for a cylinder with $\epsilon = 10 + i5$ are compared with the physical optics prediction, and the agreement is excellent for $k_0 \rho_1 > 3$. For this same material, the bistatic scattering patterns for a cylinder of radius $\rho_1 = 2\lambda_0$ are compared in Figs. 7.7 and 7.8. The physical optics results provide a good approximation to the exact data at most angles of scatter. Comparison with the exact solution (see Figs. 7.7 and 7.8) shows that the best approximation is obtained by using the near-forward scattering expression (7.40) for the main and (perhaps) the first one or two side lobes, and (7.31), (7.34) and (7.39) at other angles.

7.5 Conclusions

Expressions for the scattering matrix elements of cylindrical structures of finite length in the global coordinate system are given. For cylinder with circular cross section the expressions are semi-exact in the sense that the equivalent surface currents on the surface of the cylinder is approximated by the surface currents that would exist if the cylinder were infinite in length. These expressions are potentially more accurate than those given by Ruck et al [1970]. At high frequencies physical optics approximation is used. The standard physical optics currents in conjunction with the stationary phase approximation provide a simple expression for the far field amplitude of finite length cylinders with arbitrary cross section. For lossy cylinders with $\rho_1 > \lambda_0$ the physical optics results are in a very good agreement with the semi-exact solution.
Figure 7.1: Normalized backscattering cross section $\sigma/(k_0\rho_1^2)$ of a circular cylinder versus $k_0\rho_1$ for E polarization and different loss tangents: (---) $\epsilon = 10 + i1$, (- - -) $\epsilon = 10 + i2$, (- - -) $\epsilon = 10 + i5$. 
Figure 7.2: Normalized backscattering cross section $\sigma/(k_0\rho_1^2)$ of a circular cylinder versus $k_0\rho_1$ for H polarization and different loss tangents: (---) $\epsilon = 10 + i1$, (---) $\epsilon = 10 + i2$, (---) $\epsilon = 10 + i5$. 
Figure 7.3: Normalized bistatic scattering cross section $\sigma_{\text{bistatic}}$ of a finite cylinder with radius $\rho_1 = 2\lambda_0$ and $\epsilon = 10 + i5$ for E polarization using physical optics: (solid) stationary phase expression, (dashed) forward scattering expression.
Figure 7.4: Normalized bistatic scattering cross section $\frac{\sigma}{\sigma_{0}}$ of a finite cylinder with radius $r_1 = 2\lambda_0$ and $\epsilon = 10 + i5$ for $H$ polarization using physical optics: (---) stationary phase expression, (- - -) forward scattering expression.
Figure 7.5: Normalized backscattering cross section $\sigma/(k_0p_1^2)$ of a circular cylinder with $\epsilon = 10 + i5$ versus $k_0p_1$ for $E$ polarization: (-----) exact solution, (o o o) physical optics.
Figure 7.6: Normalized backscattering cross section $\sigma/(k_0\rho_1^2)$ of a circular cylinder with $\epsilon = 10 + i\delta$ versus $k_0\rho_1$ for H polarization: (---) exact solution, (o o o) physical optics.
Figure 7.7: Normalized bistatic scattering cross section $\sigma/(k_0^2 R^2)$ of a circular cylinder with $\rho_1 = 2\lambda_0$ and $\epsilon = 10 + i\delta$ for $E$ polarization: (—) exact solution, (o o o) physical optics.
Figure 7.8: Normalized bistatic scattering cross section $\sigma/(k_0\rho_0^2)$ of a circular cylinder with $\rho_1 = 2\lambda_0$ and $\epsilon = 10 + j5$ for H polarization: (——) exact solution, (o o o) physical optics.
CHAPTER VIII

HIGH FREQUENCY SCATTERING FROM CORRUGATED STRATIFIED CYLINDERS

8.1 Introduction

From a scattering point of view, a tree trunk can be viewed as a multi-layer dielectric cylinder. The outer layer is rough with almost a periodic pattern and the roughness height is proportional to the diameter of the cylinder. This layer consists of dead cells with almost no water content; hence, its dielectric constant is low and slightly lossy. The inner layers that carry high dielectric fluids have very high and lossy dielectric constants. In modeling a tree, the branches and trunk usually are considered to be homogeneous smooth cylinders [Durden et al., 1988; Karam and Fung, 1988]. In this chapter the effect of bark and its roughness on scattering is studied.

The literature concerning the problem of scattering from cylinders with rough surfaces is relatively scarce. To our knowledge the first treatment of a problem of this sort was given by Clemmow [1959] where a perturbation solution to an eigen function-expansion was obtained for a perfectly conducting cylinder with almost circular cross section, and only the E polarization case was considered. This technique is restricted to very smooth and small roughness functions. Other perturbation techniques for
perfectly conducting cylinders with very small roughness have also been developed [Cabayan and Murphy, 1973; Tong 1974]. None of the existing techniques can handle dielectric rough cylinders, particularly when the roughness height is on the order of the wavelength.

Under the assumption that the bark roughness is a regular corrugation in only the angular direction (i.e., ignoring variations in the axial direction) and the radius of curvature of the cylinder is much larger than the wavelength and the period of corrugation, an approximate solution to the scattering problem is obtained. In this solution, each point on the surface of the cylinder is approximated by its tangential plane. Then the polarization current in the periodic tangential surface is obtained numerically. Once the polarization current in the corrugations is found, the scattered field due to the corrugations together with the scattered field from the smooth cylinder (when the corrugation is removed) give rise to the total scattered field. The scattered field for a smooth cylinder is obtained using new physical optics surface currents that are more convenient than the traditional ones.

8.2 Scattering from Periodic Corrugated Planar Dielectric Surface

In this section we seek a numerical solution for the total field (or polarization current) inside a periodic inhomogeneous layer lying over a stratified dielectric half-space illuminated by a plane wave. The geometry of the scattering problem is shown in Fig. 8.1. First the two-dimensional Green's function for a stratified dielectric medium is found. Using Floquet's theorem these results are extended to the periodic case. Then the problem will be formulated as an integral equation that can be solved numerically by the method of moments.
8.2.1 Two-dimensional Green's Function for a Stratified Dielectric Half Space

For a volume distribution of electric current \( (\mathbf{J}_v) \) occupying region \( V \) in free space, the corresponding Hertz vector is given by (1.2) and the resulting fields are given by (1.3) with \( \Pi_{\text{as}} = 0 \). Since in the two-dimensional problems \( \frac{\partial}{\partial z} = 0 \), from equation (1.3) the field components in terms of the Hertz vector potential can be expanded as:

\[
\begin{align*}
E_x &= k_0^2 \left( 1 + \frac{1}{\kappa^2} \frac{\partial^2}{\partial x^2} \right) \Pi_x + \frac{\partial^2}{\partial y^2} \Pi_y \\
E_y &= \frac{\partial^2}{\partial y^2} \Pi_x + k_0^2 \left( 1 + \frac{1}{\kappa^2} \frac{\partial^2}{\partial y^2} \right) \Pi_y \\
E_z &= k_0^2 \Pi_z
\end{align*}
\]  

(8.1)

The Hertz vector potential associated with an infinite current filament located at point \((x', y')\) in free space with amplitude \(I_p\) and orientation \(\theta\) is of the form

\[
\Pi_p(x, y) = \frac{\sigma_0}{4\pi} H_0^{(1)}(k_0 \sqrt{(x - x')^2 + (y - y')^2}) I_p \quad p = x, y \text{ or } z. 
\]

(8.2)

The corresponding field components can be obtained by inserting (8.2) into (8.1) and
then by employing the identity
\[ R_k^{(1)}(k_0\sqrt{(x-x')^2 + (y-y')^2}) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{e^{ik_0 x'y' - ik_0(x-x')}}{k_y} dk_y \]  
(8.3)
the resulting fields can be expressed in terms of continuous spectrum of plane waves.

In (8.4) \( k_y = \sqrt{k_x^2 - k_y^2} \) and the branch of the square root is chosen such that \( \sqrt{-1} = i \).

In the presence of the dielectric half-space, when the current filament is in the upper half-space, each plane wave, is reflected at the air-dielectric interface according to Fresnel's law. It should be noted that the incidence angle of each plane wave, in general, is complex and is given by
\[ \gamma = \arctan \left( \frac{k_x}{k_y} \right). \]
The net effect of the dielectric half-space on the radiated field can be obtained by superimposing all of the reflected plane waves that are of the following form
\[ R_q(\gamma)e^{ik_0(x+y)+ik_0(x-x')}, \quad q = E \text{ or } H, \]
where \( R_q(\gamma) \) is the Fresnel reflection coefficient. The total reflected field can now be obtained by noting that
\[ E_x^r = -R_H(\gamma)E_x^a, \]
\[ E_y^r = R_H(\gamma)E_y^a, \]
and since the direction of propagation along the y axis is reversed for the reflected waves, the operator \( \frac{\partial}{\partial y} \) for the x and y components of the reflected field must be replaced by \( -\frac{\partial}{\partial y} \). Thus,
\[ E_x^r = -\frac{ha}{4\pi} \left[ -I_x(1 + \frac{1}{k_y^2} \frac{\partial^2}{\partial x^2}) + I_y \frac{1}{k_y^2} \frac{\partial^2}{\partial x^2} \right] e^{ik_0(x+y)-ik_0(x-x')} \int_{-\infty}^{+\infty} R_H(\gamma) \frac{e^{ik_0(x+y')-ik_0(x-x')}}{k_y} dk_y, \]
(8.4)
\[ E_y^r = -\frac{ha}{4\pi} \left[ -I_x \frac{1}{k_y^2} \frac{\partial^2}{\partial y^2} + I_y (1 + \frac{1}{k_y^2} \frac{\partial^2}{\partial y^2}) \right] \int_{-\infty}^{+\infty} R_H(\gamma) \frac{e^{ik_0(x+y')-ik_0(x-x')}}{k_y} dk_y, \]
\[ E_z^r = -\frac{ha}{4\pi} \int_{-\infty}^{+\infty} R_E(\gamma) \frac{e^{ik_0(x+y')-ik_0(x-x')}}{k_y} dk_y. \]
In matrix notation the total field in the upper half-space can be represented by

$$
E = \begin{bmatrix}
G_{xx} & G_{xy} & 0 \\
G_{yx} & G_{yy} & 0 \\
0 & 0 & G_{zz}
\end{bmatrix}
\begin{bmatrix}
I_x \\
I_y \\
I_z
\end{bmatrix},
$$

(8.5)

where

$$
G_{xx} = -\frac{\mu_0}{4\pi} \int_{-\infty}^{\infty} R_E(\gamma) \frac{\partial}{\partial \gamma} \left[ \frac{k_0}{\gamma} \left( x^2 + y^2 + z^2 - z \right) \right] d\gamma,
$$

$$
G_{xy} = -\frac{\mu_0}{4\pi} \int_{-\infty}^{\infty} R_E(\gamma) \frac{\partial}{\partial \gamma} \left[ \frac{k_0}{\gamma} \left( x^2 + y^2 + z^2 + z \right) \right] d\gamma,
$$

$$
G_{yx} = -\frac{\mu_0}{4\pi} \int_{-\infty}^{\infty} R_E(\gamma) \frac{\partial}{\partial \gamma} \left[ \frac{k_0}{\gamma} \left( x^2 + y^2 - z \right) \right] d\gamma,
$$

$$
G_{yy} = -\frac{\mu_0}{4\pi} \int_{-\infty}^{\infty} R_E(\gamma) \frac{\partial}{\partial \gamma} \left[ \frac{k_0}{\gamma} \left( x^2 + y^2 + z^2 + z \right) \right] d\gamma,
$$

$$
G_{zz} = -\frac{\mu_0}{4\pi} \int_{-\infty}^{\infty} R_E(\gamma) \frac{\partial}{\partial \gamma} \left[ \frac{k_0}{\gamma} \left( x^2 + y^2 - z \right) \right] d\gamma,
$$

are the elements of the dyadic Green's function for two-dimensional layered dielectric half-space problems. If an electric current distribution \( J_s \) occupies region \( S \) in the upper half-space, the radiated electric field at any point in the upper half-space can be obtained from:

$$
E_s(x, y) = \int_S [G_{xx}(x, y, z', y') J_s(x', y')] dx' dy',
$$

$$
E_s(x, y) = \int_S [G_{xy}(x, y, z', y') J_s(x', y')] dx' dy',
$$

$$
E_s(x, y) = \int_S [G_{yx}(x, y, z', y') J_s(x', y')] dx' dy',
$$

$$
E_s(x, y) = \int_S [G_{yy}(x, y, z', y') J_s(x', y')] dx' dy',
$$

(8.7)

8.2.2 Far Field Evaluation

In scattering problems the quantity of interest usually is the far field expression.

Here we derive the approximate form of the Green's function in the far zone using
the saddle-point technique. All the elements of the dyadic Green's function have an integral of the form

\[ I = \frac{1}{\pi} \int_{-\infty}^{+\infty} R_\delta(\gamma) \frac{e^{ik_0(z'x' - k_e(s - s'))}}{k_y} \, dk_x \]  

(8.8)

Using the standard change of variable

\[ k_x = k_0 \sin \gamma \]

the integration contour is changed from the real axis in the complex \( k_x \)-plane to contour \( \Gamma \) in \( \gamma \)-plane as shown in Fig. 8.2. Also by defining

\[ x - x' = \rho_2 \sin \phi_2, \quad y + y' = \rho_2 \cos \phi_2 \]

integral (8.8) in \( \gamma \)-plane becomes:

\[ I = \frac{1}{\pi} \int_{\Gamma} R_\delta(\gamma) e^{i\rho_2 \sin \phi_2 \cos(\gamma + \phi_2)} \, d\gamma \]

The saddle point is the solution of

\[ \frac{d}{d\gamma} \cos(\gamma + \phi_2) = 0 \]
implies $\gamma = -\phi_2$. When $k_0 \rho_2 \gg 1$ the approximate value of $I$ can be obtained by deforming the contour of integration from $\Gamma$ to the steepest descent path (S.D.P.) given by

$$\text{Im}[i \cos(\gamma + \phi_2)] = 1.$$  

There are some poles associated with the reflection coefficient function ($R_\ell(\gamma)$) of a layered dielectric medium that are captured when the contour is deformed. The contribution of these poles gives rise to surface waves, but their effect can be ignored if the dielectric materials are lossy and observation point is away from the interface.

Under these conditions we get

$$I = \frac{1}{2} R_\ell(-\phi_2) \int_{\text{S.D.P.}} e^{ik_0 n \cos(\gamma + \phi_2)} d\gamma$$

$$\approx \sqrt{\frac{2}{\pi k_0 \rho_2}} e^{i(k_0 n - \pi/4)} R_\ell(\phi_2),$$

where we have used the fact that $R_\ell$ is an even function. Also the large argument expansion of the Hankel function can be used for distant approximations, i.e.

$$H_\ell^{(1)}(k_0 \sqrt{(x-x')^2 + (y-y')^2}) \approx \frac{2}{\pi k_0 \rho_1} e^{i(k_0 n - \pi/4)},$$

where $\rho_1 = \sqrt{(x-x')^2 + (y-y')^2}$. From Fig. 8.3 it is seen that in the far zone the following approximations can be used also

$$\phi_1 = \phi_2 = \phi,$$

$$\rho_1 = \rho - x' \sin \phi - y' \cos \phi,$$

$$\rho_2 = \rho - x' \sin \phi + y' \cos \phi.$$ 

These approximations can be inserted into expressions for the dyadic Green's function given by (8.6). The far field approximation of derivatives of the Hankel function and integral $I$ can be obtained by retaining the terms up to the order $\rho^{-1/2}$ and discarding the rest. Thus the expressions for the Green's function elements in the
far zone become:

\[
G_{xx} = -\frac{k_a a}{4\sqrt{\pi\rho_0}} e^{i(k_a r - \phi)} \cos \phi \sin \phi' \left[ e^{-i\theta_0 \cos \theta'} - R_H(\phi) e^{i\theta_0 \cos \theta'} \right]
\]

\[
G_{xy} = \frac{k_a a}{4\sqrt{\pi\rho_0}} e^{i(k_a r - \phi)} \cos \phi \sin \phi' \left[ e^{-i\theta_0 \cos \theta'} + R_H(\phi) e^{i\theta_0 \cos \theta'} \right]
\]

\[
G_{yx} = \frac{k_a a}{4\sqrt{\pi\rho_0}} e^{i(k_a r - \phi)} \sin \phi \cos \phi' \left[ e^{-i\theta_0 \cos \theta'} - R_H(\phi) e^{i\theta_0 \cos \theta'} \right]
\]

\[
G_{yy} = -\frac{k_a a}{4\sqrt{\pi\rho_0}} e^{i(k_a r - \phi)} \sin \phi \cos \phi' \left[ e^{-i\theta_0 \cos \theta'} + R_H(\phi) e^{i\theta_0 \cos \theta'} \right]
\]

\[
G_{zz} = \frac{k_a a}{4\sqrt{\pi\rho_0}} e^{i(k_a r - \phi)} e^{-i\theta_0 \cos \theta'} \left[ e^{-i\theta_0 \cos \theta'} + R_B(\phi) e^{i\theta_0 \cos \theta'} \right].
\]

\[(8.9)\]

\[\begin{align*}
(x',y') &= \text{Source Point} \\
(x',y') &= \text{Image Point} \\
(x,y) &= \text{Observation Point} \\
\phi &= \text{Angle}
\end{align*}\]

Figure 8.3: Geometry of the line source and its image.

It can easily be shown that for an electric current distribution \(J_0\), the radiated far field does not have a \(\rho\) component and the far field amplitude defined by

\[
E = \sqrt{\frac{2}{\pi\rho_0}} e^{i(k_a r - \phi)} S
\]

has components

\[
S_\phi = \frac{k_a a}{4} \int_0^L \left[ J_0(x',y') e^{-i\theta_0 \sin \theta'} \left( e^{-i\theta_0 \cos \theta'} - R_H(\phi) e^{i\theta_0 \cos \theta'} \right) dx' dy' - \int_0^L J_0(x',y') e^{-i\theta_0 \sin \theta'} \left( e^{-i\theta_0 \cos \theta'} + R_H(\phi) e^{i\theta_0 \cos \theta'} \right) dx' dy' \right],
\]

\[(8.10)\]

\[
S_z = -\frac{k_a a}{4} \int_0^L J_0(x',y') e^{-i\theta_0 \sin \theta'} \left( e^{-i\theta_0 \cos \theta'} + R_B(\phi) e^{i\theta_0 \cos \theta'} \right) dx' dy',
\]
8.2.3 Reflection Coefficient of a Layered Dielectric Half-Space

Consider a multilayer dielectric half-space as shown in Fig. 8.4. Interface of the 
m-th and (m + 1)-th layers is located at \( y = -d_m \) with \( d_0 = 0 \). The relative permittivity and permeability of each region is represented by \( \varepsilon_m \) and \( \mu_m \) respectively. Suppose a plane wave whose plane of incidence is parallel with \(-z - y\) plane is illuminating the stratified medium from above. From symmetry considerations, \( \frac{\partial}{\partial z} = 0 \), which implies that the field components in each region can be separated into E- and H-polarized waves. It can be shown from Maxwell’s equation that the E- and H-polarized waves are dual of each other, i.e. one can be obtained from the other upon replacing \( E_m \) with \( H_m \), \( H_m \) with \(-E_m \), and \( \varepsilon_m(\mu_m) \) with \( \mu_m(\varepsilon_m) \). For E polarization the field components in region \( m \) can be represented by

\[
E_{ms} = \frac{c'_m e^{-ik_m y} + c''_m e^{ik_m y}}{k_m} e^{ik_0 \sin \phi_0 z}
\]

\[
H_{ms} = \frac{\sqrt{\varepsilon_m} c'_m e^{-ik_m y} - \sqrt{\mu_m} c''_m e^{ik_m y}}{k_m} e^{ik_0 \sin \phi_0 z}
\]

where \( \phi_0 \) is the incidence angle and \( k_m = k_0 \sqrt{\varepsilon_m \mu_m - \sin^2 \phi_0} \). The coefficient \( c'_m \) and \( c''_m \) are the amplitude of the wave travelling in the \(-z\) and \(+z\) direction, respectively, in region \( m \). In region 0, \( c'_0 = 1 \), and \( c''_0 = R_E \) is the total reflection coefficient and in
region \( N + 1 \), which is semi-infinite, \( \xi_{N+1} = 0 \). Imposing the boundary conditions, which requires continuity tangential electric and magnetic fields at each dielectric interface, we can relate the field amplitudes in the \( m \)th to those of \((m + 1)\)th region.

After some simple algebraic manipulation, the following recursive relationship can be obtained

\[
\frac{c_m}{c_n} = \frac{(c_{m+1} / c_{N+1}) + \Gamma_m}{(c_{m+1} / c_{N+1}) \Gamma_m} e^{2 \pi i (m+1) \xi_N} e^{-2 \pi i m \xi_N}
\]

where

\[
\Gamma_m = \frac{\mu_{m+1} k_{m+1} - \mu_m k_{m+1} \gamma}{\mu_{m+1} k_{m+1} + \mu_m k_{m+1} \gamma}
\]

Starting from \( c_{N+1} / c_N = 0 \) and using (8.11) repeatedly \( R_E = \xi / c_N \) can be found. To find \( R_H \) the reflection coefficient for H polarization, the duality relationship can be applied and an identical recursive formulation as given in (8.11) can be obtained. The only difference is that \( \Gamma_m \) becomes \( \Gamma_m^H \) which is given by

\[
\Gamma_m^H = \frac{\varepsilon_{m+1} k_{m+1} - \varepsilon_m k_{m+1} \gamma}{\varepsilon_{m+1} k_{m+1} + \varepsilon_m k_{m+1} \gamma}
\]

8.2.4 Scattering from Inhomogeneous Periodic Dielectric Layer above a Half-Space Layered Medium

Consider an inhomogeneous dielectric layer of thickness \( t \) atop of a stratified half-space dielectric medium as shown in Fig. 8.1. The permittivity of the inhomogeneous layer is represented by \( \varepsilon(x, y) \) which is a periodic function of \( x \) with period \( L \). Suppose this structure is illuminated by a plane wave whose angle of incidence and polarization respectively are \( \phi_0 \) and \( \hat{p} \). For an E-polarized wave \( \hat{p} = \hat{z} \) and for an H-polarized wave \( \hat{p} = -\cos \phi_0 \hat{x} - \sin \phi_0 \hat{y} \), thus the incident wave may be represented by

\[
E^i = \hat{p} e^{ik_0 (\sin \phi_0 z - \cos \phi_0 y)}
\]
A polarization current distribution is induced in the inhomogeneous layer. This current gives rise to a scattered field that can be obtained from (8.7). The polarization current is proportional to the total field within the inhomogeneous layer. The total field is comprised of the incident field, the reflected field which would have existed in the absence of the inhomogeneous layer, and the scattered field, i.e.

$$ E' = E' + E' + E' ' $$

The polarization current in terms of the total field is given by

$$ J_s(x, y) = -i k_0 Y_0 [c(x, y) - 1] E' $$

(8.13)

Upon substitution of expression (8.7) for $E'$ into (8.13) a set of integral equations for polarization current can be obtained; for $E$ polarization we have

$$ J_s(x, y) = -i k_0 Y_0 [c(x, y) - 1] \left\{ e^{-i k_0 \sin \delta_x} e^{-i k_0 \cos \delta_y} \right\}$$

$$ + \int_{-\infty}^{\infty} J_s(x', y') G_{ex}(x, y; x', y') \, dx' \, dy' $$

(8.14)

and for $H$ polarization

$$ J_s(x, y) = -i k_0 Y_0 [c(x, y) - 1] \left\{ e^{i k_0 \sin \delta_x} e^{i k_0 \cos \delta_y} \right\}$$

$$ + \int_{-\infty}^{\infty} J_s(x', y') G_{hx}(x, y; x', y') \, dx' \, dy' $$

$$ + \int_{-\infty}^{\infty} J_s(x', y') G_{hx}(x, y; x', y') \, dx' \, dy' $$

J(x, y) = -i k_0 Y_0 [c(x, y) - 1] \left\{ e^{i k_0 \sin \delta_x} e^{i k_0 \cos \delta_y} \right\}$$

$$ + \int_{-\infty}^{\infty} J_s(x', y') G_{hx}(x, y; x', y') \, dx' \, dy' $$

(8.15)

Since there is no closed-form representation for the kernel of these integral equations, finding the solution, even numerically, seems impossible. But by employing Floquet's theorem the integral equations can be reduced to a form which is amenable to numerical solution. The fact that the permittivity of the inhomogeneous layer is periodic in $x$, excluding a phase factor, all the field quantities are required to be periodic in $x$. 
Therefore the polarization current must satisfy

\[ J_s(x + nL, y) = J_s(x, y) e^{i k_0 \sin \phi n L}. \]  

(8.16)

Now by using (8.16) the integration with respect to \( x \) can be simplified significantly by breaking the integral into multiples of a period, that is

\[ I_{ss} = \int_{-i \infty}^{+i \infty} G_{ss}(x, y; x', y') J_s(x', y') dx' dy' \]

\[ = \sum_{n=-\infty}^{+\infty} \int_{x_0 + nL}^{x_0 + (n+1)L} G_{ss}(x, y; x', y') J_s(x', y') dx' dy' \]  

(8.37)

At this stage, if the variable \( x' \) is changed to \( x' + nL \) and property (8.16) is used, \( I_{ss} \) becomes

\[ I_{ss} = \int_{x_0}^{x_0 + L} G_{ss}^L(x, y; x', y') J_s(x', y') dx' dy' \]

where

\[ G_{ss}^L(x, y; x', y') = \sum_{n=-\infty}^{+\infty} G_{ss}(x, y; x' - nL, y) e^{i k_0 \sin \phi n L}. \]

If the expression for \( G_{ss} \) as given by (8.6) is inserted in the above equation and the order of summation and integration is interchanged, and then the identity

\[ \sum_{n=-\infty}^{+\infty} e^{i nL (k_0 \sin \phi + k_x)} = 2\pi \sum_{n=-\infty}^{+\infty} \delta((k_x + k_0 \sin \phi n) L - 2\pi n) \]

is employed, the periodic Green's function simplifies to

\[ G_{ss}^L(x, y; x', y') = \frac{-k_0 Z_0}{2L} \sum_{n=-\infty}^{+\infty} \left[ e^{i k_x (y - y')} + R \left( \gamma_n \right) e^{i k_y (y + y')} \right] e^{-i k_x (x - x')} \]  

\[ \frac{k_{nx}}{k_{ny}} \]  

(8.18)

where

\[ k_{nx} = \frac{2\pi n L}{L} - k_0 \sin \phi_0, \quad k_{ny} = \sqrt{k_0^2 - k_{nx}^2}, \]

and

\[ \gamma_n = \arctan \left( \frac{k_{nx}}{k_{ny}} \right). \]
Other elements of the periodic Green's function can also be obtained in the same manner

\[
\begin{align*}
G_p^{x}(x, y; z', y') &= -\frac{\lambda_{\text{np}}}{2L} \left( 1 + \frac{\lambda_{\text{np}}}{2L} \right) \sum_{n=n_{\text{min}}}^{n_{\text{max}}} [e^{i k_{\text{np}}(y-y')} - R_H(\gamma_n) e^{i k_{\text{np}}(y+y')} - i k_{\text{np}}(x-x')/\lambda_{\text{np}}] \\
G_p^{y}(x, y; z', y') &= -\frac{\lambda_{\text{np}}}{2L \cos \phi_0} \sum_{n=n_{\text{min}}}^{n_{\text{max}}} [e^{i k_{\text{np}}(y-y')} + R_H(\gamma_n) e^{i k_{\text{np}}(y+y')} - i k_{\text{np}}(x-x')/\lambda_{\text{np}}] \\
G_p^{z}(x, y; z', y') &= -\frac{\lambda_{\text{np}}}{2L \cos \phi_0} \sum_{n=n_{\text{min}}}^{n_{\text{max}}} [e^{i k_{\text{np}}(y-y')} - R_H(\gamma_n) e^{i k_{\text{np}}(y+y')} - i k_{\text{np}}(x-x')/\lambda_{\text{np}}].
\end{align*}
\]

(8.19)

The integral equations (8.14) and (8.15) now take the following form

\[
\begin{align*}
J_x(x, y) &= -i k_{\text{np}} \phi_0 \{ e^{i k_{\text{np}} \sin \phi_0 \cos \phi_0 \text{ dy}} e^{-i k_{\text{np}} \cos \phi_0 \text{ dy}} + R_E(\phi_0) e^{i k_{\text{np}} \cos \phi_0 \text{ dy}} \\
&\quad + \int \frac{L/2}{L^2} J_x(x', y') G_p^{x}(x, y; x', y') \text{ dx' dy'} \}, \\
J_y(x, y) &= -i k_{\text{np}} \phi_0 \{ \cos \phi_0 e^{i k_{\text{np}} \sin \phi_0 \cos \phi_0 \text{ dy}} [- e^{-i k_{\text{np}} \cos \phi_0 \text{ dy}} + R_H(\phi_0) e^{i k_{\text{np}} \cos \phi_0 \text{ dy}}] \\
&\quad + \int \frac{L/2}{L^2} J_y(x', y') G_p^{y}(x, y; x', y') + J_x(x', y') G_p^{x}(x, y; x', y') \text{ dx' dy'} \}, \\
J_z(x, y) &= -i k_{\text{np}} \phi_0 \{ - \sin \phi_0 e^{i k_{\text{np}} \sin \phi_0 \cos \phi_0 \text{ dy}} [- e^{-i k_{\text{np}} \cos \phi_0 \text{ dy}} + R_H(\phi_0) e^{i k_{\text{np}} \cos \phi_0 \text{ dy}}] \\
&\quad + \int \frac{L/2}{L^2} J_z(x', y') G_p^{z}(x, y; x', y') + J_y(x', y') G_p^{y}(x, y; x', y') \text{ dx' dy'} \}.
\end{align*}
\]

(8.20)

Far away from the surface \((y \gg \lambda_0)\), contribution of only a few terms of the summations in (8.19) are observable. These terms correspond to values of \(n\) such that \(k_{\text{np}}\) is real and they are known as the Bragg modes (see (5.61)). Among all the Bragg modes the mode corresponding to \(n = 0\) carries most of the scattered energy and this is specifically true when \(L < \lambda\). The scattered field due to this mode is a plane wave and for E and H Polarization, respectively, we have

\[
\begin{align*}
E_E &= \frac{-\lambda_{\text{np}}}{2L \cos \phi_0} \int \frac{L/2}{L^2} J_x(x', y') [e^{-i k_{\text{np}} \cos \phi_0 \text{ dy}} + R_E e^{i k_{\text{np}} \cos \phi_0 \text{ dy}}] \sin \phi_0 e^{i k_{\text{np}} \cos \phi_0 \text{ dy}} \text{ dx' dy'} \\
&\quad \cdot e^{i k_{\text{np}} \cos \phi_0 \text{ dy}} \sin \phi_0 e^{i k_{\text{np}} \cos \phi_0 \text{ dy}} \text{ dx' dy'}.
\end{align*}
\]

(8.21)
\[ E_H = \frac{-2e}{2\pi \cdot \cos \theta_0} \left( \cos \phi_0 \int_{-L/2}^{+L/2} J_L(x', y')\left(e^{-ik \cos \phi_0 dy'} - R_H e^{-ik \cos \phi_0 dy'} e^{-ik_0 \sin \phi_0 dx'} dx' \right) \right. \\
+ \sin \phi_0 \int_{-L/2}^{+L/2} J_L(x', y')\left(e^{-ik \cos \phi_0 dy'} + R_H e^{-ik \cos \phi_0 dy'} e^{-ik_0 \sin \phi_0 dx'} dx' \right) \\
\left. \cdot (\cos \phi_0 x - \sin \phi_0 y) \right) e^{ik_0 (\cos \phi_0 x + \sin \phi_0 y)} \]  

(8.22)

8.2.5 Numerical Implementation

It is very unlikely to find an analytical solution to the equations as given by (8.20) even for the simplest form of \( \epsilon(x, y) \). However, an approximate numerical solution can be obtained using the standard moment method with point matching technique. In this method, the cross section of the inhomogeneous layer over one period is discretized into small rectangular segments over which the dielectric constant and polarization current can be assumed to be constant. Now in equation (8.20) the integrals over one period of the inhomogeneous layer can be broken up into summation of integrals over each segment where the polarization current is constant.

Let \( pq \) designate a cell whose center coordinate is \( (x_p, y_q) = (p\Delta x, q\Delta y) \), where \( p \) and \( q \) are some integers and \( \Delta x \) and \( \Delta y \) are dimensions of the rectangular segments. If the polarization currents as given by (8.20) are evaluated at the center of \( uv \)-cell (point matching) the integral equations can be cast into matrix equations. The matrices formed by this technique are known as the impedance matrices. The solution to this matrix equation gives the polarization current at the center of each segment.

After a simple integration of the periodic Green’s functions over the area of \( pq \)-cell, it can be shown that the entries of the impedance matrix for E polarization (TM
case) are of the form

\[
Z(u, v; p, q) = \begin{cases} 
\frac{2\pi L}{L} \left( \epsilon(u, v) - 1 \right) \sum_{n=-\infty}^{+\infty} \left[ \epsilon^{ik_{xy}y/n} - 1 \right] e^{ik_{xy}(u+iy)} [\sin(k_{ux}\Delta x/2)]_{k_{ux}R_{xy}v} \\
\cdot \sin(k_{ux}\Delta x/2) e^{-ik_{xy}(u-y)} & v \neq q \n
\frac{2\pi L}{L} \left( \epsilon(u, v) - 1 \right) \sum_{n=-\infty}^{+\infty} \left[ -ie^{ik_{xy}y/2} + i + R_E(\gamma_0) e^{ik_{xy}y} \right] \\
\cdot \sin(k_{ux}\Delta y/2) \frac{1}{k_{ux}R_{xy}v} \sin(k_{ux}\Delta x/2) e^{-ik_{xy}(u-y)} & v = q u \neq p \\
-1 + \frac{2\pi L}{L} \left( \epsilon(u, v) - 1 \right) \sum_{n=-\infty}^{+\infty} \left[ -ie^{ik_{xy}y/2} + i + R_E(\gamma_0) e^{ik_{xy}y} \right] \\
\cdot \sin(k_{ux}\Delta y/2) \frac{1}{k_{ux}R_{xy}v} \cdot \sin(k_{ux}\Delta x/2) & v = q u = p,
\end{cases} 
(8.23)
\]

For H polarization (TE case) the integral equations for \( J_x \) and \( J_y \) are coupled, which result in coupled matrix equations that can be combined into a single matrix equation. The resultant impedance matrix consists of four sub-matrices of the following form

\[
Z = \begin{bmatrix} Z_1 & Z_3 \\
Z_3 & Z_4 \end{bmatrix},
\]

whose entries are given by

\[
Z_1(u, v; p, q) = \begin{cases} 
\frac{2\pi L}{L} \left( \epsilon(u, v) - 1 \right) \sum_{n=-\infty}^{+\infty} \left[ e^{ik_{xy}y/n} - 1 \right] e^{ik_{xy}(u+iy)} [1 - \frac{2\pi L}{L}] \\
\cdot \sin(k_{ux}\Delta y/2) \sin(k_{ux}\Delta x/2) e^{-ik_{xy}(u-y)} & v \neq q \\
\frac{2\pi L}{L} \left( \epsilon(u, v) - 1 \right) \sum_{n=-\infty}^{+\infty} \left[ -ie^{ik_{xy}y/2} + i + R_E(\gamma_0) e^{ik_{xy}y} \right] \\
\cdot \sin(k_{ux}\Delta y/2) [1 - \frac{2\pi L}{L}] \sin(k_{ux}\Delta x/2) e^{-ik_{xy}(u-y)} & v = q u \neq p \\
-1 + \frac{2\pi L}{L} \left( \epsilon(u, v) - 1 \right) \sum_{n=-\infty}^{+\infty} \left[ -ie^{ik_{xy}y/2} + i + R_E(\gamma_0) e^{ik_{xy}y} \right] \\
\cdot \sin(k_{ux}\Delta y/2) [1 - \frac{2\pi L}{L}] \cdot \sin(k_{ux}\Delta x/2) & v = q u = p,
\end{cases} 
(8.24)
\]
\[ Z_2(u; v; p, q) = \begin{cases} \frac{2}{\nu} (e(u, v) - 1) \sum_{k=q}^{\infty} \text{sgn}(y_j) e^{ik_n y_j} e^{i k_n u + v} + R_H(\gamma_n) e^{i k_n y_j} e^{i k_n u + v} \cdot \sin(k_n y_j) \sin(k_n \Delta x / 2) e^{-i k_n (x_n - x_p)} & \text{if } v \neq q \\ \frac{1}{k_n} \sin(k_n y_j) \sin(k_n \Delta x / 2) e^{-i k_n (x_n - x_p)} & \text{if } v = q \end{cases} \] \] (8.25)

\[ Z_3(u; v; p, q) = \begin{cases} \frac{2}{\nu} (e(u, v) - 1) \sum_{k=q}^{\infty} \text{sgn}(y_j) e^{ik_n y_j} e^{i k_n u + v} - R_H(\gamma_n) e^{i k_n y_j} e^{i k_n u + v} \cdot \sin(k_n y_j) \sin(k_n \Delta x / 2) e^{-i k_n (x_n - x_p)} & \text{if } v \neq q \\ \frac{1}{k_n} \sin(k_n y_j) \sin(k_n \Delta x / 2) e^{-i k_n (x_n - x_p)} & \text{if } v = q \end{cases} \] \] (8.26)

\[ Z_4(u; v; p, q) = \begin{cases} \frac{2\pi i}{\nu} (e(u, v) - 1) \sum_{k=q}^{\infty} \{ (1 - \frac{2\pi i}{k_n}) e^{ik_n y_j} e^{i k_n u + v} + R_H(\gamma_n) e^{i k_n y_j} e^{i k_n u + v} \} \cdot \sin(k_n y_j) \sin(k_n \Delta x / 2) e^{-i k_n (x_n - x_p)} & \text{if } v \neq q \\ \frac{2\pi i}{k_n} \sin(k_n y_j) \sin(k_n \Delta x / 2) e^{-i k_n (x_n - x_p)} & \text{if } v = q \end{cases} \] \] (8.27)

In (8.25) and (8.26) \( \text{sgn}(x) \) is the sign function defined by

\[ \text{sgn}(x) = \begin{cases} +1 & \text{if } x > 0 \\ 0 & \text{if } x = 0 \\ -1 & \text{if } x < 0 \end{cases} \] \] (8.28)

All series in (8.25), (8.26), and (8.27) are exponentially convergent and thus the series can be truncated for relatively small \( n \). This is also the case for (8.24) except for one term in the summand of the expressions corresponding to \( v = q \). The convergence
rate of
\[ S = \sum_{n=-\infty}^{\infty} \frac{(1 - \frac{k_n^2}{k_{\text{ap}}^2})}{k_{\text{nz}} k_{\text{ap}}} \cdot \sin(k_{\text{nz}} \Delta x/2) e^{-ik_{\text{nz}}(\nu_n - \nu_p)} \] (8.29)
is very poor and in order to improve the convergence rate the standard trick is to
add and subtract a series whose summand is asymptotic to the original series. For
large \( n \)
\[ k_{\text{nz}} \approx \frac{2\pi n}{L} \quad k_{\text{ap}} \approx i\frac{2\pi n}{L} \]
and the summand is approximated by
\[ i \frac{L}{k_{\text{ap}}^2 2\pi n} \sin(k_{\text{nz}}(n\Delta x/2)) e^{-ik_{\text{nz}}(\nu_n - \nu_p)} \]
where the asymptotic forms for \( k_{\text{nz}} \) and \( k_{\text{ap}} \) are only used in the amplitude factor.
It can be shown that
\[ \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} e^{i\pi n} = \text{sgn}(\alpha)(\pi - |\alpha|) \] (8.30)
where \( \alpha \) is a real number. By employing (8.30), a closed form for the asymptotic
series \( S_{\text{app}} \) can be obtained and is given by
\[ S_{\text{app}} = \left\{ \begin{array}{ll}
\frac{i L}{k_{\text{ap}}^2} e^{-ik_{\text{nz}}(\nu_n - \nu_p)} \text{sgn}(\nu_p - \nu_n) (1 - \frac{2\pi n x_m}{L}) \sin(k_0 \sin \phi_0 \Delta x/2) & \nu_p \neq \nu_n \\
-\frac{i k_{\text{ap}}}{L} \cos(k_0 \sin \phi_0 \Delta x/2) & \nu_p = \nu_n \\
\frac{i k_{\text{ap}}}{L} (1 - \frac{2\pi n x_m}{L}) \cos(k_0 \sin \phi_0 \Delta x/2) & \nu_p = \nu_n \end{array} \right. \]
Now (8.29) can be written as
\[ S = \frac{i L}{k_{\text{ap}}^2} \sum_{n=-\infty}^{\infty} \frac{k_{\text{ap}}^2 - k_{\text{nz}}^2}{k_{\text{nz}} k_{\text{ap}}} \cdot \frac{L}{2\pi n} \sin(k_{\text{nz}} \Delta x/2) e^{-ik_{\text{nz}}(\nu_n - \nu_p)} + \frac{i \sin(k_0 \sin \phi_0 \Delta x/2)}{k_{\text{ap}}^2 \sin \phi_0} + S_{\text{app}} \]
in which case the series converges very fast.
The right-hand-side of the matrix equations may be represented by an excitation vector whose elements, for $E$ polarization, are

$$b(u, v) = ik_0 Y_0(\epsilon(x, y)) - 1)e^{ik_0 \sin \phi \sin \phi_0 \cos \phi_0} + R_E(\phi_0)e^{ik_0 \cos \phi \sin \phi_0}$$

The excitation vector for $H$ polarization is made up of two sub-vectors with entries

$$b_1(u, v) = ik_0 Y_0(\epsilon(x, y)) - 1) \cos \phi_0 e^{ik_0 \sin \phi \sin \phi_0} [-e^{-ik_0 \sin \phi \sin \phi_0} + R_H(\phi_0)e^{ik_0 \cos \phi \sin \phi_0}].$$

$$b_2(u, v) = -i k_0 Y_0(\epsilon(x, y)) - 1) \sin \phi_0 e^{ik_0 \sin \phi \sin \phi_0} [-e^{-ik_0 \sin \phi \sin \phi_0} + R_H(\phi_0)e^{ik_0 \cos \phi \sin \phi_0}].$$

We point out that the inhomogeneous layer may have an arbitrary thickness profile with a maximum height $t$. In such cases we may assume that the layer has a constant thickness $t$ and the permittivity corresponding to air-filled points is 1.

### 8.3 High Frequency Scattering from Stratified Cylinders

For dielectric cylinders with large radii of curvature, physical optics may be used to obtain the scattered field provided the dielectric has sufficient loss to prevent significant penetration through the cylinder (see Section 7.3). The dielectric loss also suppresses the effects of creeping waves which enhances the physical optics results.

If the dielectric cylinder is stratified, the physical optics approximation could still be used if the radius of curvature of all the interface contours are much larger than the wavelength.

Two types of physical optics approximations can be applied: 1) surface integral and 2) volume integral approximation. In surface integral physical optics the equivalent surface currents are approximated by electric and magnetic surface currents of the infinite tangential plane. In the latter method the volumetric polarization current is estimated by finding the internal field using geometrical optics ray tracing.

Of the two techniques, the surface integral physical optics is much easier to employ.
The standard physical optics surface currents are given by (7.28) and (7.29). New
physical optics surface currents that are more convenient to work with are examined.
These currents can be obtained by noting that the reflected plane wave from a dielec-
tric interface can be generated by equivalent electric and magnetic current sheets.
These currents are normal to the plane of incidence and their density is proportional
to the incident field amplitude, polarization, and associated Fresnel reflection coef-
cient. Suppose the incident field is given by (7.26) and the normal to the cylinder
surface is represented by the unit vector \( \hat{n} \). The unit vector normal to the plane of
incidence is

\[
\mathbf{i} = \frac{\hat{n} \times \mathbf{k}}{|| \hat{n} \times \mathbf{k} ||}
\]

in terms of which the new physical optics electric and magnetic currents are given by

\[
\mathbf{J}_e = -2\gamma_0 (\mathbf{E}_0 \cdot \mathbf{i}) \cos \phi_i R_e(\phi_i) e^{ik_e \mathbf{i} \cdot r} \mathbf{i}
\]

(8.31)

\[
\mathbf{J}_m = -2\gamma_0 (\mathbf{H}_0 \cdot \mathbf{i}) \cos \phi_i R_H(\phi_i) e^{ik_m \mathbf{i} \cdot r} \mathbf{i}
\]

(8.32)

Here, \( R_e \) and \( R_H \) are Fresnel reflection coefficients and \( \phi_i \) is the local angle of inci-
dence given by

\[
\phi_i = \text{arccos}(\hat{n} \cdot \mathbf{k}).
\]

In shadow regions on the surface \( \phi_i > \pi/2 \) the currents are zero.

Suppose a stratified cylinder with arbitrary cross section is illuminated by a plane
wave travelling in \(-x\) direction \( \mathbf{k} = -\hat{x} \) as shown in Fig. 8.5. The outer surface of
the cylinder is described by a smooth function \( \rho(\phi) \). For E-polarized wave \( \mathbf{E}_0 = \hat{z} \)
only electric current and for H-polarized wave \( \mathbf{H}_0 = Y_0 \hat{z} \) only magnetic current
is induced on the cylinder surface as given by (8.31) and (8.32). It can easily be shown that in the far zone of the cylinder in a direction denoted by \( \phi_s \), the far field amplitudes for E and H polarization respectively are given by

\[
S_E = \frac{k_0}{2} \int_{\Omega_s} \cos \phi_s R_E(\phi_s) e^{-i \phi (\cos \phi' + \cos (\phi' - \phi_s))} \sqrt{\rho^2(\phi') + \rho'^2(\phi')} \, d\phi' \tag{8.33}
\]

\[
S_H = \frac{k_0}{2} \int_{\Omega_s} \cos \phi_s R_H(\phi_s) e^{-i \phi (\cos \phi' + \cos (\phi' - \phi_s))} \sqrt{\rho^2(\phi') + \rho'^2(\phi')} \, d\phi' \tag{8.34}
\]

where the integral is taken over the lit region and \( \phi' \) is the derivative of \( \rho \) with respect to \( \phi \). If the surface of the cylinder is convex, the integral in (8.33) and (8.34) can be evaluated using the stationary phase technique. The stationary point (\( \phi_{xp} \)) is the root of the equation

\[
\frac{d}{d\phi'} \rho(\phi') (\cos \phi' + \cos (\phi' - \phi_s)) = 0.
\]

By noting that at the stationary point \( \phi_s = \phi_{xp} / 2 \) and

\[
\sqrt{\rho^2(\phi') + \rho'^2(\phi')} = \frac{\rho(\phi_{xp})}{\cos(\phi_{xp} - \phi_s / 2)},
\]

and also by defining

\[
g = \frac{d^2}{d\phi'^2}[\rho(\phi') (\cos \phi' + \cos (\phi' - \phi_s))]_{\phi' = \phi_{xp}}
\]
equations (8.33) and (8.34) become

\[
S_E = \frac{1}{2} \cos \left( \frac{\phi_y}{2} \right) R E \left( \frac{\phi_y}{2} \right) \cos \left( \phi_{SP} - \phi_y/2 \right) \sqrt{\frac{k_0 \pi}{2 \omega}} \frac{k_0}{\omega} e^{-i k_0 \left( \phi_{SP} \cos \theta_{SP} + \phi_{SP} \cos \theta_{SP} \sin \theta \right)}
\]

\[
S_H = \frac{1}{2} \cos \left( \frac{\phi_y}{2} \right) R H \left( \frac{\phi_y}{2} \right) \cos \left( \phi_{SP} - \phi_y/2 \right) \sqrt{\frac{k_0 \pi}{2 \omega}} \frac{k_0}{\omega} e^{-i k_0 \left( \phi_{SP} \cos \theta_{SP} + \phi_{SP} \cos \theta_{SP} \sin \theta \right)}
\]

For a circular cylinder of radius \( a \) these expressions simplify to

\[
S_E = \frac{1}{2} \sqrt{k_0 \pi a \cos \left( \phi_y/2 \right)} R E \left( \frac{\phi_y}{2} \right) e^{-i k_0 \left( \phi_y/2 \right)} e^{i \pi/4}
\]

\[
S_H = \frac{1}{2} \sqrt{k_0 \pi a \cos \left( \phi_y/2 \right)} R H \left( \frac{\phi_y}{2} \right) e^{-i k_0 \left( \phi_y/2 \right)} e^{i \pi/4}
\]

To verify the validity of the physical optics expressions with new set of physical optics currents we compare expressions (8.37) and (8.38) for a layered circular cylinder with the exact series solution [Ruck et al., 1970, pp. 259]. Let us consider a two-layer cylinder with inner and outer radii of \( a_1 = 10 \text{cm} \) and \( a = 10.5 \text{cm} \) respectively. The dielectric constant of the inner and outer layers respectively are \( 15 + i7 \) and \( 4 + i1 \). These values are so chosen to simulate a tree with smooth bark. Figures 8.6 and 8.7 compare the normalized backscattering cross section \( (\sigma/\pi a) \) of the cylinder for E and H polarizations using physical optics expressions and exact series solution. In these figures the cross section of the cylinder in absence of the outer layer (bark) is also plotted to demonstrate the effect of the bark on reducing the cross section of the cylinder. For frequencies above 2 GHz \( (k_0 a = 4.2) \) the agreement between the two solutions is excellent. The bark layer plays the role of an impedance transformer which reduces the cross section of the cylinder by 14 dB around \( k_0 a = 16 \).
Figure 8.6: Normalized backscattering cross section ($\sigma_b^*$) of a two-layer dielectric cylinder with $a = 10.5\,\text{cm}$, $a_1 = 10\,\text{cm}$, $\varepsilon_1 = 15 + i7$, $\varepsilon_2 = 4 + i1$ versus $k_0a$ for TM case: (---) physical optics solution, (o o o) exact solution, (- - -) physical optics solution for homogeneous cylinder $a = 10.5\,\text{cm}$ $\varepsilon = 15 + i7$. 
Figure 8.7: Normalized backscattering cross section (σ_b) of a two-layer dielectric cylinder with a = 10.5cm, a_1 = 10cm, ε_1 = 15 + i7, ε_2 = 4 + i1 versus k_0a for TE case: (---) physical optics solution, (o o o) exact solution, (- - -) physical optics solution for homogeneous cylinder a = 10.5cm ε = 15 + i7.
8.4 Scattering from Corrugated Cylinder

Consider a corrugated dielectric cylinder with arbitrary cross section as shown in Fig. 8.8. Assume the corrugation geometry is such that the humps are identical and of equal distance \( L \) from each other. Further assume that if the corrugation is removed the surface of the cylinder would be denoted as before by \( \rho(\phi) \) and the radius of curvature at each point is much larger than the wavelength and \( L \). Under these conditions each point on the cylinder surface can be replaced, approximately, by a periodic corrugated surface. The accuracy of this approximation is in the order of physical optics approximation for smooth cylinders.

Suppose the cylinder is illuminated by a plane wave travelling in \(-z\) direction and let us denote the tangential coordinate at the center of each hump by \((x',y')\) where \( y' \) coincides with the outward normal unit vector \((\hat{n}(\phi))\). If the origin of the prime coordinate system corresponding to the \( m^{th} \) hump is located at \((\rho_m, \phi_m)\) we
\[ \phi_m = \sum_{t=1}^{\infty} \Delta \phi_t - \frac{\pi}{2} \tag{8.39} \]

\[ \Delta \phi_{t+1} = \frac{L}{\sqrt{\rho^2(\phi_t) + \rho^2(\phi_t)}} \tag{8.40} \]

where \( \Delta \phi_t \) is a known quantity. The local incidence angle at the \( m \)th hump can be obtained from

\[ \phi_m' = \arccos(n(\phi_m) \cdot \hat{z}) \]

and the induced current in the \( m \)th hump can be approximated by that of the periodic corrugated surface when the incidence angle is \( \phi_m' \). The scattering direction is denoted by \( \phi_s \) as before and the scattering direction for the \( m \)th local coordinate is given by

\[ \phi_s' = \phi_s - \phi_m' \]

The far field due to the \( m \)th hump \( (S_m) \), depending on the polarization, can be obtained from (8.10) and we note that those humps with \( |\phi_m'| > \pi/2 \) do not contribute to the far field. The total contribution of the cylinder corrugation to the far field is the vector sum of the fields due to each hump modified by a phase factor to correct for the relative positions of the humps. Therefore

\[ S_e = \sum_{m} S_m e^{-i\frac{2\pi}{\lambda} x_m} e^{-i\theta_m} (x_m \cos \phi_m + y_m \sin \phi_m), \tag{8.41} \]

where

\[ x_m = \rho_m \cos \phi_m, \]

\[ y_m = \rho_m \sin \phi_m. \]
The total scattered field may now be obtained from

\[ S = S_e + S_r, \]

where \( S_r \) is the far field amplitude of the smooth cylinder.

### 8.5 Numerical Results

To examine the effect of surface corrugation on scattering from corrugated cylinders, we consider a two-layer circular cylinder with uniform corrugation. The pertinent parameters are chosen as follows: each hump is a \( \lambda/8 \times \lambda/8 \) square with dielectric constant \( \epsilon_1 = 4 + i1 \), the distance between humps is \( L = \lambda/4 \), the thickness and dielectric constant of outer layer are \( \lambda/2 \) and \( 4 + i1 \) respectively, and the radius and the dielectric constant of inner layer are \( 10\lambda \) and \( 15 + i7 \) respectively. For the corresponding periodic surface all the components of the induced current in each hump are obtained by the moment method and the amplitude and phase of the total current \( \int J(x',y')dx'dy' \) are plotted in Figs. 8.9 and 8.10. Figures 8.11-8.14 show the amplitude and the phase of the zeroth Bragg mode as given in (8.21) and (8.22), the reflected wave in the absence of the corrugations, and the sum of the two waves (total reflected wave) as a function of incidence angle. For E polarization (Fig. 8.11) the total reflected wave is less than the reflected wave in the absence of corrugation (reduction in the scattered field). In this case, as far as the total reflected field is concerned, the corrugation can be replaced by a homogeneous dielectric layer with thickness \( \lambda/8 \) and \( \epsilon = 2.6 + i0.58 \). For H polarization (Fig. 8.13) the total reflected wave is weaker than the reflected wave in the absence of the corrugation for angles less than the Brewster angle and vice versa for angles greater than the Brewster angle.

Once the induced current versus angle is obtained the bistatic scattered field can
be computed from (8.41). Figures 8.15 and 8.15 show the far field amplitude due to the corrugation \( S_e \) and smooth cylinder \( S_i \) and the total far field amplitude \( S_e + S_i \). To examine the role of the outer layer, the far field amplitude of the cylinder when the outer layer is removed is also plotted. It is seen that the smooth bark reduces the scattered field by 3 dB and the corrugation on the bark further reduces the scattered field by another 8 dB. In Fig. 8.16 the total far field amplitude , for TM case, of the corrugated cylinder is compared with a smooth cylinder when corrugation is replaced by an equivalent layer (thickness=\( \lambda/8 \), \( \epsilon = 2.6 + i0.58 \)). Excellent agreement is obtained.

8.6 Conclusions

A hybrid solution based on the moment method and physical optics approximation is obtained for corrugated layered cylinders. The only restriction on the physical dimensions is the radius of curvature \( r \) of the cylinder where we require \( r \gg \lambda \). Also new physical optics expressions for the equivalent surface current on the dielectric structure is introduced. This method is employed to investigate the effect of bark and its roughness on the scattering from tree trunks and branches. It is shown that the bark and its roughness both reduce the radar cross section. The low contrast dielectric bark layer manifest its effect more significantly at higher frequencies where the bark thickness and its roughness are a considerable fraction of the wavelength. It is also demonstrated that the roughness of the bark can be replaced with a homogeneous layer for the TM case. This suggests the possibility of replacing the roughness with an anisotropic layer for the case of an arbitrary polarization.
Figure 8.9: Amplitude of the total induced current in a two-layer periodic corrugated surface versus incidence angle: (——) $z$ component of the current (E polarization), (- - -) $x$ component of current and (-----) $y$ component of the current (H polarization).
Figure 8.10: Phase of the total induced current in a two-layer periodic corrugated surface versus incidence angle: \((-\cdots\)\) z component of the current (\(E\) polarization), \((-\cdot\cdot\cdot\)\) x component of current and \((-\cdots\)\) y component of the current (\(H\) polarization).
Figure 8.11: Amplitude of the reflected field from a two-layer periodic corrugated surface versus incidence angle for E polarization: (---) zeroth order Bragg mode, (--) reflected field in absence of corrugation, (---) total reflected field.
Figure 8.12: Phase of the reflected field from a two-layer periodic corrugated surface versus incidence angle for E polarization: (---) zeroth order Bragg mode, (---) reflected field in absence of corrugation, (---) total reflected field.
Figure 8.13: Amplitude of the reflected field from a two-layer periodic corrugated surface versus incidence angle for H polarization: (- - - ) zeroth order Bragg mode, (---) reflected field in absence of corrugation, (-----) total reflected field.
Figure 8.14: Phase of the reflected field from a two-layer periodic corrugated surface versus incidence angle for H polarization: (---) zeroth order Bragg mode, (--.) reflected field in absence of corrugation, (---) total reflected field.
Figure 8.15: Far field amplitude of a corrugated cylinder for TM case with $a = 10.5\lambda_0$, $a_1 = 10\lambda_0$, $L = \lambda_0/4$, $\varepsilon_1 = 4 + \imath 1$, and $\varepsilon_2 = 15 + \imath 7$; (- - -) contribution of corrugation ($S_0$), (--) contribution of smooth cylinder ($S_1$), (---) total far field amplitude ($S_2 + S_0$), and (- - -) far field amplitude for smooth cylinder in absence of corrugation and outer layer.
Figure 8.16: Far field amplitude of a corrugated cylinder for TE case with $a = 10.5\lambda_0$, $a_1 = 10\lambda_0$, $L = \lambda_0/4$, $\varepsilon_1 = 4 + i\alpha$, and $\varepsilon_2 = 15 + i\beta$; (- - -) contribution of corrugation ($S_1$), (- - ) contribution of smooth cylinder ($S_0$), (---) total far field amplitude ($S_1 + S_0$), and (---) far field amplitude for smooth cylinder in absence of corrugation and outer layer.
Figure 8.17: Far field amplitude of the corrugated cylinder (---) and equivalent three-layer cylinder (---) for TM case.
CHAPTER IX

SCATTERING FROM A FOREST CANOPY

9.1 Introduction

A forest canopy is considered to be an inhomogeneous medium which consists of randomly oriented discrete scatterers, namely leaves or needles and branches, above a ground layer. As discussed in Chapter 1, depending on the frequency range desired, there are two approaches to obtain a scattering model for a forest canopy, continuous and discrete random medium techniques. In the continuous case the random medium is modelled by assuming that its permittivity $\varepsilon(x,y,z)$ is a random process whose statistical behavior is known [Tsang et al pp.319, 1985; Lang, 1981; Tsang and Kong 1978]. In the discrete case it is assumed that the particles are sparse in the medium and the single scattering theory is applied [Ulaby et al, Chapter 13, 1986; Tsang et al, Chapter 3, 1985; Karam et al, 1987].

At microwave frequencies and above, the vector radiative transfer approach is appropriate to model forested areas. The single scattering models that were developed in previous chapters can be used directly in this model and the effect of different physical parameters of the constituent particles on scattering can be investigated.

The forest canopy is modelled as two horizontal layers (Fig. 9.1), a crown layer of height $d$ above a trunk layer of height $H_t$. The crown layer, comprised of leaves
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Figure 9.1: Forest canopy model.

Figure 9.2: Problem Geometry.
and branches, is assumed to be continuous in the horizontal direction and statistically homogeneous over the crown volume. The trunk layer is assumed to consist of vertical, homogeneous, dielectric cylinders. The air-crown interface and the crown-trunk interface are treated as diffuse boundaries, and the interface between the trunk layer and the ground layer is considered a specular surface. The problem is formulated using the radiative transfer equation and the scattering intensity \( I' \) (Stokes vector) in the form of a first-order solution is given.

9.2 Basic definitions

The simplified geometry of the problem is depicted in Fig. 9.2. The boundaries at \( z = 0 \) and \( z = -d \) are assumed to be diffuse, and the bottom boundary at \( z = -d' = -(d + H_t) \) is treated as a specular surface with a dielectric constant \( \epsilon_p \).

The vector radiative transfer problem is formulated in terms of the vector specific intensity \( I \) [Ulaby et al., 1986, pp. 1085-1092]. For an elliptically polarized monochromatic plane wave given by (1.8) \( I \) is defined through the modified Stokes parameters \( I_s, I_h, U, \) and \( V \) as follows:

\[
I = \begin{bmatrix}
I_s \\
I_h \\
U \\
V
\end{bmatrix} = \begin{bmatrix}
|E_s|^2 \\
|E_h|^2 \\
2\text{Re}(E_sE_h^*) \\
2\text{Im}(E_sE_h^*)
\end{bmatrix}
\]  

(9.1)

The standard approach used for defining the bistatic scattering coefficient of a distributed target of area \( A \) is to compute the field scattered by the target in the direction of interest as a result of illumination by a plane wave. Thus, the incident illumination is a plane wave, whereas the scattered field is a spherical wave. For a spherical wave, the vector specific intensity also is defined in terms of Stokes parame-
ters, but the definition includes normalization by the solid angle $A \cos \theta_s / r^2$, where $r$ is the distance between the distributed target and the observation point and $\theta_s$ is the angle between the outward normal to $A$ and the vector defining the direction from the target to the observation point. Hence, the scattered intensity from a random medium is defined as:

$$ I^s = \begin{bmatrix} I^o_s \\ I_h^o \\ U^o \\ V^o \end{bmatrix} = \frac{r^2}{Z_0 A \cos \theta_s} \begin{bmatrix} \langle |E^s_o|^2 \rangle \\ \langle |E^s_h|^2 \rangle \\ 2 \text{Re}(\langle E^s_o E^* \rangle) \\ 2 \text{Im}(\langle E^s_o E^* \rangle) \end{bmatrix} \tag{9.2} $$

where $\langle \rangle$ denotes ensemble average.

The bistatic scattering coefficient $\sigma_{o\beta}^s$ corresponding to a $\beta$-polarized incident plane wave giving rise to $\alpha$-polarized spherical wave is defined as:

$$ \sigma_{o\beta}^s = \frac{4 \pi r^2}{A} \frac{\langle |E^s_o|^2 \rangle}{\langle |E^s_\beta|^2 \rangle}, \tag{9.3} $$

where $\alpha, \beta = o$ or $h$ polarization. Using (1.8) for $|E^s_\beta|^2$ and (9.2) for $\langle |E^s_o|^2 \rangle$, (9.3) can be written as:

$$ \sigma_{o\beta}^s(\pi - \theta_0, \phi_0; \theta_s, \phi_s) = \frac{4 \pi \cos \theta_s I^o_s(\theta_s, \phi_s)}{I^o_\beta(\pi - \theta_0, \phi_0)} \tag{9.4} $$

where $(\pi - \theta_0, \phi_0)$ denotes the direction of the downward-going incident intensity and $(\theta_s, \phi_s)$ denotes the direction of the upward-going scattered intensity. We note that $\theta_s = \theta_0$ and $\phi_s = \pi + \phi_0$ corresponds to scattering in the backward direction.

### 9.3 Phase and Extinction Matrices

#### 9.3.1 Phase Matrix

For a single particle in the global coordinate system $(X, Y, Z)$ with some orientation angles $(\theta_j, \phi_j)$ the scattering matrix $S(\theta_j, \phi_j; \theta_i, \phi_i, \theta_j, \phi_j)$ is defined in (1.11)
where \((\theta_i, \phi_i)\) and \((\theta_s, \phi_s)\) denote directions of incidence and scattering respectively. In fact the scattering matrix relates the incident field components to the components of the scattered field in the desired directions. Counterpart of the scattering matrix for modified Stokes vector is the Stokes matrix \(L(\theta_i, \phi_i; \theta_s, \phi_s; \theta_j, \phi_j)\) which relates the scattered modified Stokes vector \(\mathbf{I}'\) to the incident modified Stokes vector \(\mathbf{I}\) by [Ulaby et al., 1986, p. 1088]

\[
\mathbf{I}' = \frac{1}{r^2} L(\theta_i, \phi_i; \theta_s, \phi_s; \theta_j, \phi_j) \cdot \mathbf{I}
\]  

(9.5)

where \(L(\theta_i, \phi_i; \theta_s, \phi_s; \theta_j, \phi_j)\) is the Stokes matrix and is given by

\[
L = \begin{bmatrix}
|S_{ov}|^2 & |S_{vh}|^2 & \text{Re}(S_{ov}S_{vh}^*) & -\text{Im}(S_{ov}S_{vh}^*) \\
|S_{ov}|^2 & |S_{vh}|^2 & \text{Re}(S_{ov}S_{vh}^*) & -\text{Im}(S_{ov}S_{vh}^*) \\
2\text{Re}(S_{ov}S_{vh}^*) & 2\text{Re}(S_{ov}S_{vh}^*) & \text{Re}(S_{ov}S_{vh}^* + S_{vh}S_{ov}^*) & -\text{Im}(S_{ov}S_{vh}^* - S_{vh}S_{ov}^*) \\
2\text{Im}(S_{ov}S_{vh}^*) & 2\text{Im}(S_{ov}S_{vh}^*) & \text{Im}(S_{ov}S_{vh}^* + S_{vh}S_{ov}^*) & \text{Re}(S_{ov}S_{vh}^* - S_{vh}S_{ov}^*)
\end{bmatrix}
\]

(9.6)

If the particles in the medium are positioned and oriented randomly, we may add the scattered Stokes vectors of the particles incoherently. This can be justified by noting that the phase of the scattered wave from a particle depends on its position and if the distribution of the scatterers is sufficiently random, the phase distribution of the scattered field becomes uniform. Suppose the medium is comprised of particles with known size and orientation distribution functions and the number of particles per unit volume is denoted by \(N\), then the phase matrix of this medium is defined by

\[
P(\theta_i, \phi_i; \theta_s, \phi_s) = N(L)
\]

(9.7)

where \((\quad)\) is ensemble average over the size and orientation of the particles. The phase matrix \(P(\theta_i, \phi_i; \theta_s, \phi_s)\) relates the average intensity scattered by a unit volume
of the crown layer into the direction \((\theta_s, \phi_s)\) to the intensity incident upon the unit volume from the direction \((\theta_i, \phi_i)\). It should be pointed out that in the trunk layer the trunks are assumed to be vertical and usually the density is given by the number per unit area \((N_t)\). Thus the phase matrix in trunk layer is defined by

\[
P_t(\theta_s, \phi_s; \theta_i, \phi_i) = \frac{N_t}{H_t}(L) \tag{9.8}
\]

where \(\ldots\) is the ensemble average over the size of the trunks.

9.3.2 Extinction Matrix

The extinction matrix characterizes the attenuation of the Stokes parameters due to absorption and scattering. For a medium with low concentration of particles, the attenuation rate can be obtained from the extinction cross section of the individual scatterers. By applying the optical theorem, the extinction cross section, \(\sigma_{ext}^p\) \((p = v\) or \(h)\), is given by

\[
\sigma_{ext}^p = \frac{4\pi}{k_0} \text{Im}[S_{pp}(\theta_s, \phi_s; \theta_i, \phi_i; \theta_j, \phi_j)],
\]

from which the extinction coefficient can be obtained through

\[
\kappa_p = \frac{N}{\sigma_{ext}} \tag{9.9}
\]

To find a better estimate of the coherent field along the propagation direction \((\theta_s, \phi_i)\), Foldy's approximation can be employed. The coupled equations for vertical and horizontal mean field in this approximation is of the following form [Tsang et al., 1985, p.139]

\[
\frac{dE_v}{ds} = (ik_0 + M_{vv})E_v + M_{vh}E_h \tag{9.10}
\]

\[
\frac{dE_h}{ds} = M_{hv}E_v + (ik_0 + M_{hh})E_h \tag{9.11}
\]
where $s$ is the distance along the direction of propagation and

$$M_{mn} = \frac{i2\pi N}{k_0} \langle S_{mn}(\theta_s, \phi_s; \theta_i, \phi_i) \rangle \quad m, n = v, h$$  \hspace{1cm} (9.12)

Using the definition of the modified Stokes parameters and (9.10) and (9.11) the following coupled differential equation is found

$$\frac{d}{ds} \mathbf{I} = -\kappa \mathbf{I}$$  \hspace{1cm} (9.13)

where $\kappa$ is the extinction matrix and is given by

$$\kappa = \begin{bmatrix}
-2\text{Re}(M_{vv}) & 0 & -\text{Re}(M_{vh}) & -\text{Im}(M_{vh}) \\
0 & -2\text{Re}(M_{hh}) & -\text{Re}(M_{hv}) & \text{Im}(M_{hv}) \\
-2\text{Re}(M_{ov}) & -2\text{Re}(M_{oh}) & -[\text{Re}(M_{ov}) + \text{Re}(M_{oh})] & [\text{Im}(M_{ov}) - \text{Im}(M_{oh})] \\
2\text{Im}(M_{ov}) & -2\text{Im}(M_{oh}) & -[\text{Im}(M_{ov}) - \text{Im}(M_{oh})] & -[\text{Re}(M_{ov}) + \text{Re}(M_{oh})]
\end{bmatrix}$$  \hspace{1cm} (9.14)

The effective propagation constant of the mean field can be obtained from the eigenvalues of the matrix formed by the right hand side coefficients of equations (9.10) and (9.11). The two eigenvalues are given by

$$K_1 = k_0 - \frac{i}{2} [M_{ov} + M_{oh} + r]$$  \hspace{1cm} (9.15)

$$K_2 = k_0 - \frac{i}{2} [M_{ov} + M_{oh} - r]$$  \hspace{1cm} (9.16)

where

$$r = [(M_{ov} - M_{oh})^2 + 4M_{ov}M_{oh}]^{1/2}$$  \hspace{1cm} (9.17)

The eigenvectors corresponding to $K_1$ and $K_2$ are denoted by $[b_1, 1]$ and $[b_2, 1]$ respectively, and $b_1$ and $b_2$ are given by

$$b_1 = \frac{2M_{oh}}{M_{ov} - M_{oh} + r}$$
\[ b_2 = \frac{2M_{ab}}{-M_{ao} + M_{ab} - r} \]

The corresponding effective propagation constant of the coherent Stokes parameters can be obtained from eigenvalue solution of equation (9.13). The eigenvalues of extinction matrix are given by [Tsang et al., 1985]

\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3 \\
\lambda_4
\end{pmatrix} = \begin{pmatrix}
2\text{Im}[K_1] \\
-iK_1^* - iK_1 \\
iK_1^* - iK_2 \\
2\text{Im}[K_2]
\end{pmatrix}
\]

(9.18)

The eigenmatrix \(Q(\theta, \phi)\) is also defined in such a way that the columns of \(Q(\theta, \phi)\) are the eigenvectors of the extinction matrix and is given by

\[
Q(\theta, \phi) = \begin{pmatrix}
1 & b_2^* & |b_2|^2 \\
|b_1|^2 & b_1 & b_2 \\
2\text{Re}[b_1] & 1 + b_1b_2^* & 1 + b_1b_2^* & 2\text{Re}[b_2] \\
-2\text{Im}[b_1] & i(1 - b_1b_2^*) & i(1 - b_1b_2^*) & 2\text{Im}[b_2]
\end{pmatrix}
\]

(9.19)

It is worth noting that at high frequencies or generally for particles with no depolarization where \(M_{ab} = M_{ba} = 0\) the eigenmatrix \(Q\) is independent of the particles shape and orientation. In this case the eigenmatrix and its inverse are given by

\[
Q = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & -i & i & 0
\end{pmatrix}, \quad Q^{-1} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & -\frac{1}{2} \\
0 & 1 & 0 & 0
\end{pmatrix}
\]

9.4 Radiative Transfer Equations

When formulating the radiative transfer problem for bounded media, the standard practice is to split the intensity vector into upward-going \((I^+(\theta, \phi, z))\) and downward-
going \((\Gamma'(\phi, \phi, z))\) components, noting that \(\phi\) varies between 0 and \(\pi/2\) [Ulaby et al., 1987, pp.1090-1092]. In the crown layer, the intensity \((\Gamma_c^r(\phi, \phi, z))\) travelling in the upward direction \((\phi, \phi)\) and the intensity \((\Gamma_c^r(\phi, \phi, z))\) travelling in the downward direction \((\phi, \phi)\) must satisfy the coupled radiative transfer equations

\[
\begin{align*}
\frac{d}{dz} \Gamma_c^r(\phi, \phi, z) &= -\frac{\kappa_c^r}{\mu} \Gamma_c^r(\phi, \phi, z) + F_c^r(\phi, \phi, z), \quad -d \leq z \leq 0 \\
-\frac{d}{dz} \Gamma_c^r(-\mu, \phi, z) &= -\frac{\kappa_c^r}{\mu} \Gamma_c^r(-\mu, \phi, z) + F_c^r(-\mu, \phi, z), \quad -d \leq z \leq 0
\end{align*}
\]

(9.20)

where \(\kappa_c^r\) is the extinction matrix of the crown layer, \(\mu = \cos \phi\), and \(-\mu = \cos(\pi - \phi)\).

The source functions \(F_c^r(\phi, \phi, z)\) and \(F_c^r(-\mu, \phi, z)\) account for the energy incident upon an elemental volume from all directions into the direction \((\phi, \phi)\) and \((\pi - \phi)\), respectively and are given by

\[
\begin{align*}
F_c^r(\mu, \phi, z) &= \frac{1}{\mu} \int_{0}^{\mu} \int_{0}^{\mu} \mathcal{P}_c(\mu, \phi; \mu', \phi') \Gamma_c^r(\mu', \phi', z) d\mu' d\phi' \\
&\quad + \frac{1}{\mu} \int_{0}^{\mu} \int_{0}^{\mu} \mathcal{P}_c(\mu, \phi; -\mu', \phi') \Gamma_c^r(-\mu', \phi', z) d\mu' d\phi' \\
F_c^r(-\mu, \phi, z) &= \frac{1}{\mu} \int_{0}^{\mu} \int_{0}^{\mu} \mathcal{P}_c(-\mu, \phi; \mu', \phi') \Gamma_c^r(\mu', \phi', z) d\mu' d\phi' \\
&\quad + \frac{1}{\mu} \int_{0}^{\mu} \int_{0}^{\mu} \mathcal{P}_c(-\mu, \phi; -\mu', \phi') \Gamma_c^r(-\mu', \phi', z) d\mu' d\phi'
\end{align*}
\]

(9.21)

where \(d\Omega' = d\mu' d\phi' = \sin \phi d\theta d\phi'\), and \(\mathcal{P}_c(\mu, \phi; \mu', \phi')\) is the phase matrix of the crown layer. Equations identical with (9.20) and (9.21) may be written for the trunk layer \((-d' \leq z \leq -d)\) upon replacing the subscript \(c\) with the subscript \(t\). In equation (7.13) it was shown that the far field amplitude of a long cylinder is proportional to \(\sin V/V\) and thus the phase matrix of the trunk layer has a similar dependency, i.e.

\[
\begin{align*}
P_c(\theta, \phi; \theta, \phi) \sim \left\{ \frac{\sin[k_0 H_l \cos \theta (\cos \theta - \cos \phi)]}{k_0 H_l \cos \theta (\cos \theta - \cos \phi)} \right\}^2
\end{align*}
\]

For the forest canopy the height of the trunk layer is assumed to be much larger than the wavelength \((H_l \gg \lambda)\). Thus the following approximation can be employed

\[
\frac{\sin[k_0 H_l (\cos \theta - \cos \phi)]}{k_0 H_l \cos \theta (\cos \theta - \cos \phi)} \approx \delta_t(\mu - \mu)
\]
where $\delta_{k}$ is the Kronecker delta function and is defined by

$$\delta_{k}(\mu_{x} - \mu_{i}) = \begin{cases} 
1; & \mu_{x} = \mu_{i} \\
0; & \text{otherwise}
\end{cases}$$

As a result of this approximation the cylinders in the trunk layer can only generate upward-going (downward-going) intensity when they are illuminated by an upward-going (downward-going) intensity. Therefore the source functions in the trunk layer are given by

$$F^{+}_{\mu}(\mu, \phi, z) = \frac{1}{\pi} \int_{0}^{\pi} \Psi_{\epsilon}(\mu, \phi; \mu, \phi') \left[ \int_{0}^{\pi} I_{\mu}^{+}(\phi', z) \delta_{k}(\mu - \mu') d\phi' \right] d\phi$$

$$F^{-}_{\mu}(\mu, \phi, z) = \frac{1}{\pi} \int_{0}^{\pi} \Psi_{\epsilon}(\mu, \phi; -\mu, \phi') \left[ \int_{0}^{\pi} I_{\mu}^{-}(\phi', z) \delta_{k}(\mu - \mu') d\phi' \right] d\phi'$$

(9.22)

where the quantity in the bracket is the representation of the specific intensity for a two dimensional problem.

The solution to differential equations (9.20) and (9.21) can formally be expressed as

$$I^{+}_{\mu}(\mu, \phi, z) = e^{-\kappa_{x}^{+}(x+y)/\mu} I^{+}_{\mu}(\mu, \phi, -d) + \int_{-d}^{z} e^{-\kappa_{x}^{+}(x+y)/\mu} F^{+}_{\mu}(\mu, \phi, z') dz'$$

(9.23)

$$I^{-}_{\mu}(\mu, \phi, z) = e^{-\kappa_{x}^{-}(x+y)/\mu} I^{-}_{\mu}(\mu, \phi, 0) + \int_{0}^{z} e^{-\kappa_{x}^{-}(x+y)/\mu} F^{-}_{\mu}(\mu, \phi, z') dz'$$

(9.24)

where

$$\kappa_{x}^{+} = \kappa_{x}(\phi, \phi)$$

$$\kappa_{x}^{-} = \kappa_{x}(x - \theta, \phi)$$

(9.25)

and the following notation has been adopted

$$e^{-\kappa_{x}^{+}/\mu} = Q_{\epsilon}(\mu, \phi) D_{\epsilon}(\mu, \phi; z/\mu) Q_{\epsilon}^{-1}(\mu, \phi)$$

(9.26)

where $Q_{\epsilon}(\mu, \phi)$ is a matrix whose columns are eigen vectors of the extinction matrix $\kappa_{x}(\mu, \phi)$, and $D_{\epsilon}(\mu, \phi; z/\mu)$ is a diagonal matrix whose diagonal elements are of the following form

$$[D_{\epsilon}(\mu, \phi; z/\mu)]_{ii} = e^{-\lambda_{i}(\mu, \phi) z/\mu}$$
with $\lambda_i(\mu, \phi)$ being the $i$th eigen value of $\kappa_i(\mu, \phi)$.

Similarly the vector specific intensities $I^+_t$ and $I^-_t$ in the trunk layer are given by

$$I^+_t(\mu, \phi, z) = e^{-\kappa^+_i(r+d'/r)}I^+_t(\mu, \phi, -d') + \int_{-d'}^z e^{-\kappa^+_i(r-z'/r)}I^+_t(\mu, \phi, z') dz'$$  \hspace{1cm} (9.27)

$$I^-_t(-\mu, \phi, z) = e^{\kappa^+_i(r+d'/r)}I^-_t(-\mu, \phi, -d') + \int_{-d'}^z e^{\kappa^+_i(r-z'/r)}I^-_t(-\mu, \phi, z') dz'$$  \hspace{1cm} (9.28)

where the subscript $t$ denotes that the propagation and scattering processes are taking place in the trunk layer. If we limit our solution to first-order scattering, the first-order contribution of the trunk layer is observable only on the surface of a cone with generating angle $\theta_0$ which includes the backscattering direction.

### 9.5 First-Order Solution for Bistatic Scattering

Because there is no reflection at the (diffuse) air-crown boundary ($z = 0$) and the crown-trunk boundary ($z = -d$), the following boundary conditions must be satisfied:

$$I^-_t(-\mu, \phi, 0) = I_0 \delta(\mu - \mu_0) \delta(\phi - \phi_0),$$  \hspace{1cm} (9.29)

$$I^+_t(\mu, \phi, -d) = I^+_t(\mu, \phi, -d),$$  \hspace{1cm} (9.30)

$$I^-_t(-\mu, \phi, -d) = I^-_t(-\mu, \phi, -d).$$  \hspace{1cm} (9.31)

At the bottom boundary ($z = -d'$), the boundary condition is

$$I^+_t(\mu, \phi, -d') = R(\mu)I^-_t(-\mu, \phi, -d'),$$  \hspace{1cm} (9.32)

where $R(\mu)$ is the reflectivity matrix of the specular surface and is given by [Tsang and Kong, 1978; Ulaby et al.,1986, pp. 1183]

$$R(\mu) = \begin{bmatrix}
| R_e |^2 & 0 & 0 & 0 \\
0 & | R_h |^2 & 0 & 0 \\
0 & 0 & Re(R_eR_h^*) & -Im(R_eR_h^*) \\
0 & 0 & Im(R_eR_h^*) & Re(R_eR_h^*) 
\end{bmatrix}$$
where $R_u$ and $R_a$ are the v-polarized and h-polarized Fresnel reflection coefficients of the specular surface at incidence angle $\theta$.

In order to obtain scattering behavior of the layered media, we need to solve for $\mathbf{I}_s^r(\mu, \phi, z)$ and then evaluate it at $z = 0$. Upon setting $z = -d$ in (9.24), inserting the result in (9.28), and then evaluating the resultant expression at $z = -d'$, the downward-going intensity at the bottom surface can be obtained. Now the upward-going intensity at the bottom surface ($\mathbf{I}_s^u(\mu, \phi, -d')$) can be found by using the boundary condition (9.32). The expression for $\mathbf{I}_s^u(\mu, \phi, -d')$ can be inserted into equation (9.27) and then the latter can be evaluated at $z = -d$ to obtain an expression for $\mathbf{I}_s^p(\mu, \phi, -d)$. Finally by inserting the resultant expression for $\mathbf{I}_s^p(\mu, \phi, -d)$ into equation (9.23), we end up with the expression

$$\mathbf{I}_s^p(\mu, \phi, z) = e^{-\mathbf{K}_t^2(z+\delta)/\mu} R(\mu, \phi) \cdot [e^{-\mathbf{K}_t^2 z/\mu} \mathbf{I}_s^p(-\mu, \phi, 0)]$$

$$+ \int_{-d}^{0} e^{-\mathbf{K}_t^2 (z+\delta)/\mu} F_\mu^p(\mu, \phi, z', \psi') dz' + \int_{-d}^{0} e^{-\mathbf{K}_t^2 (z-\delta)/\mu} F_\mu^p(\mu, \phi, z, \psi') dz'$$

$$+ \int_{-d}^{0} e^{-\mathbf{K}_t^2 (z+\delta)/\mu} R'(-\mu, \phi, \psi') dz'$$

$$= e^{-\mathbf{K}_t^2 (z+\delta)/\mu} R(\mu, \phi) \cdot e^{-\mathbf{K}_t^2 z/\mu}$$

where

$$R'(\mu, \phi) = e^{-\mathbf{K}_t^2 z_\mu} \cdot R(\mu) \cdot e^{-\mathbf{K}_t^2 z_\mu}$$

The matrix $R'(\mu, \phi)$ accounts for extinction in the trunk layer and reflection at the specular surface. The above expression is given in terms of the source functions $F^p_\mu$ and $F^p_\mu$ which in turn are given by (9.21) and (9.22) in terms of $I^p_\mu$ and $I^s_\mu$. Thus we need to solve the coupled integral equations (9.22)-(9.27),(9.28), and (9.33) to obtain $I^p_\mu(\mu, \phi, 0)$. If the scattering albedo of the medium is small, we can solve the integral equations using an iterative approach. We shall start with the zeroth-order solutions, which are obtained by setting $P_s(\mu, \phi; \mu', \phi') = P_s(\mu, \phi; \mu', \phi') = 0$ in
(9.21) and (9.22) which renders \( F^\pm_0(\mu, \phi, z) = F^\pm_0(-\mu, \phi, z) = 0 \). Using the boundary conditions given by (9.29)-(9.33) the zeroth-order specific intensities are given by

\[
\begin{align*}
I_0^-(\mu, \phi, z) &= e^{K_r^0(z)} \Pi_0(\mu - \mu_0) \delta(\phi - \phi_0) \\
I_0^+(\mu, \phi, z) &= e^{K_r^0(z)} e^{-K_r^0(z)} \Pi_0(\mu - \mu_0) \delta(\phi - \phi_0) \\
I_0^0(\mu, \phi, z) &= e^{-K_r^0(z)} e^{-K_r^0(z)} \Pi_0(\mu - \mu_0) \delta(\phi - \phi_0)
\end{align*}
\]  
(9.34)

where the symbols \( I_0^+ \) and \( I_0^- \) are used to denote the zeroth-order solutions of \( I_0^+ \) and \( I_0^- \), respectively.

The zeroth-order solution corresponds to propagation of the coherent wave through the medium with the scattering ignored, except for its contribution to extinction. To obtain the first-order solution, we first need to use (9.34) in (9.21) and (9.22) to compute the first-order source functions \( F^+_{01} \) and \( F^-_{01} \), and then insert the result in (9.33). This process leads to:

\[
\begin{align*}
I_1^+(\mu, \phi, z) &= e^{-K_r^0(z)} e^{K_r^0(z)} R^0(\mu, \phi) e^{-K_r^0(z)} \Pi_{01} \\
&= e^{-K_r^0(z)} e^{K_r^0(z)} \left[ -\int_{-d}^{d} e^{-K_r^0(z)} e^{K_r^0(z)} R^0(\mu, \phi) e^{-K_r^0(z)} \Pi_{01} \right] \\
&= e^{-K_r^0(z)} e^{K_r^0(z)} \left[ \int_{-d}^{d} e^{-K_r^0(z)} \left[ -\int_{-d}^{d} e^{-K_r^0(z)} e^{K_r^0(z)} R^0(\mu, \phi) e^{-K_r^0(z)} \Pi_{01} \right] \right]
\end{align*}
\]  
(9.35)
where it is understood that $\kappa_+^2/\mu = \kappa_+^2(\mu, \phi)/\mu$ and $\kappa_0^2/\mu_0 = \kappa_0^2(\mu_0, \phi_0)/\mu_0$. To find an expression for the intensity emerging from the crown layer at $z = 0$, we shall first define the integrals in (9.35) in terms of equivalent matrices. Using the definition given by (9.25)

$$A_1(\mu, \phi; \mu_0, \phi_0) = \int_0^\phi \mathcal{D}_c(-\mu, \phi; -(z' + d)/\mu)Q^\ast_c(-\mu, \phi)P_c(-\mu, \phi; \mu_0, \phi_0)d\phi'$$

$$Q_c(\mu_0, \phi_0)\mathcal{D}_c(\mu, \phi_0; -(z' + d)/\mu_0)d\phi,$$  \hspace{1cm} (9.36)

whose $(ij)^{th}$ element is given by

$$[A_1(\mu, \phi; \mu_0, \phi_0)]_{ij} = \frac{1 - \exp(-\lambda_1(\mu, \phi)/\mu + \lambda_2(\mu_0, \phi_0)/\mu)d}{\lambda_1(\mu, \phi)/\mu + \lambda_2(\mu_0, \phi_0)/\mu_0} \cdot [Q^\ast_c(-\mu, \phi)P_c(-\mu, \phi; \mu_0, \phi_0)Q_c(\mu_0, \phi_0)]_{ij}.$$  

In a similar manner,

$$A_2(\mu, \phi; \mu_0, \phi_0) = \int_0^\phi \mathcal{D}_c(-\mu, \phi; -(z' + d)/\mu)Q^\ast_c(-\mu, \phi)P_c(-\mu, \phi; -\mu_0, \phi_0)d\phi'$$

$$Q_c(-\mu_0, \phi_0)\mathcal{D}_c(\mu, \phi_0; z'/\mu_0)d\phi,$$  \hspace{1cm} (9.37)

$$[A_2(\mu, \phi; \mu_0, \phi_0)]_{ij} = \frac{\exp(-\lambda_1(-\mu, \phi)d/\mu) - \exp(-\lambda_1(-\mu_0, \phi_0)d/\mu_0)}{-\lambda_1(-\mu, \phi)/\mu + \lambda_2(-\mu_0, \phi_0)/\mu_0} \cdot [Q^\ast_c(-\mu, \phi)P_c(-\mu, \phi; -\mu_0, \phi_0)]_{ij},$$  

$$A_3(\mu, \phi; \mu_0, \phi_0) = \int_0^\phi \mathcal{D}_c(\mu, \phi; z'/\mu)Q^\ast_c(-\mu, \phi)P_c(\mu, \phi; \mu_0, \phi_0)d\phi'$$

$$Q_c(\mu_0, \phi_0)\mathcal{D}_c(\mu, \phi_0; -(z' + d)/\mu_0)d\phi,'$$  \hspace{1cm} (9.38)

$$[A_3(\mu, \phi; \mu_0, \phi_0)]_{ij} = \frac{\exp(-\lambda_1(\mu_0, \phi_0)d/\mu_0) - \exp(-\lambda_1(\mu_0, \phi)d/\mu)}{-\lambda_1(\mu, \phi)/\mu + \lambda_2(\mu_0, \phi_0)/\mu_0} \cdot [Q^\ast_c(-\mu, \phi)P_c(\mu, \phi; \mu_0, \phi_0)Q_c(\mu_0, \phi_0)]_{ij},$$  

and

$$A_4(\mu, \phi; \mu_0, \phi_0) = \int_0^\phi \mathcal{D}_c(\mu, \phi; z'/\mu)Q^\ast_c(-\mu, \phi)P_c(\mu, \phi; -\mu_0, \phi_0)d\phi'$$

$$Q_c(-\mu_0, \phi_0)\mathcal{D}_c(\mu, \phi_0; z'/\mu_0)d\phi,'$$  \hspace{1cm} (9.39)
\[
[A_4(\mu, \phi; \mu_0, \phi_0)]_{ij} = \frac{1 - \exp[-(\lambda_1(\mu, \phi)/\mu + \lambda_2(\mu_0, \phi_0)/\mu_0)\delta]}{\lambda_1(\mu, \phi)/\mu + \lambda_2(\mu_0, \phi_0)/\mu_0}
\cdot [Q^{-1}_i(\mu, \phi)P_i(-\mu, \phi; -\mu_0, \phi_0)Q_i(-\mu_0, \phi_0)]_{ij}
\]

\[
A_3(\mu, \phi; \mu_0, \phi_0) = \int_{-\pi}^\pi D_i(-\mu, \phi; (z' + d)/\mu)Q_i^{-1}(-\mu, \phi)P_i(-\mu, \phi; -\mu_0, \phi_0)Q_i(-\mu_0, \phi_0)d\phi
\]

\[
[A_3(\mu, \phi; \mu_0, \phi_0)]_{ij} = \frac{\exp[-\lambda_1(\mu, \phi)H_1/\mu] - \exp[-\lambda_2(\mu_0, \phi_0)H_1/\mu_0]}{-\lambda_1(\mu, \phi)/\mu + \lambda_2(\mu_0, \phi_0)/\mu_0}
\cdot [Q_i^{-1}(-\mu, \phi)P_i(-\mu, \phi; -\mu_0, \phi_0)Q_i(-\mu_0, \phi_0)]_{ij}
\]

\[
A_0(\mu, \phi; \mu_0, \phi_0) = \int_{-\pi}^\pi D_i(\mu, \phi; (z' + d)/\mu)Q_i^{-1}(\mu, \phi)P_i(\mu, \phi; \mu_0, \phi_0)
\]

\[
A_i(\mu, \phi; \mu_0, \phi_0) = \frac{\exp[-\lambda_2(\mu_0, \phi_0)H_1/\mu_0] - \exp[-\lambda_1(\mu, \phi)H_1/\mu]}{\lambda_1(\mu, \phi)/\mu - \lambda_2(\mu_0, \phi_0)/\mu_0}
\cdot [Q_i^{-1}(\mu, \phi)P_i(\mu, \phi; \mu_0, \phi_0)Q_i(\mu_0, \phi_0)]_{ij}
\]

In view of these matrices, (9.36) can be evaluated at \(z = 0\) and written in the form

\[
\Gamma(\mu, \phi) = \Gamma^0(\mu, \phi; 0)
\]

\[
= e^{-K_{d}^j/\mu}R^j(\mu_0, \phi_0)e^{-K_{d}^j/\mu_0}\delta(\mu - \mu_0)\delta(\phi - \phi_0)\mathbb{I}_0
\]

\[+ \frac{1}{\mu} e^{-K_{d}^j/\mu}R^j(\mu, \phi)Q_i(-\mu, \phi)A_iQ_i^{-1}(\mu_0, \phi_0)e^{-K_{d}^j/\mu_0}\mathbb{I}_0
\]

\[+ \frac{1}{\mu} e^{-K_{d}^j/\mu}R^j(\mu, \phi)Q_i(-\mu, \phi)A_iQ_i^{-1}(-\mu_0, \phi_0)\mathbb{I}_0
\]

\[+ \frac{1}{\mu} Q_i(\mu, \phi)A_iQ_i^{-1}(\mu_0, \phi_0)R^j(\mu_0, \phi_0)e^{-K_{d}^j/\mu_0}\mathbb{I}_0
\]

\[+ \frac{1}{\mu} Q_i(\mu, \phi)A_iQ_i^{-1}(-\mu_0, \phi_0)\mathbb{I}_0
\]

\[+ \frac{1}{\mu} e^{-K_{d}^j/\mu}e^{-K_{d}^j/\mu_0}RQ_i(-\mu, \phi)AQ_i^{-1}(-\mu_0, \phi_0)e^{-K_{d}^j/\mu_0}\delta_0(\mu - \mu_0)\mathbb{I}_0
\]

\[+ \frac{1}{\mu} e^{-K_{d}^j/\mu}e^{-K_{d}^j/\mu_0}Q_i(\mu, \phi)AQ_i^{-1}(\mu_0, \phi_0)e^{-K_{d}^j/\mu_0}\delta_0(\mu - \mu_0)\mathbb{I}_0
\]

(9.42)
The seven terms contained in (9.42), which are diagrammed in Fig. 9.3, represent:

**Term ds** This is a coherent reflection term resulting from direct propagation of the incident intensity through the layers down to the bottom boundary, followed by specular reflection by the specular boundary, and then followed with direct propagation through the layers to the upper boundary. This term exist only in the specular direction \((\theta, \phi) = (\theta_0, \phi_0)\), and in that case, its magnitude is equal to \(I_0\), reduced by the product of the two-way attenuation and the reflection coefficient.

**Term 1** This term represents propagation of the incident intensity through the two layers to the bottom boundary, followed with specular reflection at \(\theta_0\), then bistatic scattering by the vegetation material in the crown layer downward in a direction \((x - \theta, \phi)\) such that after specular reflection by the lower surface a second time at \(\theta\), the reflected intensity propagates upward through the two layers along the direction \((\theta, \phi)\).

**Term 2a** This term represents propagation of the incident intensity \(I_0\) into the crown layer along the direction \((\theta_0, \phi_0)\), followed with bistatic scattering by the vegetation material downward along the direction \((x - \theta, \phi)\), and then followed with specular reflection by the lower boundary upward through the layers along the direction \((\theta, \phi)\).

**Term 2b** This is the complement of term 2. It represents propagation of the incident intensity \(I_0\) through the layers down to the bottom boundary, specular reflection at \(\theta_0\), upward propagation at \(\theta_0\), then bistatic scattering by the vegetation in the direction \((\theta, \phi)\).

**Term 3** This term does not involve reflection by the bottom boundary. It repre-
sents incidence at \((\pi - \theta_0, \phi_0)\) followed by bistatic scattering upward along the direction \((\theta, \phi)\). For a semi-infinite layer, the other four term vanish and only this term remains.

**Term 4a** This term represents the propagation of the incident intensity in the crown layer (i.e. attenuation only but no change in direction), followed by bistatic scattering by the trunks down to the ground surface, followed by bistatic reflection by the surface boundary, and then direct propagation through the trunk and crown layers.

**Term 4b** This term is the complement of term 5 (same path, but in reverse direction). This term and term 5 will be referred to as ground-trunk term. Contribution of these terms is observable only on the surface of a cone with generating angle \(\theta_0\).

With \(P(\mu, \phi)\) given by (9.42), the expression for the bistatic scattering coefficient may now be readily found by inserting (9.42) into (9.4). For the backscattering case, we set \(\theta = \theta_0\) and \(\phi = \phi_0 + \pi\) in (9.36)-(9.42). For an azimuthally symmetric medium, this condition causes the diagonal components of \(\mathbf{A}_2, \mathbf{A}_3\), \(\mathbf{A}_5\), and \(\mathbf{A}_6\) to become indeterminate. Application of L'Hôpital's rule, however, leads to

\[
\lim_{\mu \to 0} [\mathbf{A}_3(\mu, \phi; \mu_0, \phi_0)]_{ii} = d e^{-\lambda/(\mu_0 M)} : [Q^{-1}(-\mu, \phi)P_s(-\mu, \phi; -\mu_0, \phi_0)Q_s(-\mu_0, \phi_0)]_{ii}
\]

The same result applies to \(\mathbf{A}_3, \mathbf{A}_5\), and \(\mathbf{A}_6\). The backscattered intensity can be related to the incident intensity through a matrix \(T(\theta_0, \phi_0)\):

\[
P' = T(\theta_0, \phi_0)I_0
\]
Figure 9.3: Scattering terms for the bistatic case.

Figure 9.4: Scattering terms for the backscattering case.
where

\[ T(\theta_0, \phi_0) = \frac{1}{\mu_0} \exp(-\kappa_2 d/\mu_0) \]

\[ \cdot R'(\mu_0, \phi_0 + \pi)Q_0(-\mu_0, \phi_0 + \pi) \]

\[ A_2Q_2^{-1}(\mu_0, \phi_0)R'(\mu_0, \phi_0)\exp(-\kappa_2 d/\mu_0) \]

\[ + \frac{1}{\mu_0} \exp(-\kappa_2 d/\mu_0)R'(\mu_0, \phi_0 + \pi)Q_0(-\mu_0, \phi_0 + \pi)A_2Q_2^{-1}(-\mu_0, \phi_0) \]

\[ + \frac{1}{\mu_0} Q_0(\mu_0, \phi_0 + \pi)A_2Q_2^{-1}(\mu_0, \phi_0)R'(\mu_0, \phi_0)\exp(-\kappa_2 d/\mu_0) \]

\[ + \frac{1}{\mu_0} \exp(-\kappa_2 d/\mu_0)\exp(-\kappa_2 H/\mu_0)R(\mu_0)Q_0(-\mu_0, \phi_0 + \pi)A_2Q_2^{-1}(-\mu_0, \phi_0)\exp(-\kappa_2 d/\mu_0) \]

\[ + \frac{1}{\mu_0} \exp(-\kappa_2 d/\mu_0)Q_0(\mu_0, \phi_0 + \pi)A_2Q_2^{-1}(\mu_0, \phi_0)R(\mu_0)\exp(-\kappa_2 H/\mu_0)\exp(-\kappa_2 d/\mu_0) \]

(9.43)

The backscattering coefficients thus become

\[ \sigma_{\text{se}}^0 = 4 \pi |T(\theta_0, \phi_0)|^2 \cos \theta_0 \]  

(9.44)

\[ \sigma_{\text{sk}}^0 = 4 \pi |T(\theta_0, \phi_0)|^2 \cos \theta_0 \]  

(9.45)

\[ \sigma_{\text{se}}^0 = 4 \pi |T(\theta_0, \phi_0)|^2 \cos \theta_0 \]  

(9.46)

\[ \sigma_{\text{sk}}^0 = 4 \pi |T(\theta_0, \phi_0)|^2 \cos \theta_0 \]  

(9.47)

Figure 9.4 depicts the scattering mechanisms for the backscattering case.

9.6 Numerical Results

We are now in a position to investigate the effect of different physical parameters of constituents of a forest canopy on its backscattering cross section coefficient (\(\sigma^0\)) using single scattering models developed in the previous chapters. Considering different canopy cases and performing sensitivity analysis on each cases is beyond the
scope of this thesis, but examining a simple canopy stand demonstrates the ability and performance of the radiative transfer first-order solution.

We consider a canopy with a leaf-dominated crown layer \(^1\) whose thickness is 2m and a trunk layer consisting of homogeneous vertical cylinder with \(H_t = 8m\). The leaves in the crown layer are flat and square having thickness \(t = 0.3mm\), lateral dimensions 5.5cm \(\times\) 5.5cm, and gravimetric moisture content 0.8. To obtain the phase matrix of the crown layer expressions (2.38)-(2.41) were used in which the \(x'\) axis of the leaf coordinate is assumed to be parallel to the \(X - Y\) plane. Further it is assumed that the normal to the leaf surface has a uniform distribution and number density of the leaves is 833/m\(^3\). The cylinder in the trunk layer are circular with diameter 24cm and height 8m. The gravimetric moisture content of the trunks is 0.5 and their number density is \(N_t = 0.11/m^2\). The ground surface is smooth and made up of 10% sand, 30% silt, and 60% clay with volumetric moisture content 0.15.

Table 9.1 gives dielectric constant of leaves and trunks [Ulaby and El-Rayes, 1987] and dielectric constant of ground surface [Hallikainen et al, 1985] for L-, C-, and X-band frequencies. Figures 9.5-9.8 show transmissivity (power transmission

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Leaf</th>
<th>Trunk</th>
<th>Soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.62 GHz</td>
<td>34.6 + i7.0</td>
<td>15.9 + i0.7</td>
<td>16.1 + i1.5</td>
</tr>
<tr>
<td>4.75 GHz</td>
<td>30.3 + i3.8</td>
<td>13.0 + i8.0</td>
<td>6.9 + i0.7</td>
</tr>
<tr>
<td>1.62 GHz</td>
<td>25.7 + i4.0</td>
<td>11.0 + i7.4</td>
<td>5.8 + i1.4</td>
</tr>
</tbody>
</table>

Table 9.1: Dielectric constant of leaves, trunks, and soil at L-, C-, and X-band frequencies.

\(^1\)Branches are neglected.
, C-, and X-band frequencies and for both v and h polarizations. The loss in the crown layer increases with increasing frequency, angle of incidence, and number density. In Figs. 9.9-9.12 the backscattering cross section coefficient of the canopy at C-band is plotted versus incidence angle for four transmit and receive antenna polarization configurations. In these figures contribution of different terms in (9.49) as depicted in Fig. 9.4 are shown. Similar plots are shown in Figs. 9.13-9.16 for X-band. Since reciprocity is not preserved in the physical optics approximation, \( \sigma_{\text{A}} \) and \( \sigma_{\text{B}} \) are not exactly identical as shown in Figs. 9.10-9.11 and 9.14-9.15.

9.7 Conclusions

A forest canopy is modelled as a statistically homogeneous three-layer medium. The crown layer may be comprised of distributions of leaves or vegetation needles and branches. The trunk layer consists of vertical dielectric cylinders which may be radially inhomogeneous. The third layer is a homogeneous dielectric half space with a smooth surface. The problem is formulated using the vector radiative transfer equations and a first-order solution is obtained. The analytical nature of this solution enables us to study the effect of different scattering mechanism in the medium. This solution, however, is not appropriate when the density of the constituent particles is high and a higher order solution is needed for such cases. The appropriate frequency range for this model is determined by the frequency range over which single scattering models are valid.
Figure 9.5: Transmissivity of the crown layer versus incidence angle for v polarization; (—) X-band, (---) C-band, and (—) L-band.
Figure 9.6: Transmissivity of the crown layer versus incidence angle for \( h \) polarization; (——) X-band, (---) C-band, and (--) L-band.
Figure 9.7: Transmissivity of the crown layer versus leaf density for $\nu$ polarization; (---) X-band, (- - -) C-band, and (- -) L-band.
Figure 9.8: Transmissivity of the crown layer versus leaf density for h polarization; (—) X-band, (· · ·) C-band, and (--) L-band.
Figure 9.9: Backscattering cross section coefficient $\sigma^a_v$ of the forest canopy at C-band versus incidence angle; (—) total value and (---) contribution of individual terms.
Figure 9.10: Backscattering cross section coefficient $\sigma^b_{\text{ch}}$ of the forest canopy at C-band versus incidence angle; (---) total value and (-- --) contribution of individual terms.
Figure 9.11: Backscattering cross section coefficient $\sigma_r^b$ of the forest canopy at C-band versus incidence angle; (---) total value and (- - -) contribution of individual terms.
Figure 9.12: Backscattering cross section coefficient $\sigma_{\text{AA}}^2$ of the forest canopy at C-band versus incidence angle; (——) total value and (-----) contribution of individual terms.
Figure 9.12: Backscattering cross section coefficient $\sigma^b_{\text{inc}}$ of the forest canopy at X-band versus incidence angle; (—) total value and (- - -) contribution of individual terms.
Figure 9.14: Backscattering cross section coefficient $\sigma^b$ of the forest canopy at X-band versus incidence angle; (—) total value and (---) contribution of individual terms.
Figure 9.15: Backscattering cross section coefficient $\sigma^e_b$ of the forest canopy at $X$-band versus incidence angle; (—) total value and (· · ·) contribution of individual terms.
Figure 9.16: Backscattering cross section coefficient $\sigma_{bb}$ of the forest canopy at X-band versus incidence angle; (---) total value and (-----) contribution of individual terms.
CHAPTER X

CONCLUSIONS AND RECOMMENDATIONS

10.1 Summary

This thesis provides models for several problems associated with scattering from vegetation-covered land. A major part of the thesis is devoted to developments of single scattering models for elements of the vegetation canopy and examination of their scattering behavior. These models serve as input functions in a first-order solution of the vector radiative transfer equations for scattering from a three-layer forest canopy. In this section we summarize the important results of each chapter.

In Chapter 2 it is shown that the resistive sheet model, in conjunction with the physical optics approximation, faithfully reproduces the dominant features of the scattering patterns of flat leaves. This high frequency model provides satisfactory results when the dimensions of the leaf are larger than a wavelength. The resistivity of the sheet is entirely specified by the moisture content and thickness of the leaf. By comparison of the numerical results with experimental measurements, it is concluded that the model retains its accuracy over a wide range of moisture contents and aspect angles.

Using resistive sheet and physical optics approximations, the model is extended to the case of a curved leaf in Chapter 3. A simple analytical expression for radar cross
section reduction produced by the curvature is obtained by applying a stationary phase approximation. It is concluded that the curvature has a significant effect in reducing the scattering cross section around the specular direction and broadens the scattering pattern.

In Chapter 4 the results obtained in Chapter 2 and 3 are extended to higher frequencies by modelling a leaf using a stack of combined sheets. This model accounts for the effect of inhomogeneity in the cross section of the leaves which has a significant effect on scattering at millimeter wavelengths. In this chapter two types of physical optics approximations are compared and superiority of the VIPO technique over the SCPO technique is shown by comparing their results with the moment method solution.

Chapter 5 is devoted to examination of the effect of nonuniform thickness profile and variation of the moisture content on the scattering behavior of a leaf. A new perturbation technique in the Fourier domain is introduced. Solution of the induced current on a variable resistive or impedance sheet can be obtained, in principle, to any desired order of perturbation. An analytical solution for the induced current when the perturbation function is periodic is given. The results based on the perturbation technique are compared with the moment method solution for periodic resistive sheets, a third order GTD solution for impedance insert, and a moment method solution for scattering by dielectric structures above resistive and impedance sheets. Excellent agreement is obtained in all cases. For the numerical solution of scattering from dielectric objects above resistive and impedance sheets a new representation for Green's function of the problem is obtained. In this representation exact expressions for the image of a line source above resistive and impedance sheets are given which are very efficient for numerical calculation.
By calculating the scattered field for different cases of a typical dielectric hump it is concluded that a vein and a variation in the thickness of a leaf do not have a significant effect near the specular direction, but in other directions they are substantial contributors to the scattered field.

Rayleigh scattering theory is extended to the two-dimensional problems in Chapter 6. For cylindrical structures of infinite length and arbitrary cross section whose transverse dimensions are much smaller than the wavelength, the field at any point outside the cylinder is written as the sum of contributions from line dipoles whose moments per unit length are expressible in terms of polarizability tensors. The tensor elements are derived from solution of an integral equation for the static potential. Empirical formulations for tensor elements of variety of cylinder cross sections are given and it is shown that there exists a significant shape dependence. Extension of the results to a cylinder of finite length is accomplished by using physical optics approximation. These results are applicable to vegetation needles whose cross sections have dimensions that are much smaller than a wavelength but whose length is larger than the wavelength.

Scattering models for branches and tree trunk are given in Chapter 7. A new expression for the far field amplitude of a circular cylinder of finite length b with \( b \gg \lambda_0 \) is obtained. These expressions are more accurate than existing results [Ruck et al, 1970] away from the specular cone. Simple expressions using physical optics approximation are also provided for a cylinder with arbitrary cross section.

The effect of the bark layer and its roughness on scattering are considered in Chapter 8. A hybrid solution based on the moment method and Physical optics approximation is obtained for corrugated layered cylinders. The only restriction on the physical dimensions is the radius of curvature (r) of the cylinder where we
require $r \gg \lambda_0$. Also a new physical optics expressions for equivalent surface current on dielectric structure is introduced. It is shown that the bark and its roughness both reduce the radar cross section. The low contrast dielectric bark layer has most effect at higher frequencies where the bark thickness and its roughness are a considerable fraction of wavelength. It is also demonstrated that the roughness of the bark can be replaced by a homogeneous layer for the TM case.

In Chapter 9 a first-order solution for the radiative transfer equations of a three-layer random medium is given. Inputs to this model are the scattering matrices of the canopy constituents and their orientation and size distribution functions. The analytical nature of this solution enables us to study the effect of different scattering mechanism in the medium. This solution is particularly suitable for media of sparsely distributed particles; a higher order solution is needed when the number density of particles is high. The appropriate frequency range for this model is determined by the frequency range over which single scattering models are valid.

10.2 Future Work and Recommendations

The single scattering models provided in this thesis or those available in the literature are mostly valid in either high or low frequency regimes. Obtaining effective analytical or empirical models in the resonance regime is an obvious extension of this work.

In Chapter 8 it is shown that the regular roughness of dielectric cylinders could be modelled by an anisotropic layer which simplifies calculation of the scattered field. Establishing a connection between physical dimensions, geometry, and dielectric constant of the roughness to the thickness and equivalent dielectric constant of the equivalent layer is the next step to complete the problem.
Numerous modifications and improvements may be suggested for the radiative transfer model of the forest canopy. To make the model more realistic the ground layer may be considered rough, the cylinders in the trunk region may be considered to have an angular distribution, and the crown layer may be considered to be statistically inhomogeneous. In principle, obtaining solutions to all these modifications is possible, but the added complexity also increases computation time. It will be necessary to evaluate the significance of each modification before integrating it in the model.
APPENDIX A

TECHNIQUE FOR MEASURING THE DIELECTRIC CONSTANT OF THIN MATERIALS

A.1 Introduction

Prompted by the need for a practical technique for measuring the microwave dielectric constant of vegetation leaves, solutions were sought for the voltage reflection coefficient measured at the input of a rectangular waveguide containing a thin slab placed in a plane orthogonal to the propagation direction (see Fig. A.1). The slab is modelled as a resistive sheet, which was shown (Chapter 2) to be an excellent approach for characterizing the radar cross section of a vegetation leaf over a wide range of moisture conditions (and a correspondingly wide range of the relative dielectric constant \( \varepsilon \)).

To evaluate the accuracy of the technique for measuring the real and imaginary parts of \( \varepsilon \) from measurements of the complex reflection coefficient \( \Gamma \), an exact solution for \( \Gamma \) of the slab will be obtained in Section A.3 and then used to simulate the measurement process for given values of \( \varepsilon \). The evaluation is performed in Section A.4 by comparing the true value of \( \varepsilon \) with that predicted by the resistive sheet expression. It turns out that the resistive sheet solution is identical with the zeroth-
order approximation of the exact solution for $\Gamma$. One of the attractive features of the zeroth-order solution is that it provides an explicit expression for $\epsilon$ in terms of $\Gamma$.

The evaluation shows that the zeroth-order solution provides an excellent estimate for the real part of the dielectric constant, $\epsilon'$, if the slab thickness $\tau$ is sufficiently small to satisfy the condition $\tau \leq 0.05\lambda_0\sqrt{|\epsilon|}$, where $\lambda_0$ is the free space wavelength. For a typical leaf-thickness of 0.3 mm, this condition is satisfied for any moisture condition if the frequency $f \leq 15$ GHz. A much more stringent condition on $\tau$ is required in order for the zeroth-order solution to give accurate values for $\epsilon''$; namely $\tau \leq 0.01\lambda_0\sqrt{|\epsilon|}$ and $\epsilon''/\epsilon' \geq 0.1$, or equivalently, $f \leq 1.5$ GHz for vegetation leaves. To relax this limitation, alternate solutions for $\Gamma$ are obtained in Section A.3 by invoking approximations that lead to first-order and second-order solutions whose forms are invertible to give explicit expressions for $\epsilon$. Use of the second-order solution is found to extend the frequency range from 1.5-12 GHz for a leaf with a high moisture content and to higher frequencies for drier leaves.

Section A.5 presents 8-12 GHz spectra of the dielectric constant $\epsilon$ for vegetation leaves, teflon and rock slices, all measured using the technique developed in this appendix. Where possible, the results are compared with measurements made by other techniques.

A.2 Model for a Thin Resistive Sheet

Consider the rectangular waveguide diagrammed in Fig. A.1. The guide is terminated with a matched load, has dimensions $a \times b$, and contains a thin resistive sheet of thickness $\tau$ at $z = 0$. The waveguide dimensions are such that only the $TE_{10}$ mode can propagate in the guide.
Figure A.1: Rectangular waveguide with thin resistive sheet of thickness \( t \) at \( z = 0 \).

We seek a relationship between the input voltage reflection coefficient \( \Gamma \) and the relative complex dielectric constant of the sheet material \( \epsilon \). To this end, we shall develop expressions for the electric and magnetic fields in Regions I and II and then apply the appropriate boundary conditions. If \( \psi_I \) and \( \psi_{II} \) are the electric potentials in regions I and II, respectively, solutions of the scalar Helmholtz equation

\[
(\nabla^2 + k_0^2)\Psi_{I,II} = 0
\]  

for the \( TE_{10} \) mode leads to [Harrington, pp. 148-149, 1961]:

\[
\psi_I = \cos \left( \frac{2\pi y}{b} \right) \left[ C_1 e^{-ik_z x} + C_2 e^{ik_z x} \right], \quad z \geq 0 \tag{A.2}
\]

\[
\psi_{II} = \cos \left( \frac{2\pi y}{b} \right) C_3 e^{-ik_z x}, \quad z \leq 0 \tag{A.3}
\]

The constants \( C_1 \) and \( C_2 \) represent the magnitudes of the incident and reflected waves in Region I, \( C_3 \) represents the magnitude of the wave traveling towards the matched load in Region II, and

\[
k_z = \sqrt{k_0^2 - \left( \frac{\pi}{a} \right)^2} = \frac{\pi}{\lambda_{0a}} \sqrt{4a^2 - \lambda_0^2}. \tag{A.4}
\]
The components of $E$ and $H$ may be obtained from (A.2) and (A.3) by applying the relations [Harrington, pp. 130, 1961].

$$\mathbf{E} = -\nabla \times \left( \psi \hat{z} \right), \quad \mathbf{H} = \frac{i\omega}{k\mu} \nabla \cdot \left( \psi \hat{z} \right). \quad (A.5)$$

The field quantities, in the plane $z = 0$, must satisfy the resistive sheet boundary conditions as given by (2.4)-(2.6). The resistivity of the sheet in terms of its dielectric constant and thickness is also given by (2.3). The condition for continuity of the tangential electric field from Region I to Region II and the boundary condition for the magnetic field requires that

$$\hat{z} \times (\mathbf{E}_I - \mathbf{E}_{II}) = 0 \quad \hat{z} \times (\mathbf{H}_I - \mathbf{H}_{II}) = \mathbf{J}. \quad (A.6)$$

The unknown coefficients $C_1, C_2, C_3$ can be obtained by applying the boundary conditions. The complex voltage reflection coefficient is then found to be

$$\Gamma = \frac{C_2}{C_1} = -\frac{k^2\tau(\epsilon - 1)}{k^2\tau(\epsilon - 1) + 2ik_k}, \quad (A.7)$$

from which an explicit expression for $\epsilon$ is obtained,

$$\epsilon = 1 - \frac{2ik_k\Gamma}{k^2\tau(1 + \Gamma)} = 1 - \frac{i \left( \frac{\delta k}{\tau\Delta} \right) \sqrt{4\Delta^2 - \lambda_0^2}}{\tau(1 + 1/\Gamma)}. \quad (A.8)$$

Thus, by measuring the complex reflection coefficient $\Gamma$ and the sheet thickness $\tau$, we can compute $\epsilon$ directly. This technique can be very useful for measuring the dielectric constant of vegetation leaves and other similarly thin slabs. Its success, however, depends on two factors: 1) the ability to measure both the magnitude and phase of $\Gamma$ accurately, which now is possible with the HP-8510 vector network analyzer, and 2) the validity of the thin-sheet assumption underlying the derivation that led to (A.8). To examine the range of validity of this assumption and to quantify it in the form of specific limits, we shall first derive the expression for the reflection
coefficient when a dielectric slab of arbitrary thickness is placed in the waveguide, and then compare the exact solution with the solution given by (A.7) and (A.8).

A.3 Model for a Slab of Arbitrary Thickness

The waveguide section shown in Fig. A.2 is terminated in a matched load and contains a dielectric slab extending from \( z = 0 \) to \( z = -r \). The electric potentials in regions I, II, and III are

\[
\psi_I = \cos\left(\frac{kx}{a}\right)\left[C_1e^{-ik_1z} + C_2e^{ik_1z}\right], \quad z \geq 0
\]

\[
\psi_{II} = \cos\left(\frac{kx}{a}\right)\left[C_3e^{-ik_2z} + C_4e^{ik_2z}\right], \quad 0 \geq z \geq -r
\]

\[
\psi_{III} = \cos\left(\frac{kx}{a}\right)C_5e^{-ik_2z}, \quad -r \geq z
\]

where \( k_x \) is given by (A.4) and \( k_{z2} \) is given by

\[
k_{z2} = \frac{\pi}{\lambda_0}\sqrt{k_0^2 - \lambda_0^2}.
\]

Upon using the relationship given by (A.5) to obtain \( E \) and \( H \) in each of the three regions, and then applying the continuity conditions of tangential \( E \) and \( H \) fields
at the boundaries \( z = 0 \) and \( z = -\tau \), we obtain the following expression for the reflection coefficient

\[
\Gamma = \frac{C_2}{C_1} = \frac{i(k_2/k_0)^2 - 1}{2\left(\frac{k_2}{k_0}\right) \cos(k_2\tau) - i\left(\frac{k_2}{k_0}\right)^2 + 1} \sin(k_2\tau). \tag{A.10}
\]

We shall refer to (A.10) as the exact solution for \( \Gamma \).

### A.3.1 Second-Order Solution

If \( k_2\tau \) is small and we use the approximations

\[
\sin k_2\tau \approx k_2\tau \tag{A.11}
\]

\[
\cos k_2\tau \approx 1 - \frac{1}{2}(k_2\tau)^2. \tag{A.12}
\]

The expressions given by (A.10) can be simplified to give the second-order solution

\[
\Gamma \approx \frac{-(\epsilon - 1)}{\left(1 - \frac{1}{2}(k_2\tau)^2\right) + \frac{1}{2}(k_2\tau)^2 + (1 - \frac{1}{2}(k_2\tau)^2) \cdot \epsilon} \tag{A.13}
\]

from which we obtain the following explicit expression for the second-order solution of the relative dielectric constant:

\[
\epsilon = \epsilon_2 \approx \frac{1 - \left[1 - \frac{1}{2}(k_2\tau)^2\right] + \frac{1}{2}(k_2\tau)^2 + 2i \frac{\omega}{\epsilon_0 \omega_0}}{1 + \frac{1}{2}(k_2\tau)^2} \tag{A.14}
\]

### A.3.2 First-Order Solution

If, instead of the approximation given by (A.12), we were to set \( \cos(k_2\tau) \approx 1 \) in (A.10) (i.e., ignoring second and higher order powers of \((k_2\tau)^2\)), we would obtain the result

\[
\Gamma \approx \frac{-(\epsilon - 1)}{\epsilon \left(1 - \frac{1}{2}(k_2\tau)^2\right) + 2i \frac{\omega}{\epsilon_0 \omega_0}} \tag{A.15}
\]

which can then be solved to obtain the expression

\[
\epsilon = \epsilon_1 \approx \frac{1 - \left[1 - \frac{1}{2}(k_2\tau)^2\right] + \frac{1}{2}(k_2\tau)^2}{1 + \epsilon} \tag{A.16}
\]

for the first-order estimate of \( \epsilon \).
A.3.3 Zeroth-Order Solution

If $\epsilon \gg 1$, we may use the approximation

$$\frac{\epsilon + \left(1 - \frac{1}{2} \left(\frac{\lambda_0}{a}\right)^2\right)}{\epsilon - 1} \approx 1$$  \hspace{1cm} (A.17)

since $\epsilon > 1 - \frac{1}{2} \left(\frac{\lambda_0}{a}\right)^2 < 1$. Equation (A.15) then leads to

$$\epsilon = \epsilon_0 \approx 1 - \frac{\lambda_0}{c} \frac{\epsilon}{\epsilon + 1}$$

$$= 1 - \frac{\lambda_0/2a_0}{\epsilon + 1/\epsilon}$$  \hspace{1cm} (A.18)

which is identical with the resistive-sheet approximation given by (A.8).

A.4 Sensitivity Analysis

The second order solution for $\Gamma$, given by (A.13), was based on assuming that $k_{a2} \ll 1$ and on retaining terms up to and including the second power in the series expressions for $\sin k_{a2}r$ and $\cos k_{a2}r$. In the first-order solution, only the zeroth- and first-order terms were retained. The purpose of these derivations is to use them for computing $\epsilon$ from measured values of the complex reflection coefficient $\Gamma$. The accuracies of the approximate expressions given by (A.14) and (A.16), corresponding to the second-order and first-order solutions for $\epsilon$, respectively, depends on the magnitude of $k_{a2}r$. For a standard waveguide operated in the $TE_{10}$ mode, the dimension $a$ is on the order of $3\lambda_0/4$. Hence,

$$k_{a2} = k_0 \sqrt{\epsilon - \left(\lambda_0/2a\right)^2} \approx k_0 \sqrt{\epsilon - 4/9} .$$

If we require that $k_0 \sqrt{\epsilon}$ be small, then $k_{a2}$ will be smaller still.

The zeroth-order solution (A.18) is only applicable if $\epsilon$ is sufficiently large to allow the approximation given by (A.17) to be used in (A.15). Hence for $\epsilon$ large, the first-order and zeroth-order solutions should yield comparable results.
To evaluate these approximate expressions for $\varepsilon$, we conducted the following sensitivity analysis. We selected specific values of the waveguide width $a$, the wavelength $\lambda_0$, and the relative complex dielectric constant of the slab, $\varepsilon$. We then computed $\Gamma$ using the exact solution (A.10). The computed value of $\Gamma$ was then used in (A.18), (A.16), and (A.14) to compute the zeroth-order, first-order, and second-order estimates of $\varepsilon$. We denote these $\varepsilon_0$, $\varepsilon_1$, and $\varepsilon_2$.

Our first example of this procedure is Figs. A.3 and A.4 where we show plots of $\varepsilon_0$, $\varepsilon_1$, and $\varepsilon_2$ at 10 GHz as a function of $\tau$ for a slab with true dielectric constant $\varepsilon = 2 + i0.01$. We observe that $\varepsilon_0'$, $\varepsilon_1'$, and $\varepsilon_2'$ in Fig. A.3 each provide values that are within 1 percent of $\varepsilon'$ for $\tau \leq 1\text{mm}$. Among the three approximations, $\varepsilon_0'$ is the most accurate, in spite of the fact that the left-hand side of (A.17) is equal to 2, rather than approximately equal to 1 as required by (A.17). This insensitivity of $\Gamma$ to the first term in the denominator of (A.15) is because this term is much smaller than the second term in the denominator of (A.15), thereby exercising a minor influence on the final expression for $\varepsilon'$.

Measuring $\varepsilon'$ of a material usually is not a difficult problem, but measuring $\varepsilon''$ of a low-loss material can be. The errors associated with using the approximations leading to $\varepsilon_0'$, $\varepsilon_1'$, and $\varepsilon_2'$ are shown in Fig. A.4 in the form of deviations from the true value $\varepsilon'' = 0.01$. For $\tau \leq 1\text{mm}$, the relative error is 20 percent for $\varepsilon_2'$, 50 percent for $\varepsilon_1'$, and the estimate provided by $\varepsilon_0'$ is grossly inaccurate. Hence, in spite of the fact that $\varepsilon_0'$ provides a good estimate of $\varepsilon'$, the zeroth order solution is inadequate for estimating $\varepsilon''$.

Figs. A.5 and A.6 shows results for a material with $\varepsilon = 20 + i10$. again $\varepsilon_0'$ provides an adequate estimate of $\varepsilon'$ over a wide range of thickness $\tau$. For the imaginary part, however, $\varepsilon_0'$ consistently provides more accurate estimates of $\varepsilon''$ than those provided
Figure A.3: Relative permittivities (real part of $\varepsilon$) obtained from A.14, A.16, and A.18 versus thickness for a slab with $\varepsilon = 2 + i0.01$. 
Figure A.4: Dielectric loss factors (imaginary part of $\varepsilon$) obtained from A.14, A.16, and A.18 versus thickness for a slab with $\varepsilon = 2 + i0.01$. 
Figure A.5: Relative permittivities (real part of $\varepsilon$) obtained from A.14, A.16, and A.18 versus thickness for a slab with $\varepsilon = 20 + i10$. 
Figure A.6: Dielectric loss factors (imaginary part of ε) obtained from A.14, A.16, and A.18 versus thickness for a slab with ε = 20 + i10.
by either $\epsilon_0'$ or $\epsilon_2'$.

A summary of the relative accuracies of the three approximations $\epsilon_0$, $\epsilon_1$, and $\epsilon_2$, is presented in Table A.1 for slab thicknesses $\tau$ equal to 1 percent and 5 percent of $\lambda_0/\sqrt{|\epsilon|}$. The entries in the table are the maximum relative errors in percent. For $\epsilon'$, for example, the maximum relative error is defined as

$$
\epsilon'_0 = \max \left| \frac{\epsilon'_0 - \epsilon'}{\epsilon'} \right| \times 100
$$

where $\epsilon'_0$ is provided by (A.18) and $\epsilon'$ is the true value of the slab permittivity.

| Maximum Error % | $\tau\sqrt{|\epsilon|}/\lambda_0 = 0.01$ | $\tau\sqrt{|\epsilon|}/\lambda_0 = 0.05$ |
|-----------------|----------------------------------------|----------------------------------------|
|                 | $\epsilon''/\epsilon'$               | $\epsilon''/\epsilon'$               |
| $10^{-2}$       | $10^{-1}$                              | $1$                                    |
| $\epsilon_0'$  | 0.114 0.341 2.920                     | 3.107 2.672 17.05                      |
| $\epsilon_0''$ | 182.8 18.35 1.445                     | 934.0 96.70 10.11                      |
| $\epsilon_1'$  | 0.127 0.124 0.060                     | 3.293 3.216 1.916                      |
| $\epsilon_1''$ | 0.434 0.267 0.018                     | 33.06 8.629 2.727                      |
| $\epsilon_2$   | 0.063 0.062 0.029                     | 1.538 1.506 0.866                      |
| $\epsilon_2''$ | 0.215 0.132 0.091                     | 15.11 3.926 2.238                      |

Table A.1: Maximum relative errors associated with the expressions for $\epsilon_0$, $\epsilon_1$, and $\epsilon_2$.

### A.5 DIELECTRIC MEASUREMENTS

#### A.5.1 Measurement System

A HP-8510A vector network analyzer was used in conjunction with a HP-8511 parameter test set and a HP-9000 computer (Fig. A.7) to measure the amplitude and
phase of the reflection coefficient $\Gamma$ of dielectric slabs placed in a waveguide sample-holder. The arrangement shown in Fig. A.7 consists of a waveguide section connected to the HP-8511 through a coax-to-waveguide adapter on one end and to a waveguide section terminated in a matched load on the other end. A thin piece of styrofoam is placed in the sample holder section at a distance $r$ from the waveguide opening (junction between the two waveguide sections) where $r$ is equal to the thickness of the dielectric sample. Another thin piece of styrofoam is placed on the other side of the sample (in the empty waveguide section) to keep the sample in place.

After placing the sample in the waveguide, the network analyzer is used to measure the complex reflection coefficient over the frequency range of interest. In the present setup, the frequency coverage is from 8 GHz to 12 GHz.

![Diagram](image)

Figure A.7: Measurement system.

### A.5.2 Measurement Accuracy

The accuracy of the dielectric constant measurement is critically based upon the accuracy with which the reflection coefficient $\Gamma$ can be measured. The measurement
of $\Gamma$ may contain some random, nonrepeatable errors caused by system noise and environmental variations as well as certain systematic errors that are repeatable and, therefore, correctable. To correct the systematic errors, the measurement system is calibrated using three independent standards whose reflection coefficients are known over the frequency range under consideration. These include a short-circuited load, a matched load, and an offset short.

**A.5.3 Sample Measurements**

The technique described in the previous sections was used to measure the 8-12 GHz dielectric spectra of three types of rock materials (each cut in the shape of a thin slab with a cross-section equal to that of the waveguide’s) and a thin leaf of vegetation material with a gravimetric moisture content of 90 percent. In addition, a thin slab of teflon with $\varepsilon = 2.0 \pm 0.005$ was measured also. The results are given in Figs. A.8-A.10. The results for teflon were found to be in excellent agreement with those measured for a thick sample for both $\varepsilon'$ and $\varepsilon''$. The measured permittivities of the rock samples are essentially constant over the 8-12 GHz band (Fig. A.8), and for two of the samples (rhyolite and rhyolitic) the measured permittivity compares very well with values measured by a coaxial probe using an approximate reflection technique [El-Rayes and Ulaby].

The plots in Fig. A.9 display $\varepsilon''$, the relative dielectric loss factor, for teflon and the three rock samples. We have no reason to expect $\varepsilon$ of rocks to exhibit a dispersive behavior in the 8-12 GHz frequency region, and therefore, we suspect that the observed variability, particularly in the 8-9 GHz range, is an artifact of the measurement system.

The example shown in Fig. A.10 is for a leaf of vegetation. Its gravimetric mois-
ture was 0.9 and its thickness 0.23mm. The continuous curves represent the values of $\varepsilon'$ and $\varepsilon''$ measured with the waveguide technique and the circles represent values calculated using a model [Ulaby and El-Rayes] with an accuracy of ±20 percent. Within this range of accuracy, the data and the model are in good agreement.
Figure A.8: Measured relative permittivity of teflon and three rock samples.
Figure A.9: Measured dielectric loss factor of teflon and three rock samples.
Figure A.10: Measured relative dielectric constant of a vegetation leaf.
APPENDIX B

TWO DIMENSIONAL SCATTERING BY CYLINDRICAL STRUCTURES WITH HIGH REFRACTIVE INDEX

B.1 Introduction

A numerical solution for the problem of electromagnetic scattering by a lossy inhomogeneous cylinder of arbitrary cross section is discussed. An integro-differential equation is employed to obtain the moment method solution using a pulse expansion function and the point matching technique. In this method the cross section of the scatterer is partitioned into small cells over which the dielectric constant and the unknown field quantities can be assumed constant. Then the integral equation is cast into a linear system of equations that can be solved by various numerical methods. This technique was developed many years ago [Richmond 1965 & 1966; Harrington 1968] and has been applied successfully for cylinders with relatively small refractive indices. The integral equation operator given by Harrington is such that in the TE case (the electric field vector perpendicular to the axis of the cylinder), when using pulse expansion functions, numerical computation does not converge to the exact solution. To obtain accurate results in this case more complicated expansion functions such as the linear expansion functions [Hill et al. 1983] or the rooftop expansion func-
tion [Langan & Willton 1986], must be used. To avoid using complicated expansion functions and to reduce computation time, we use an integral equation where the pulse functions are in the domain of the integro-differential operator for both TE and TM (the magnetic field vector perpendicular to the axis of the cylinder) cases.

It is known, in principle, that the accuracy of the solution is proportional to the dimension of the cells relative to the wavelength, which in turn is governed by the dielectric constant of the cylinder material. The accepted criterion for the cell dimension is \( d < 0.1 \lambda_0 / \sqrt{\varepsilon_r} \) where \( \lambda_0 \) is the wavelength in free space and \( \varepsilon_r \) is the relative permittivity of the dielectric material.

Biological tissues usually have high water content, as a result of which their dielectric constant is very high and lossy. In application of the moment method to biological scatterers, the cell size must be chosen very small compared to the free-space wavelength. Since the argument of the Green's function becomes very small, contribution of self-cell and adjacent cells must be evaluated very carefully to avoid anomalous errors.

Unlike the TE case in which approximations on deforming the cell shape can culminate in substantial error, the solution for the TM case is not very sensitive the shape of the cells. When using the moment method with traditional impedance matrix elements [Richmond 1965 & 1966], as the dimension of the cells gets very small, the technique becomes vulnerable to two sources of error: 1) error due to deformation of cell shapes to circles of equivalent area, and 2) errors associated with the evaluation of the mutual impedance of adjacent cells. The effect of the latter again is much more significant in the TE case than the TM case because of higher degree of singularity in the kernel of the integral equation.

For a scatterer with fixed dimensions, as the dielectric constant increases the
impedance matrix becomes larger and so does the error due to matrix inversion. This problem is unavoidable in general but the error can be reduced by using double-precision variables in the numerical code.

### B.2 Formulation

Let us consider an inhomogeneous infinite cylinder with arbitrary cross section $S$ as illustrated in Fig. 1. The axis of the cylinder is parallel to the $z$ axis and the surrounding medium is assumed to be free space. Let the relative permittivity of the cylinder be $\varepsilon_r(x, y)$ and its relative permeability be unity ($\mu_r = 1$). Suppose the electric field in the absence of the cylinder (the incident field) is not dependent upon $z$ and is represented by $E^i(x, y)$. The cylinder perturbs the incident field and the difference between the perturbed (total) and incident field is known as the scattered field; thus,

$$E^s(\vec{\rho}) = E^i(\vec{\rho}) + E^s(\vec{\rho}),$$  \hspace{1cm} (B.1)

where $\vec{\rho}$ is the position vector in cylindrical coordinates. From Maxwell’s equations it can be shown that a volumetric current density of the form

$$J_s(\vec{\rho}) = -ik_0\mu_0[\varepsilon_r(\vec{\rho}) - 1]E^s(\vec{\rho}), \hspace{1cm} \vec{\rho} \in S,$$ \hspace{1cm} (B.2)

known as the polarization current, in free space, can replace the cylinder to reproduce the scattered field. Therefore the scattered field, can be obtained from:

$$E^s(\vec{\rho}) = -ik_0\mu_0 \int_S J_s(\vec{\rho'}) \cdot \vec{F}(\vec{\rho}, \vec{\rho'}) d\rho'',$$ \hspace{1cm} (B.3)

where $\vec{F}(\vec{\rho}, \vec{\rho'})$ is the two-dimensional dyadic Green’s function given by (5.4). Using (B.1), (B.2), and (B.3) an integral equation for the unknown polarization current can be obtained,

$$J_s(\vec{\rho}) = -ik_0\mu_0[\varepsilon_r(\vec{\rho}) - 1](E^i(\vec{\rho}) - ik_0\mu_0 \int_S J_s(\vec{\rho'}) \cdot \vec{F}(\vec{\rho}, \vec{\rho'}) d\rho'').$$
If the incident field has a uniform polarization, then the problem may be decoupled into TM and TE problems. For the TM case the incident, scattered, and hence, the polarization current have only $z$ components and the integral equation is

$$J_s(x, y) = -ik_0 Y_0[e_0(x, y) - 1]E^e(z, y) + \frac{ik_0}{2} \int_\Omega J_s(x', y') H^{int}_{01}(k_0 | \vec{r} - \vec{r}' |) \, dx' \, dy'$$  \hspace{1cm} (B.4)

In the TE case both $x$ and $y$ components of the polarization current are induced and they satisfy the following coupled integro-differential equations

$$J_s(x, y) = -ik_0 Y_0[e_0(x, y) - 1]E^e(z, y) + \frac{1}{2}e_0(x, y) - 1] \int_\Omega J_s(x', y') H^{int}_{01}(k_0 | \vec{r} - \vec{r}' |) \, dx' \, dy'$$

$$+ \frac{ik_0}{2} \int_\Omega J_s(x', y') H^{int}_{01}(k_0 | \vec{r} - \vec{r}' |) \, dx' \, dy' \hspace{1cm} (B.5)$$

The resultant integro-differential operators obtained for the polarization current do not impose any restriction on the functional form of the current, in particular, the pulse function is in the domain of the operators. It should be noted here that the kernel of the integral equation (Green's function) for the TE case is more singular ($\frac{1}{r}$) than for the TM case ($\ln r$).

There is no known solution for these integral equations in general, but their forms are amenable to numerical solution.

**B.3 Numerical Analysis**

An approximate numerical solution for the integral equations that were developed in the previous section is given using the method of moment in conjunction with the pulse expansion function and the point-matching technique. The cross section of
the scatterer is divided into $N$ rectangular cells that are small enough so that the polarization current and relative permittivity can be assumed to be constant. The unknown current can be approximated by

$$J_p(x, y) = \sum_{m=1}^{N} J_m P(x - x_m, y - y_m), \quad p = x, y, \text{ or } z$$  \hspace{1cm} (B.6)

where $J_m$ are the unknown coefficients to be determined and $P(x - x_m, y - y_m)$ is the pulse function defined by

$$P(x - x_m, y - y_m) = \begin{cases} 
1 & \mid x - x_m \mid < \frac{\Delta x_m}{2}, \quad \mid y - y_m \mid < \frac{\Delta y_m}{2} \\
0 & \text{otherwise}
\end{cases} \hspace{1cm} (B.7)$$

By inserting the current as expanded in (B.6) into integral equations (B.4) and (B.5) and then setting the observation point at the center of the $m$th cell, a linear set of equations is formed. In matrix notation, these linear equations can be represented by

$$[Z^{TM}] [J] = [E]$$  \hspace{1cm} (B.8)

for the TM case, where $[Z^{TM}]$ is the impedance matrix, $[J]$ is the unknown vector, and $[E]$ is the excitation vector. Similarly for the TE case the coupled integral equation (B.5) in matrix form becomes

$$Z_1^{TE} J_x + Z_2^{TE} J_y = E_x$$  \hspace{1cm} (B.9)

$$Z_3^{TE} J_x + Z_4^{TE} J_y = E_y$$

where as before $Z_1^{TE}, \cdots, Z_4^{TE}$ are $N \times N$ impedance matrices and $E_x$ and $E_y$ are the excitation vectors. The above coupled matrix equation can be represented by a $2N \times 2N$ matrix equation similar to (B.8).

Although the variation of the polarization current and dielectric constant over each cell is ignored, this cannot be done for the Green's function. Actually for cells
close to the observation point, the Green's function varies considerably and its contribution must be evaluated more precisely. Let us denote the function representing the Green's function contribution by

$$I_n(x, y) = \int_{x_n - \Delta x_n}^{x_n + \Delta x_n} \int_{y_n - \Delta y_n}^{y_n + \Delta y_n} H_0^{(1)}(k_0 \sqrt{(x - x')^2 + (y - y')^2}) \, dx' \, dy'$$  \hspace{1cm} (B.10)

where $1 \leq n \leq N$. If the observation point $(x, y)$ is different from $(x_n, y_n)$, then the integrand in (B.10) is not singular and since $|x' - x_n| \leq \Delta x_n$ and $|y' - y_n| \leq \Delta y_n$, its Taylor series expansion may be substituted. By retaining the terms up to the cubic order in the expansion of the Hankel function, the function (B.10) is found to be:

$$I_n(x, y) = \Delta X_n \Delta Y_n \{ H_0^{(1)}(k_0 \sqrt{(x - x_n)^2 + (y - y_n)^2}) + \frac{(k_0 \Delta X_n)^2}{32} A(x - x_n, y - y_n) + \frac{(k_0 \Delta Y_n)^2}{32} B(x - x_n, y - y_n) \}$$  \hspace{1cm} (B.11)

where

$$A(x - x_n, y - y_n) = A(r_n, \theta_n) = -H_0^{(1)}(k_0 r_n) \cos^2 \theta_n + \frac{H_1^{(1)}(k_0 r_n)}{k_0 r_n} (\cos^2 \theta_n - \sin^2 \theta_n)$$  \hspace{1cm} (B.12)

$$B(x - x_n, y - y_n) = B(r_n, \theta_n) = -H_0^{(1)}(k_0 r_n) \sin^2 \theta_n + \frac{H_1^{(1)}(k_0 r_n)}{k_0 r_n} (\sin^2 \theta_n - \cos^2 \theta_n)$$  \hspace{1cm} (B.13)

with the following definition for a pair of local polar coordinates:

$$r_n = \sqrt{(x - x_n)^2 + (y - y_n)^2}$$
$$\theta_n = \arctan \left( \frac{y - y_n}{x - x_n} \right).$$  \hspace{1cm} (B.14)

The second order derivatives of $I_n(x, y)$ are also needed for calculation of the impedance.
matrix elements for the TE case, and are given by

\[
\begin{align*}
\left( \frac{\partial^2}{\partial x^2} + k^2_r \right) I_n(x, y) &= \Delta X_n \Delta Y_n k^2_n \{ H_0^{(1)}(k_0 r_n) \sin^2 \theta_n + \frac{H_1^{(1)}(k_0 r_n)}{k_0 r_n} (\cos^2 \theta_n - \sin^2 \theta_n) \noalign{\vspace{1mm}} + \frac{\Delta X_n \Delta Y_n}{2} \left( \frac{\partial^2}{\partial x^2} + k^2 \right) A(r_n, \theta_n) \Delta Y_n^{(1)} \left( \frac{\partial^2}{\partial y^2} + k^2 \right) B(r_n, \theta_n) \} \\
\left( \frac{\partial^2}{\partial y^2} + k^2_r \right) J_n(x, y) &= \Delta X_n \Delta Y_n k^2_n \{ H_0^{(1)}(k_0 r_n) \cos^2 \theta_n + \frac{H_1^{(1)}(k_0 r_n)}{k_0 r_n} (\sin^2 \theta_n - \cos^2 \theta_n) \noalign{\vspace{1mm}} + \frac{\Delta X_n \Delta Y_n}{2} \left( \frac{\partial^2}{\partial y^2} + k^2 \right) A(r_n, \theta_n) \Delta Y_n^{(1)} \left( \frac{\partial^2}{\partial x^2} + k^2 \right) B(r_n, \theta_n) \} 
\end{align*}
\] (B.15)

where

\[
\begin{align*}
\frac{\partial^2}{\partial x^2} A(r_n, \theta_n) &= k^2_n \{ H_0^{(1)}(k_0 r_n) [\cos^2 \theta_n (\frac{3}{2} \cos^2 \theta_n + \frac{1}{2} \sin^2 \theta_n) \noalign{\vspace{1mm}} + \frac{3 \sin^2 \theta_n}{r_n (k_0 r_n)^2} (3 \cos^2 \theta_n - \sin^2 \theta_n) ] \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \frac{\partial}{\partial r_n} \left( \frac{\partial}{\partial r_n} \right) \left( \cos^2 \theta_n \sin^2 \theta_n - \frac{3 \sin^2 \theta_n}{k_0 r_n} (3 \cos^2 \theta_n - \sin^2 \theta_n) \right) \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \left( -\frac{1}{2} \cos^4 \theta_n + \frac{3 \sin^2 \theta_n}{k_0 r_n} (-9 \cos^2 \theta_n + \sin^2 \theta_n) \right) \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \left( \frac{1}{2} \cos^2 \theta_n (\cos^2 \theta_n - \sin^2 \theta_n) \right) \} \\
\frac{\partial^2}{\partial y^2} A(r_n, \theta_n) &= k^2_n \{ H_0^{(1)}(k_0 r_n) [\sin^2 \theta_n (\frac{3}{2} \cos^2 \theta_n + \frac{1}{2} \sin^2 \theta_n) \noalign{\vspace{1mm}} + \frac{3 \cos^2 \theta_n}{r_n (k_0 r_n)^2} (3 \sin^2 \theta_n - \cos^2 \theta_n) ] \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \left( -\frac{1}{2} \sin^4 \theta_n + \frac{3 \cos^2 \theta_n}{k_0 r_n} (-9 \sin^2 \theta_n + \cos^2 \theta_n) \right) \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \left( \frac{1}{2} \sin^2 \theta_n (\cos^2 \theta_n - \sin^2 \theta_n) \right) \} \\
\frac{\partial^2}{\partial y^2} B(r_n, \theta_n) &= k^2_n \{ H_1^{(1)}(k_0 r_n) [\cos^2 \theta_n (\frac{3}{2} \sin^2 \theta_n + \frac{1}{2} \cos^2 \theta_n) \noalign{\vspace{1mm}} + \frac{3 \sin^2 \theta_n}{r_n (k_0 r_n)^2} (3 \sin^2 \theta_n - \cos^2 \theta_n) ] \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \left( -\frac{1}{2} \cos^4 \theta_n + \frac{3 \sin^2 \theta_n}{k_0 r_n} (-9 \cos^2 \theta_n - \sin^2 \theta_n) \right) \noalign{\vspace{1mm}} + H_1^{(1)}(k_0 r_n) \left( \frac{1}{2} \cos^2 \theta_n (\sin^2 \theta_n - \cos^2 \theta_n) \right) \} 
\end{align*}
\] (B.16)
\[ \frac{\partial}{\partial t} B(r_n, \theta_n) = k_0^2 \left( \frac{H_0^{(1)}(k_0 r_n)}{(k_0 r_n)^2} \right) \sin^4 \theta_n \left( \frac{3}{2} \sin^2 \theta_n + \frac{1}{8} \cos^2 \theta_n \right) \\
+ \frac{2 \cos \theta_n}{(k_0 r_n)^2} (3 \sin^2 \theta_n - \cos^2 \theta_n) \\
+ H_0^{(1)}(k_0 r_n) \left( \frac{3}{2 \cos \theta_n} \sin^2 \theta_n \cos^2 \theta_n - \frac{1}{4 \cos \theta_n} (3 \sin^2 \theta_n - \cos^2 \theta_n) \right) \\
+ \frac{H_0^{(1)}(k_0 r_n)}{\left( \sin \theta_n - \cos \theta_n \right)} \left( \frac{3}{2 \cos \theta_n} \sin^2 \theta_n \cos^2 \theta_n - \frac{1}{4 \cos \theta_n} (3 \sin^2 \theta_n - \cos^2 \theta_n) \right) \right) . \]

(B.19)

We also note that an exact analytical expression for \( \frac{\partial^2}{\partial x \partial y} f_n(x, y) \) can be obtained without using the Taylor expansion and is given by

\[ \frac{\partial^2}{\partial x \partial y} f_n(x, y) = H_0^{(1)}(k_0 \sqrt{(x - x_n - \Delta x)^2 + (y - y_n - \Delta y)^2}) \\
- H_0^{(1)}(k_0 \sqrt{(x - x_n + \Delta x)^2 + (y - y_n + \Delta y)^2}) \\
- H_0^{(1)}(k_0 \sqrt{(x - x_n + \Delta x)^2 + (y - y_n - \Delta y)^2}) \\
+ H_0^{(1)}(k_0 \sqrt{(x - x_n - \Delta x)^2 + (y - y_n + \Delta y)^2}) \]

(B.20)

When the observation point is in the center of the cell itself, the Taylor series expansion cannot be used. In this case we can employ the small argument expansion of the Hankel function, i.e.

\[ H_0^{(1)}(x) \approx (1 - \frac{x^2}{4}) + 2i \left( \frac{\ln x}{2} + \gamma \right) (1 - \frac{x^2}{4}) + \frac{x^2}{4} i. \]

(B.21)

Then at the center of the cell (cell-cell contribution), we have

\[ I_n(x_n, y_n) = \frac{i}{\pi} \left( \frac{\Delta x \Delta y}{2} \right) \left[ \gamma - i \Delta \delta + \ln \left( \frac{\Delta x \Delta y}{2} \right) \right] + (\Delta x \Delta y)^2 \arctan \left( \frac{\Delta y}{\Delta x} \right) + (\Delta x \Delta y)^2 \left( \frac{x}{2} - \arctan \left( \frac{\Delta x}{\Delta y} \right) \right) . \]

(B.22)

Using the same expansion we can also get

\[ \frac{\partial^2}{\partial x^2} f_n(x_n, y_n) = \frac{i}{\pi} \left( \frac{\Delta x \Delta y}{2} \right) \left[ \gamma - i \Delta \delta + \ln \left( \frac{\Delta x \Delta y}{2} \right) \right] + 2 \arctan \left( \frac{\Delta y}{\Delta x} \right) + (\Delta x \Delta y)^2 \left( \frac{x}{2} - \arctan \left( \frac{\Delta x}{\Delta y} \right) \right) . \]

(B.23)

\[ \frac{\partial^2}{\partial y^2} f_n(x_n, y_n) = \frac{i}{\pi} \left( \frac{\Delta x \Delta y}{2} \right) \left[ \gamma - i \Delta \delta + \ln \left( \frac{\Delta x \Delta y}{2} \right) \right] + 2 \left( \frac{x}{2} - \arctan \left( \frac{\Delta x}{\Delta y} \right) \right) + (\Delta x \Delta y)^2 \arctan \left( \frac{\Delta y}{\Delta x} \right) . \]

(B.24)
The evaluation of the second order derivatives of \( I_n(x, y) \) (expressions in (B.15)) gives accurate results when \( r_a \geq \lambda/60 \). For smaller values of \( r_a \), the small argument expression for the Hankel function can be used. In such cases we have

\[
\begin{align*}
(\frac{\partial^2}{\partial x^2} + k_0^2)I_n(x, y) &= F_1(x, y) - F_2(x, y) \\
(\frac{\partial^2}{\partial y^2} + k_0^2)I_n(x, y) &= G_1(x, y) - G_2(x, y)
\end{align*}
\]

(B.25)

where

\[
\begin{align*}
F_1(x, y) &= k_0^2 \frac{\alpha x}{2} b_{n1} \left( \frac{2i}{x} - \frac{2i}{y} - 1 \right) + \left( \tan \frac{\alpha x}{2} - \tan \frac{\alpha y}{2} \right) \left( \frac{2i}{x} - \frac{it \ln \alpha x}{x} \right) \\
&\quad - \frac{\alpha x}{y} a_{n1} \ln \sqrt{1 + \frac{\alpha x^2}{y^2}} - a_{n1} \ln \sqrt{1 + \frac{\alpha y^2}{x^2}} \\
G_1(x, y) &= k_0^2 \frac{\alpha y}{2} a_{n1} \left( \frac{2i}{y} - \frac{2i}{x} - 1 \right) + \left( \tan \frac{\alpha y}{2} - \tan \frac{\alpha x}{2} \right) \left( \frac{2i}{y} - \frac{it \ln \alpha y}{y} \right) \\
&\quad - \frac{\alpha y}{x} b_{n1} \ln \sqrt{1 + \frac{\alpha y^2}{x^2}} - b_{n1} \ln \sqrt{1 + \frac{\alpha x^2}{y^2}}
\end{align*}
\]

(B.26)

with

\[
\begin{align*}
a_{ni} &= x - x_n - \frac{\alpha x}{2} \quad i = 1 \\
x - x_n + \frac{\alpha x}{2} \quad i = 2
\end{align*}
\]

(B.27)

\[
\begin{align*}
b_{ni} &= y - y_n - \frac{\alpha y}{2} \quad i = 1 \\
y - y_n + \frac{\alpha y}{2} \quad i = 2
\end{align*}
\]

(B.28)

Now we are in a position to express the impedance matrix elements in terms of \( I_n(x, y) \). The off-diagonal entries of the impedance matrix for the TM case are given by

\[
Z_{mn}^{TM} = \frac{i k_0^2}{4} [e_i(x_m, y_n) - 1] I_n(x_m, y_n)
\]

(B.29)

and the diagonal entries are

\[
Z_{nn}^{TM} = \frac{i k_0^2}{4} [e_i(x_n, y_n) - 1] I_n(x_n, y_n) - 1
\]

(B.30)

For TE polarization, where the impedance matrix is composed of four sub-impedance
matrices, the off-diagonal elements of each matrix are

\[
Z_{12}^{TE} = \frac{i}{4} [\epsilon_r(x_n, y_m) - 1] (\frac{\partial^2}{\partial x^2} + k_0^2) I_n(x_m, y_m)
\]

\[
Z_{21}^{TE} = \frac{i}{4} [\epsilon_r(x_n, y_m) - 1] (\frac{\partial^2}{\partial y^2} + k_0^2) I_n(x_m, y_m)
\]

\[
Z_{33}^{TE} = Z_{33}^{TM}
\]

\[
Z_{41}^{TE} = \frac{i}{4} [\epsilon_r(x_n, y_m) - 1] (\frac{\partial^2}{\partial x^2} + k_0^2) I_n(x_m, y_m)
\]

and the diagonal elements are given by

\[
Z_{11}^{TE} = \frac{i}{4} [\epsilon_r(x_n, y_m) - 1] (\frac{\partial^2}{\partial x^2} + k_0^2) I_n(x_m, y_m) - 1
\]

\[
Z_{22}^{TE} = 0
\]

\[
Z_{33}^{TE} = 0
\]

\[
Z_{44}^{TE} = \frac{i}{4} [\epsilon_r(x_n, y_m) - 1] (\frac{\partial^2}{\partial y^2} + k_0^2) I_n(x_m, y_m) - 1
\]

The excitation vector elements for the TM and TE cases, respectively, are given by

\[
e_m^{TM} = ik_0 Y_0 [\epsilon_r(x_m, y_m) - 1] E_z(x_m, y_m),
\]

\[
e_m^{TE} = ik_0 Y_0 [\epsilon_r(x_m, y_m) - 1] E_x(x_m, y_m),
\]

\[
e_m^{TM, T} = ik_0 Y_0 [\epsilon_r(x_m, y_m) - 1] E_y(x_m, y_m).
\]

Once the matrix equation is solved for the polarization current, the scattered field can be computed at any point. The primary interest is the far field expressions which can be obtained by employing the large argument expansion of the Hankel functions. The scattered field, in the far zone, is in the \( \hat{z} \) and \( \hat{\phi} \) directions for TM and TE polarization, respectively. If the polar coordinate of the scattering direction is denoted by \((\rho, \phi_s)\), in the far zone we have

\[
r_n \approx \rho - x_n \cos \phi_s - y_n \sin \phi_s
\]

(B.36)
and the far field amplitudes as defined by (5.72) for TM and TE cases are

\[
P^{TM} = \frac{\text{Z}_0}{4\pi} \sum_{n=1}^{N} J_n(x_n, z_n) \Delta x_n \Delta y_n \left[ 1 - \frac{\text{ik}_0 \text{Z}_0}{24} \cos^2 \phi_x - \frac{\text{ik}_0 \text{Z}_0}{24} \sin^2 \phi_x \right] e^{-\text{ik}_0 \cos \phi_x x + \sin \phi_x y}.
\]

(B.37)

\[
P^{TE} = \frac{\text{Z}_0}{4\pi} \sum_{n=1}^{N} \Delta x_n \Delta y_n \left[ 1 - \frac{\text{ik}_0 \text{Z}_0}{24} \cos^2 \phi_x - \frac{\text{ik}_0 \text{Z}_0}{24} \sin^2 \phi_x \right] e^{-\text{ik}_0 \cos \phi_x x + \sin \phi_x y} \left[ J_2(x_n, z_n) \cos \phi_x - J_4(x_n, z_n) \sin \phi_x \right].
\]

(B.38)

B.4 Extension to Three-Dimensional Scattering

In this section we obtain a connection between the two- and three-dimensional radar cross sections of cylinders of infinite and finite length respectively. The finite cylinder is just a section of the infinite cylinder and if the length is large compared with the wavelength we can assume the polarization current to be identical with that of the infinite cylinder.

If the observation point is in \( z - y \) plane and its direction is denoted by \( \hat{e}_z \), the scattered field in the far zone of the cylinder is

\[
E' \approx \frac{\text{ik}_0 Z_0}{4\pi} \int_{\text{cl}^+} \hat{e}_z \times \hat{e}_x \times J_x(r') e^{-\text{ik}_0 r' \hat{e}_r} dr'ds'.
\]

(B.39)

Since \( J \) is independent of the axial variable \( z \), the \( z \) integration can be carried out, in which case the expression for the far field amplitude reduces to

\[
S = \frac{-\text{ik}_0 Z_0}{4\pi} \int \hat{e}_z \times \hat{e}_x \times J_x(r') e^{-\text{ik}_0 r' \hat{e}_r} ds'.
\]

(B.40)

For an infinitely long cylinder the electric field in the far zone is approximated by

\[
E' \approx \sqrt{2/k_0 \rho} e^{i(k_0 \rho - \pi/4)} \frac{k_0 Z_0}{4} \int \hat{e}_z \times \hat{e}_x \times J_x(r') e^{-\text{ik}_0 r' \hat{e}_r} dr'ds'.
\]

(B.41)

which results in the two-dimensional far field amplitude

\[
P = \frac{k_0 Z_0}{4} \int \hat{e}_z \times \hat{e}_x \times J_x(r') e^{-\text{ik}_0 r' \hat{e}_r} dr'ds'.
\]

(B.42)
A comparison of equations (B.40) and (B.42) shows that

\[ S = \frac{-2iL}{\lambda} P, \]  

(B.43)

and the relationship between the two- and three-dimensional radar cross sections is:

\[ \sigma_3 = \frac{2L^2}{\lambda} \sigma_2. \]  

(B.44)
BIBLIOGRAPHY


