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CHAPTER 1

Introduction

1.1 Background

The topic of this thesis is volume scattering in very dense media with discontinuous structure on a similar scale to the observing wavelength. To further explain and understand the necessity of studying such a subject, it is useful to look at three basic spectral bands of electromagnetic waves suitable for remote sensing applications for which the study has direct relevance. These three spectral bands along with a rough wavelength scale are: Optical/Infrared (10nm - 100μm), Millimeter wave (100μm - 1cm), and Microwave/Radio (1cm - 10m).

Out of the three regions, optical remote sensing has the longest history, beginning with the use of hot-air balloons replete with an artist and sketchpad flying behind enemy lines during the American civil war. Eventually the eye of the artist gave way to a more complete information gathering system with the advent of the camera. Photographs are analyzed today to determine anything from forest tree density to treaty compliance. The ability of the camera to record differences in color creates a record of the sensitivity of optical wavelengths to molecular resonances and surface roughness. Ancient footpaths can be distinguished with aerial infrared photos because of the recordable differences in temperature caused by organic residues along the path relative to the surrounding area. At optical wavelengths the resolution is typically much greater than the variations we are trying to detect and therefore reflection from regions such as the footpath can be considered to be independent from the reflection from the surrounding area. Optical illumination is typically from an incoherent source such as the sun and interference effects that are familiar feature of lasers is not a consideration in analyzing optical photographs (coherent illumination which is common in microwave and millimeter wave remote sensing will play an important role in the upcoming discussion). The relative shortness of optical wavelengths in comparison to the region under
study and the fact that optical remote sensing is almost exclusively done incoherently allows approximations to be made to make theoretical analysis relatively simple. Furthermore, because optical processing and imaging is a familiar format to human nature, it is the most developed and mature of the regions to work in and optical sensing is typically accomplished incoherently and does not suffer from the coherent problems of volume scattering that will be discussed in this dissertation. A more recent area, stemming back to the days of World War II, that utilizes coherent fields, is the microwave region.

Since the advent of radio at the turn of the century, equipment has been developed to generate and measure energy at radio and microwave frequencies. In these regions the signals can be used to penetrate through clouds and ground cover to detect objects that may not be visible at optical wavelengths. Microwaves can be used to determine bulk dielectric properties and surface roughness on a similar scale to the observing wavelength. Early uses of microwaves were in radar detection and identification of an enemy posing a threat, hence the common use of the term "target" even in today's more peaceful applications of microwave technology. Modern applications of microwaves are used in everything ranging from locating avalanche victims buried in snow to determining chemical composition and surface roughness properties of distant planets. The longer wavelengths used by microwaves allows for measurements of both magnitude and phase of a received signal (i.e. coherent fields), thus doubling the amount of information available. Coherent phase effects also pose the problem of signal fading in radar applications where the received field may vary wildly in a seemingly unpredictable manner. The solution of fading is to average together large numbers of independent measurements of the target under study, thus reducing resolution and information content. Microwave equipment is relatively easy to build with physically simple dimensions and tolerances that can be realized in a manufacturing process, thus reducing the cost and complexity of microwave equipment in comparison to optical instruments. Alternatively, this can prove to be a weakness when it becomes necessary to reduce instrument size, as is the case for satellite applications.

Millimeterwave remote sensing bridges the gap between optical and microwave frequencies. Higher energies, compactness and increased resolution make millimeterwave technology an attractive alternative to microwaves; ruggedness, ability to measure phase and reliability are three basic advantages of millimeterwaves over optical wavelengths. Despite these advantages, millimeterwave technology is the youngest of three remote sensing regions mentioned so far. Millimeterwaves suffer from the problems of theoretical complexity of data analysis, lack of available technology and narrow atmospheric windows through which mi-
crowaves can pass through the atmosphere with little attenuation. As technology advances, the theoretical problems of analysis become more important. The problem of theoretical complexity is not unique to the millimeterwave wave region but it is in this area where the problem becomes its greatest. The depths of this problem will be explained more fully in a short time, but first it should be pointed out that all of the advantages and disadvantages of using one of the three remote sensing regions pales in comparison to the fact that each one of the three regions yields different information about the target under study.

The sulfuric acid clouds of Venus provide a good example of the uses of all three of the remote sensing regions. The optical reflectance of sunlight off of the planet's atmosphere allows us to infer the chemical composition of the clouds that obscure our view of the planets surface. Microwaves, which penetrate these clouds, provide information such as surface temperature which is deduced from observed black body radiation. Reflection measurements made by the Magellan spacecraft at 13cm has provided a complete map of the planets surface and volcanos at resolutions on the order of tens of meters (largely unexplored from the Magellan data are echoes occurring from the volume laying below the surface). Millimeterwaves can be used to explore atmospheric convection and droplet sizes, information useful to the study of erosion and climatology. All three remote sensing regions provide important pieces of information in understanding the complete picture of Venus as a planet. Similarly, these three regions are necessary in obtaining a complete picture of any "target" and thus each one is important in its own right.

As mentioned previously, millimeterwave remote sensing has some theoretical difficulties that limit our ability to explore all of the benefits that this region has to offer. The difficulty arises because for many different classes of targets, particularly natural ones, physical characteristics vary on a similar scale as the wavelength. The concept of inhomogeneity is important in this context. If we consider the response of a deep layer of snow to the three remote sensing regions, we would see that the snow appears as a uniform or layered medium to the lower microwave frequencies. On the opposite side of the spectrum, optical wavelengths do not penetrate the snow layer very deeply; much of what we see is the incoherent reflection of light off ice crystals at the snow surface. Individually, these crystals are much larger than the wavelength of the illuminating field. At millimeter wavelengths, the crystals of ice are no longer at one extreme of the relative wavelength scale, and the incident energy passes into the volume of the snow layer. Thus, penetration depth and grain size become an important factor in the scattering equation. This fact makes the millimeterwave region well suited to explore the crystal structure in a snow pack or the droplet size in a rain storm.
Similar to millimeterwaves, microwaves are sensitive to structure on a larger wavelength scale. Microwaves are sensitive to targets such as leaves on a tree or stalks of corn in a farmer's field. The volume scattering phenomena of Bragg diffraction is an example of the sensitivity of coherent light to crystal structure.

For an example such as microwaves in vegetation it is common to find that discontinuities or individual scatterers do not make up an appreciable part of the target's volume. Leaves for instance take up only about 10% of the total area occupied by a tree, the tree trunk and branches take up even less; much of the space occupied by a tree is empty air. Similarly in the millimeterwave region, water droplets in clouds and in rain storms are all sparsely scattered in a larger domain. Analysis of this class of problems is made simple because individual scatterers can be considered to react independently of one another to the incident field. The total response of the target can be considered a net sum of the individual scatterers responses to the incident field.

As the density of the medium increases, so does the complexity of the volume scattering analysis. If we were to use microwaves to explore the volume of a quarry of rocks (a densely packed volume) the analysis problem is much more complicated than for a sparse distribution of scatterers. Each one of the rocks interacts strongly with the incident field and reflects energy that in turn reacts with neighboring rocks. The use of incident and reflected fields in this situation is no longer straightforward. The problem is exacerbated at millimeterwave frequencies because much of the structure of typical targets varies on the same scale as the observing wavelength. Soils and snowpacks can no longer be considered to be homogeneous nor sparsely distributed. The response of such media to a coherent field in this class of targets is not simple to derive theoretically because basic material properties such as permittivity are not easily determined. The level of complexity incurred in the theoretical analysis increases by a full order of magnitude. The difficulties involved with analyzing the interaction of coherent fields with a dense media returns us to the central topic of this dissertation: analysis of scattering from a very dense media. The purpose will be to provide practical answers to physical problems in dense media volume scattering that are not readily determined by analytic theory.

These applications are worthy of illustration through several examples. The first of these may be in the detection of targets buried within a random medium background, such as might be the case in land mine detection. In this instance, it is important to know the scattering and propagation characteristics of the medium surrounding the target so that detection schemes can be optimized to separate the target from the clutter. Modeling
efforts have the ability of deepening our insight into a problem and developing a fuller understanding of the physical principles involved. The second of these examples may be in the characterization of a snow field with a millimeterwave radar system mounted on an airplane or part of a satellite system. Because the backscatter response of the radar at these frequencies is dependent on the physical characteristics of the snow field such as density, particle size and wetness, it may be possible to use the radar to estimate these parameters over a large geographic area. In turn, knowledge of these parameters could then be used to predict water resources or as a component in earth biosphere models such as global heat budget analysis.

1.2 Outline

This thesis begins with the description of a controlled experiment whose purpose was to determine the effective permittivity of a layer of fine sand at a frequency of 35 GHz ($\lambda = 8.54\,\text{mm}$). At this frequency, the individual granules of sand exist on a similar dimensional scale as the observing wavelength and therefore it is expected that individual grains interact strongly with the incident field and with each other within the sand layer. Aside from the immediate problem of determining the fundamental parameter of permittivity for the layer of sand, the study of the interaction of electromagnetic fields with this medium poses an interesting question: "How do electromagnetic fields propagate through a highly inhomogeneous medium that is discontinuous on the same dimensional scale as the observing wavelength?" It is this question that has motivated the work that makes up the theme of the dissertation that follows.

In response to the question that has been stated above, a number of theoretical methods have been developed by others to determine the parameter of effective permittivity (the parameter that characterizes how a coherent electromagnetic field propagates through random media). Embodied within this parameter is the phase delay that the field encounters (the real component of effective permittivity) and the amount of losses encountered by the coherent field, both absorptive and scattering (the imaginary component of effective permittivity). Chapter 3 of this dissertation addresses a variety of these theoretical methods with the objective of developing the theories that will be referred to in future chapters. Chapter 3 is split into two domains, one that addresses the coherent interaction of electromagnetic fields with random media and another that addresses the incoherent fields. Coherent interaction refers to the phase delay and loss of an electromagnetic field as it propagates
from one end of a random medium to another. The characterization of this phenomenon is fundamental to relating the phenomenon of volume scattering to surface scattering and is also the vital first step in developing the subject of the second half of Chapter 3, that of characterizing incoherent fields in a random medium. It is the incoherent component of a field that a radar actually observes from the volume of a scatterer. This energy is termed incoherent because the random nature of the scatterer volume has the effect of randomizing the phase of the reflected signal. Thus, while the average field scattered from this medium may be zero, the power, or the variance of the signal, is non-zero and is proportional to the physical and electromagnetic characteristics of the random medium.

This concept is worthy of further illustration. To begin, we take an idealized situation of a random collection of scatterers buried within a large, homogeneous dielectric and ask ourselves what would be the scattered field observed by the radar (Figure 1.1). Because the surface of the homogeneous medium is flat, at any angle other than the nadir direction, the surface would have no contribution to the backscattered field. Some of the energy incident on the medium however would be reflected from the surface in the specular direction and some would be propagate into the homogeneous dielectric (a process theoretically described by Fresnel reflection/transmission coefficients). Because the homogeneous dielectric has no discontinuities, there would be no energy reflected back to the radar until the field reached the buried random collection of scatterers. At this point, we might consider the interaction of the incident field with the random medium as a separate problem and try to determine what part of the incident field would interact with the medium and how much of that part would be reflected back towards the radar. Once this has been determined, if the permittivity of the homogeneous dielectric were known, the energy observed by the radar could be determined directly.

At this point, we can step away from the idealized model of the random collection of scatterers buried within a homogeneous dielectric, and ask ourselves what does this homogeneous dielectric actually consist of? The answer to this is that it consists of random components just like the one that was embedded in the simplified model. Much of the energy (but not all) that was incident upon the random medium sample actually passes through into the forward direction and continues to propagate. The energy that is lost by scattering the incident fields into other directions appears directly in the imaginary component of the effective permittivity that characterizes the behavior of coherent fields as they propagate through the medium. Thus, knowledge of the effective permittivity $\varepsilon_{\text{eff}}$ encompasses both the coherent and to some extent the incoherent behavior of fields within
Figure 1.1: Random medium volume scattering model. Only the energy scattered from the random collection of particles is observed by the radar in this model. However, the energy incident upon the collection and the energy received by the radar must pass through the homogeneous medium with permittivity $\varepsilon_{\text{eff}}$. Embodied within this parameter is both the absorptive and scattering losses from the random components that actually make up the homogeneous dielectric.
the medium. Furthermore, accurate knowledge of what the value of effective permittivity is for a given medium (i.e. accurate characterization of coherent fields) is fundamentally important to understanding how incoherent fields are excited by the incident field and how they behave within the medium as they propagate back to the radar.

The theoretical methods that are described in Chapter 3 address this issue, but because of the complexity of the electromagnetic interactions involved, it is difficult to ascertain what the limitations of the different theoretical methods are. In this light, Chapters 4 through 6 endeavor to address the problem of developing an independent, numerically exact solution, for determining how fields propagate within random media. Chapter 3 addresses the physical aspect of this problem by first developing a method for simulating the manner in which discrete particles may be arranged together in a dense medium. This method is referred to as the “Packing algorithm” that was developed initially to mimic the sand experiment described in Chapter 2. The algorithm however has a variety of other applications, such as providing correlation and pair distribution functions (in both two and three dimensions) for use with some of the theoretical methods developed in Chapter 3. Knowledge of discontinuity locations in a dense media also has the application of being the first step in a full Monte-Carlo simulation of electromagnetic fields in dense random media. To this end, the method of moments may be used to efficiently analyze the behavior of electromagnetic fields in two dimensions, or for three dimensions, the T-matrix (transition matrix) algorithm can be used in three dimensions. This approach, less common than the method of moments, is described in depth by Chapter 5. Given a random arrangement of particles (obtained either by the packing algorithm or a different method), and employing a numerical solution technique to determine the scattered fields, it is shown in Chapter 6 that the fundamental parameter of effective permittivity can be obtained. This is accomplished by comparing the average scattered field obtained from the samples of a random medium with that of a uniform dielectric body whose shape and size is the same as the random medium samples. It is shown that this technique provides reliable and consistent results in both two and three dimensions. Given the technique as it has been developed, it is thus possible to return back to the theoretical methods of characterizing coherent fields within a random medium and to evaluate these methods based on results obtained from the numerical technique.

The techniques and methods that have been developed in the previous chapters can be used for addressing a variety of different problems in electromagnetics and environmental remote sensing. The penultimate chapter of this dissertation (Chapter 7) illustrates one such problem: that of how to characterize the scattering from wheat grain heads. This
problem is particularly important at the microwave frequencies of C- and X-band, where the observed backscatter from mature wheat plants can be shown to be strongly influenced by attenuation and contributions from the grain component of the vegetation layer. Chapter 8 reviews the work that has been accomplished by this dissertation and gives suggestions and directions for future work.

In summary, the contributions described by this thesis are:

1. Characterization and bistatic measurement of fine sand at 35 GHz. Measurements are used to determine the real component of effective permittivity for the medium.

2. Development of the two-dimensional version of the quasi-crystalline approximation. This treatment is instructive in its approach and provides a basis/alternative view for the three-dimensional problem developed by other investigators.

3. Development of the two-dimensional version of the Born approximation and graphic relation of the predicted backscatter to the power spectral density of the permittivity fluctuation correlation function. This treatment illustrates how the backscatter and particle size distribution are related. Further discussion addresses the problem of obtaining the correlation function and the variety of correlation/power spectral density functions that are valid.

4. The development of the packing algorithm for efficiently determining particle arrangements in two and three dimensions. Results are used to illustrate applications to the Born approximation and the numerical evaluation of the quasi-crystalline approximation.

5. Implementation and evaluation of the recursive aggregate T-matrix algorithm [Wang and Chew 1993]. This algorithm was needed for the three-dimensional treatment of effective permittivity. Independent implementation of this algorithm led to several important discoveries such as errors in the original publications of this material and limitations of the algorithm not discussed in these publications. This algorithm served as the driving numerical method for determining effective permittivity in three dimensions described by the following item.

6. Numerical determination of effective permittivity in both two and three dimensions. As with any method, the numerical method has its limitations, but insofar as computational resources are made available, a reliable and consistent method is set forth for determining this fundamental quantity.
7. Evaluation of the quasi-crystalline approximation, the effective field approximation and the Polder-VanSanten mixing formula in both two and three dimensions. The numerical method for determining effective permittivity is used to analyze similar results predicted by these three fundamental theoretical techniques.

8. Development of a semi-empirical model for the scattering and extinction due to wheat grain heads. This model is illustrated as an application for some of the tools that have been developed for other purposes in this dissertation and highlights a technique for addressing other similar problems that may be encountered in electromagnetic analysis in environmental remote sensing.
CHAPTER 2

Measurement of Sand at 35 GHz – A Motivating Example –

2.1 Introduction

The following chapter gives a quantitative description of a set of bistatic measurements that were used to determine the dielectric constant of a layer of sand at 35 GHz. At these frequencies, scattering from and interaction between individual grains of sand becomes a significant factor. The motivation behind this work is to gain a better understanding of mechanisms of surface and volume scattering for distributed targets, with the ultimate goal of relating electromagnetic analysis to radar observations in the backscatter direction.

The focus of this chapter, and much of the dissertation that follows, will be on the effective permittivity. For surface scattering, the effective permittivities of two adjacent media are used to calculate the Fresnel reflection coefficient and thus determines the magnitude and phase of the reflected wave. In volume scattering the scattering of a wave is caused mainly by discontinuities within the volume. For a mixture of discrete particles, the theoretical determination of effective permittivity is a statistical problem where assumptions must be made about interactions between fields and particles within the volume. Low frequency equations relating the effective permittivity of a mixture to the dielectric constants of its components are called mixing formulas, for which there are a variety (Tinga et al., 1973; van Beek, 1967). The experimental determination of effective permittivity provides a method of checking which of these formulas is most appropriate and in this way provides information about the nature of electromagnetic interactions and scattering mechanisms present within the volume.

The permittivity of a material describes a fundamental relationship between the applied electric field and the behavior of charges under the influence of this field. Because this relationship is so fundamental, there are in fact a large number of methods for measuring this quantity and it is the equipment availability and simplicity of measurement that ul-
timately determines the method used to find the permittivity at a specific frequency. As an experimental target, sand is very useful because electromagnetically important characteristics about the medium can be easily controlled (i.e. grain size, wetness, and purity). The method for determining the dielectric constant described in this chapter is designed to be a simple extension to these measurements. Aside from the determination of dielectric constant for a statistical target, this measurement also has benefits such as providing checks for the operation and calibration of a bistatic system and the physical characterization of the sand on a submillimeter scale.

Polarimetric bistatic measurements themselves are not often found because of the complexity and detail involved in the setup of the problem. One recent bistatic measurement of sand was made by Ulaby et al. (1987) where the bistatic scattering coefficient was measured as a function of azimuth angle for a fixed angle of incidence ($\theta_i = 66^\circ$) at 35 GHz. The experiment used a homogeneous mixture of common sand with a reported dielectric constant of $\varepsilon_r = 2.5 + i0.03$, measured at 10 GHz. Measurements were made of the scattering coefficient for three types of surfaces: smooth, rough, and very rough. Results showed that the measured reflection coefficient from a smooth sand surface agreed well with the predicted value for a semi-infinite medium and that surface scattering increased as a function of surface roughness.

In contrast, this chapter describes a controlled experiment of forward scattering from a layer of sand whose surface has been made electromagnetically smooth. Observations are always made in the specular direction as a function of sand thickness and angle of incidence. Efforts were made to assure minimal contributions of incoherent surface and volume scattering in the forward direction. A refined sand (US Silica ASTM 50-70) of uniform size distribution and 99.8% pure silica (SiO$_2$) was used. The 50-70 designation indicates that all particles passed through a wire grid of 50 squares to the inch, but did not pass a similar grid of 70 squares to the inch (i.e. sand particles are constrained to have diameters between 0.36mm and 0.51mm). The smoothness of the sand surface, the grain sizes and correlation length are physically quantified to submillimeter accuracy (such accuracy is necessary at 35GHz where the free space wavelength is 8.57mm). The sand layer is modeled as a mixture of sand particles surrounded by an air medium and using a measured volume fraction of the sand particles, the Polder-Van Santen mixing formula is used to determine the effective permittivity to fields within the sand layer. This mixing formula consists of two unknown permittivities, the effective permittivity of the distributed mixture (which is the objective of this experiment) and the apparent permittivity of the
mixture to fields within the sand layer. Typically for sparse mixtures, this latter permittivity is set to that of free space and for dense mixtures it is set to the effective permittivity. The results of this study however indicate that the permittivity apparent to fields within the layer is actually closer to that of the sand particles themselves and in this sense implies strong electromagnetic interactions between particles.

This chapter begins by deriving a function relating the phase of the scattered electric field to the permittivity and thickness of a dielectric slab. An equivalence is made between the plane wave model of the the physical situation and an equivalent model using transmission line theory. This is followed by a description of the 35 GHz bistatic system that was used in the measurement, along with a method for calculating the co-polarized system constants. It is then shown that the sand being used as a distributed target possesses the physical characteristics necessary that allow it to be equivalently modeled as a dielectric slab. A description of the least squares model fitting routine is given along with calculated results for the effective dielectric constant of the sand.

2.2 Theory

Transmission line theory can be used to draw an equivalent model for a plane wave incident at an oblique angle onto a dielectric surface (Ulaby et al., 1981; Ramo et al., 1984). Through the model, a reflection coefficient can be calculated using standard transmission line techniques. Specifically, a model will be derived here for a dielectric slab placed on top of a perfectly conducting plane.

From the experimental setup shown in Figure 2.1, it is clear that the magnitude of the reflected wave will be near unity for low loss dielectrics (i.e. energy is not dissipated in the system). For a solid plate of silica glass, the complex permittivity at 10 GHz is reported to be \( \varepsilon_e = 3.78 + i0.001 \) (Holloway, 1973), giving an effective depth of penetration for the glass plate of \( \delta_p = \lambda \sqrt{\varepsilon'/2\pi \varepsilon''} = 2.65 \text{m} \) (where, \( \varepsilon_e = \varepsilon' + i\varepsilon'' \)). Assuming the dielectric losses of the sand and glass plate are similar, it is then expected that most of the energy incident on the sand layer will not be dissipated and therefore the phase of the reflected wave will be the most sensitive to the dielectric constant of the sand layer.

Depending on the polarization of the incident wave, the impedances of the equivalent model can take on one of two values:

\[
Z_n = \begin{cases} 
\eta_n \cos \theta_n & \text{vertical polarization} \\
\eta_n \sec \theta_n & \text{horizontal polarization}
\end{cases}
\] (2.1)
Figure 2.1: Transmission line equivalent model for a coherent wave scattering from a dielectric surface over a ground plane.

where \( n_0 \) is the intrinsic impedance of the nth medium and \( \theta_n \) is the angle of incidence in medium \( n \). When \( n \neq 1 \), \( \theta_n \) for low loss dielectrics can be obtained from Snell’s law:

\[
\theta_n = \sin^{-1} \left( \frac{\sqrt{\varepsilon_{n-1}} \sin \theta_{n-1}}{\sqrt{\varepsilon_n}} \right). \tag{2.2}
\]

The reflection coefficient at each interface is calculated by

\[
R_n = (-1)^k \frac{Z_{n+1} - Z_n}{Z_{n+1} + Z_n} \quad \text{where} \quad k = \begin{cases} 
1 & \text{vertical polarization} \\
0 & \text{horizontal polarization}. 
\end{cases} \tag{2.3}
\]

The reflection coefficient for the entire system is then

\[
R_e = \frac{E_r}{E_i} = \frac{R_1 + R_2 e^{-2t(\alpha_2 \sec \theta_2 + j \beta_2 \cos \theta_2)}}{1 + R_1 R_2 e^{-2t(\alpha_2 \sec \theta_2 + j \beta_2 \cos \theta_2)}} \tag{2.4}
\]

where \( \alpha_2 = \frac{2\pi}{\lambda_0} |Im\{\sqrt{\varepsilon_2}\}| \) and \( \beta_2 = \frac{2\pi}{\lambda_0} Re\{\sqrt{\varepsilon_2}\} \) are the dielectric loss and propagation factors, respectively, \( t \) is the thickness of the dielectric slab and \( \theta_2 \) is the angle of incidence in the sand layer. For a reference incident electric field \( E_i = E_0(1 + i0) \), the reflected wave can be written as

\[
\frac{E_r}{E_0} = |R_e| |\phi_e| \quad \text{or} \quad \frac{E_r}{E_0} = |R_e| |\phi_r| \tag{2.5}
\]

The subscripts \( v \) and \( h \) indicate vertical and horizontal polarizations and the angle \( \phi \) refers to the phase of the complex reflection coefficient, \( R_e \). Now using \( \phi_v \) as the reference phase, the difference in phase between the two polarizations becomes

\[
\Delta \phi = \phi_h - \phi_v \tag{2.6}
\]

where \( \Delta \phi(\varepsilon_c, t, \theta_1) \) is a function of complex dielectric constant \( \varepsilon_c \), slab thickness \( t \) and incidence angle \( \theta_1 \). Computer analysis has shown that \( \Delta \phi \) is not sensitive to values of the
imaginary component of $\varepsilon$ when $\varepsilon' > 100\varepsilon''$. This can be seen in Figure 2 where a plot is made of the sensitivity of the phase difference function (2.6) to the ratio of $\varepsilon''/\varepsilon'$. For a given $\varepsilon' = 2.6$, and varying slab thickness ($t = 5$, 10, and 20mm), $\varepsilon''$ was increased in logarithmically spaced steps from 0.001 to 10. The average difference between successive $\Delta \phi$ functions calculated for each $\varepsilon''/\varepsilon'$ is plotted to give a measure of the ability of the method to detect changes in the imaginary component of the dielectric constant. As can be seen from the figure, the ratio $\varepsilon''/\varepsilon'$ should be greater than 0.01 to detect differences in $\varepsilon''$ for sand depths less than 20mm.

![Average phase change as a function of increasing $\varepsilon''$](image)

Figure 2.2: Sensitivity of $\Delta \phi$ to $\varepsilon''/\varepsilon'$ for varying slab thickness ($t = 5$, 10 and 20mm). The vertical scale is a measure of the average difference of $\Delta \phi$ for increasing values of $\varepsilon''$. For this plot, $\varepsilon' = 2.6$ remained constant.

### 2.3 Experimental Setup

#### 2.3.1 35 GHz System

The sand measurements were made using a 35 GHz bistatic network analyzer based scatterometer. The output port of a HP8753C Vector Network Analyzer was used to mod-
ulate an IF signal from 2 to 3 GHz which was in turn used to modulate a 32 GHz RF signal from a \( \times 3 \) harmonic mixer (10.67 GHz \( \Rightarrow \) 32 GHz), the resulting signal varying between 34 and 35 GHz. A 1 GHz bandwidth gives a range-resolution capability of the system of

\[
\Delta r \approx \frac{c}{2B} = 15 \text{ cm.} \quad (2.7)
\]

The actual resolution used for the measurement was actually larger than this because software gating on the network analyzer was used to isolate the response of the target from system and room noise. A typical gate of 15 ns was used which gives the equivalent resolution of 2.3 meters. All sand depths used in the measurements were much less than this, making the measurement an integrated effect of the reflected wave from the top surface of the dielectric and the multiply reflected wave from the sand layer. This was implicitly assumed in the preceding theoretical derivation.

The transmitter antenna (circular aperture, \( d = 15.25 \text{ cm} \)) half power beamwidth at 2.5 meters was measured to be 5.4 degrees and the receiver (rectangular aperture, 5.1 x 5.1 cm), has a half power beamwidth greater than 10 degrees (\( \beta_{1/2} \geq \lambda/l_x,y \)). With the receiver having a larger beamwidth than the transmitter, pointing of the two antennas becomes less critical and we can often make the assumption that the receiver gain is constant over the HPBW of the transmitter.

At a distance of 2.5 meters, the transmitter is being operated close to the near field region (\( D^2/\lambda = 2.7 \text{ m} \)). Tests have shown however that within the range of 2.3 to 2.7 meters, the phase and amplitude of the transmitter pattern remain fairly consistent (Figure 2.3). These patterns were made using a receive antenna of the same dimensions as the transmitter to detect reflected fields from a small trihedral placed at three ranges. The horizontal axis angles were doubled to adjust for the multiplication of the transmit and receive antenna patterns and the received power was corrected to account for free space propagation loss. The similarity of the magnitude and phase patterns for the three ranges indicates that targets in the range of 2.3 to 2.7 meters may be treated as being in the far field.

A large 1.8 x 1.8m rotatable box was used to hold the ground plane and sand layer. Once the transmitter and receiver were set at their appropriate locations, the received signal from the ground plane was maximized by making fine adjustments to the angle of the receiving antenna. A brief illustration of the entire setup is shown in Figure 2.4. Illustrated also is the HP8753 network analyzer where the RF output port provides a signal to the transmitter, from which a sample of that signal is returned to the reference port of the network analyzer. The received vertical and horizontal polarization signals are separated by an ortho-mode transducer placed directly behind the receiving antenna, and the down-mixed IF signals
Figure 2.3: Estimated near-field antenna patterns of the transmit antenna for vertical polarization at three different ranges (2.3, 2.5, and 2.7m). Plot (a) is the magnitude and (b) on the following page, represents the phase.

are sent to the A and B ports of the HP8753 so that both received polarizations may be detected simultaneously.

The measured signal from the sand is modeled as the summation of a coherent reflected field, $E_{coh}$, from the smooth specular surface of the sand and an incoherent field, $E_{inc}$, resulting primarily from scattering within the sand volume:

$$E_m = E_{coh} + E_{inc}. \quad (2.8)$$

The nature of the incoherent field is such that it is a random process with zero mean ($\langle E_{inc} \rangle = 0$) and variance proportional to the power of the incoherent field

$$\langle P_{inc} \rangle \propto \langle E_{inc} \rangle^2 = \langle (E_m - E_{coh})^2 \rangle. \quad (2.9)$$

The coherent field is deterministic as given by (2.4) and (2.5) and can be estimated by finding the sample mean of the measured fields

$$\hat{E}_{coh} = \langle E_m \rangle = \langle E_{coh} + E_{inc} \rangle \approx E_{coh} \quad (2.10)$$

The coherent electric field is estimated by taking a large number of samples of the target and averaging the measurements. Each sample must be statistically independent of the other
Figure 2.3 cont’d: Estimated near-field antenna patterns of the transmit antenna for vertical polarization at three different ranges (2.3, 2.5, and 2.7m). Plot (a) from the previous page, is the magnitude and (b) represents the phase.

for the incoherent field to average to zero. Since the incoherent field is due to the random locations of scatterers in the antennas field of view, the target must be moved a sufficient amount such that successive measurements of the target are uncorrelated. This movement is achieved by rotating the sand table a predetermined angle between each measurement. The angle of rotation is determined by autocorrelating a sequence of measurements taken of the received signal for small angle increments over a full rotation of the table. The change in angle at which the autocorrelation function drops below a value of 0.2 is taken as a sufficient

Figure 2.4: Sand box and network analyzer setup.
Figure 2.5: Bistatic measurement autocorrelation function. A set of 270 measurements were taken at one degree increments of the table and the magnitude of the electric fields were autocorrelated to determine the minimum angle of rotation required to achieve statistical independence.

Increment angle to provide the required degree of decorrelation between measurements. This was done for a sand depth of 7 mm and incidence angle of 21 degrees using one degree increments of table rotation. The resulting autocorrelation function is shown in Figure 2.5 where it can be seen that the statistical correlation between adjacent measurements dropped to less than 0.2 for 4 degree angles of rotation. Thus each complete measurement of the sand for a given incidence angle and sand depth consisted of 90 measurements. The number of samples actually used in determining the coherent field for any given incidence angle and sand depth was slightly less than this because it was determined that a seam in the ground plane was causing non-stationarities in the statistics over a small range of table angles. Sample sizes more typically consisted from 70 to 80 samples for this reason.

2.3.2 Ground Truth

In order to model the electromagnetic scattering from sand, the following physical characteristics must be considered:

1. Correlation length and rms height of the rough surface.
2. Particle size and shape distributions.

3. Volume fractions of the constituent particles making up the distributed target (this includes solids, liquids and free space) and their respective dielectric constants.

Because the sand layer is being modeled as a dielectric slab, volume scattering contributions in the specular direction must be much smaller than the coherent component. Volume scattering is dependent upon the particle size (relative to wavelength) and the dielectric contrast (permittivity of the particle relative to the background material). For particles whose radius, \( a \), is much smaller than the wavelength, \( \lambda \), the Rayleigh approximation to Mie scattering for dielectric spheres can be used (Ulaby et al., 1981). The scattering cross section, \( Q_s \), is the ratio of scattered power, \( P_s \), to incident power density, \( S_i \). Using the Rayleigh approximation gives:

\[
Q_s = \frac{P_s}{S_i} = \frac{2\lambda^2}{3\pi} \left( \frac{2\pi a}{\lambda} \right)^6 \left| \frac{\epsilon - 1}{\epsilon + 2} \right|^2
\]

(2.11)

The sand was characterized by photographing a random sample of 143 sand particles and modeling each of the particles as an ellipsoid (Figure 2.6). Measurements of the major and minor axes (Figure 2.7) showed that the mean major axis length was 0.37 mm (std. dev. = 0.05 mm) and the mean minor axis length was 0.28 mm (std. dev. = 0.04 mm), which gives a mean eccentricity for the ellipsoids of \( e = (1 - \left( \frac{\text{min major}}{\text{maj}} \right)^2)^{1/2} = 0.65 \). Using a worst case particle size of 0.5 mm in (2.11) gives an upper limit to the scattering cross section of \( Q_s^{\text{max}} = 0.1 \times 10^{-9} \text{m}^2 \), or an efficiency factor of \( \sigma_s^{\text{max}} = Q_s / \pi a^2 = 0.5 \times 10^{-3} \). Thus it is likely that scattering by the individual particles (i.e., volume scattering) although present, will not be a significant factor in the forward scattering direction.

The surface of the sand was made smooth by using a straight metallic edge so that the sand layer may be modeled as a dielectric slab with smooth boundaries. Because of the small wavelength being used, it was necessary to quantize the smoothness of the surface on the order of 1/32 of a wavelength, 0.3 mm (the Fraunhofer criterion). To do this, a sample of sand was placed between two glass plates and the surface was flattened using a paper blade. Photographs taken of the sample’s surface under a microscope showed that the mean variation in the surface smoothness was better than 0.3 mm when sampled every 0.17 mm on the surface (Figure 2.8). The conclusion from this measurement therefore is that the surface can be considered electromagnetically smooth at 35 GHz.

The correlation from one point on the surface to another, the correlation length \( l \), is also an important parameter when considering the scattering from a surface. For this
Figure 2.6: Determination of particle grain size distributions, modeled as prolate ellipsoids. Each grain was modeled as an ellipsoid.

Figure 2.7: Particle grain size distributions for major and minor axes.
Figure 2.8: A photograph of a sand surface sandwiched between two glass plates and flattened by a paper blade.

In the experiment, it is important to minimize the scattering contribution from the surface. Using the sampled surface discussed above, an autocorrelation plot of the surface was made (Figure 2.9). The result shows that the correlation length is smaller than the rate at which the surface was sampled (0.17 mm) which further supports the assumption that the surface is very flat.

Figure 2.9: Correlation length of 50-70 sand surface.
2.4 Calibration

Looking in the specular direction at a reflected signal from a flat surface with low volume scattering, it is expected that most of the energy received is the same polarization as the transmitted signal. Any cross-polarized response from the distributed target will give a measure of the combined effect of

1. Misalignment of the transmit/receive polarization vectors
2. Cross talk between the vertical and horizontal channels in the antenna structure, and
3. Scattering by the volume of the target.

The system contributions to the cross-polarized signal (items 1 & 2) were measured to be approximately 15 dB down from the transmitted polarized wave while the cross-polarized signal due to the target alone (item 3 from above) is better than 20 dB less than the transmitted signal (i.e., measured volume scattering is negligibly small).

The difference between the $v$ & $h$ channels for the transmit and receive combination need to be calibrated so that only the target characteristics are measured. Because for this experiment we are only interested in the co-polarized response (namely the phase differences between $h$ and $v$), a simple calibration technique can be employed using a ground plane [Sarabandi et al, 1990]. Here, the measured signal for both co-polarized responses is modeled as

$$E_{vv}^0 = \frac{K}{r_t r_r} e^{-jk(r_t+r_r)} R_o T_v S_{vv}^0$$ and $$E_{hh}^0 = \frac{K}{r_t r_r} e^{-jk(r_t+r_r)} R_h T_h S_{hh}^0$$

(2.12)

where $S_{vv}^0$ and $S_{hh}^0$ are the scattering coefficients for a ground plane, $r_t$ and $r_r$ are the transmitter/receiver distances to the target, $k$ is the wave number, $K$ is a system constant and the $R_p T_p$ pairs represent transmit and receive constants for each set of co-polarized responses, $p = \{v, h\}$. By measuring the reflected fields from a ground plane ($E_{vv}^0, E_{hh}^0$), calibration constants can be calculated by

$$K_{vv} = \frac{K}{r_t r_r} e^{-jk(r_t+r_r)} R_o T_v = \frac{E_{vv}^0}{S_{vv}^0}$$ and $$K_{hh} = \frac{K}{r_t r_r} e^{-jk(r_t+r_r)} R_h T_h = \frac{E_{hh}^0}{S_{hh}^0}$$

(2.13)

where $S_{vv}^0 = 1$ for vertical polarization and $S_{hh}^0 = -1$ for horizontal polarization. Measurements of an unknown target ($E_{uv}^u$ or $E_{uh}^u$) are calibrated to give the unknown target’s scattering coefficients $S_{vv}^u$ and $S_{hh}^u$ by

$$S_{vv}^u = \frac{E_{vv}^u}{K_{vv}} \quad \text{and} \quad S_{hh}^u = \frac{E_{hh}^u}{K_{hh}}$$

(2.14)
which assumes the distances are not changed.

A very strong advantage of using the phase difference function (2.6) to determine the effective permittivity is that it removes the necessity for the system to be phase stable over the period of observation. What must remain constant is the phase difference between the vertical and horizontal polarization channels. The transmitted polarization is set by phase plates at the antenna aperture where the mechanical position of the plates determines the transmitted polarization. If the positioning of the plates remains consistent for the duration of the experiment, the calibration will correct for phase differences caused by the positioning of the plates and the measurement will not be dependent on phase and amplitude drifts of the transmitter.

2.5 Measurements

Measurements were made of the sand using the setup previously described (section 2.3). Sand depth was varied between 4mm and 6cm. At each depth, a set of six, 90 sample measurements were taken for incidence angles of 21, 28, 44, 56, 61 and 70 degrees from vertical. These angles were determined by constraints on the physical positioning and pointing of the radar. From these data, the sample mean of the phase difference $\Delta \phi(\epsilon, t, \theta_i)$ was found for each depth and angle of incidence. A least mean square fitting routine was then used to fit the model to the measured data. It was found that the sample variance increased as a function of incidence angle (i.e. the uncertainty of the measurement was different for each angle of incidence). It would be wrong then to equally weigh differences between measurement and theory for all angles of incidence. Thus, the least squares algorithm was made sensitive to these differences by incorporating a weighting factor that made the model/measurement errors linearly related to the standard deviation of the measurement:

$$\text{error}^2 = \left( \frac{\text{measurement} - \text{model}}{\text{std. dev.}} \right)^2.$$  \hfill (2.15)

The sum of these errors constitutes the least squares measure, which was minimized over a range of dielectric constants

$$\min_{\epsilon} \left[ \sum_{\theta_i} \sum_t \text{error}^2(\epsilon, t, \theta_i) \right]$$  \hfill (2.16)

where the summations are over angle of incidence and different sand thicknesses for which measurements were taken. The dielectric constant giving the least error is then the best estimate of the effective dielectric constant of the sand. Using a set of five sand depths
Figure 2.10: Measured and theoretical $\Delta \phi$ as a function of incidence angle for two values of dielectric constant and a sand depth of 17 mm. The solid line represents a value of $\varepsilon = 2.64 + i0.0$ (the best fit model) and the dashed line represents the mixing formula (2.17) value of $\varepsilon = 2.4 + i0.0$; individual points are measured values of phase difference for which the error bars indicate $\pm 1$ standard deviation from the measured mean.

(4 mm, 7 mm, 13 mm, 17 mm and 57 mm) a value of $\varepsilon = 2.64 + i0.0$ gave the best fit between the model and the measured data. The results comparing measured phase difference with theoretical phase difference (2.6) for a sand depth of 17 mm is shown for an example in Figure 2.10; Figures (2.11) through (2.14) contain similar figures for the remaining depths measured. Note that the dielectric loss factor $\varepsilon''$, while likely present to some degree, was not detectable by this method (see section 2).

The measured value of dielectric constant discussed above compares well with dielectric constants theoretically calculated from a mixing formula. The mixing formula calculates the effective dielectric constant in terms of the measured physical parameters of the sand (ground truth). For randomly oriented ellipsoidal inclusions, the most common mixing
Figure 2.11: Measured and theoretical $\Delta \phi$ as a function of incidence angle for a 4 mm sand depth
Figure 2.12: Measured and theoretical $\Delta\phi$ as a function of incidence angle for a 7 mm sand depth
Figure 2.13: Measured and theoretical Δφ as a function of incidence angle for a 13 mm sand depth
Figure 2.14: Measured and theoretical $\Delta \phi$ as a function of incidence angle for a 57 mm sand depth
formula comes from Polder-Van Santen (1946):

$$
\epsilon_m = \epsilon_h + \frac{\nu_i}{3}(\epsilon_i - \epsilon_h) \sum_{u=a,b,c} \left(\frac{1}{1 + A_u(\epsilon^* - 1)}\right)
$$

(2.17)

where $A_u$ is the depolarization factor of an ellipse along the $u$ axis ($a, b$ and $c$ are the three axes of the ellipse, $u \in \{a, b, c\}$), $\epsilon_m$ is the effective (measured) dielectric constant, $\epsilon_h$ and $\epsilon_i$ are the dielectric constants of the host and sand particles (inclusions) respectively, and the volume fraction, $\nu_i$, is the fraction of the sand volume to the total volume of the mixture (i.e. $\nu_i = \nu_{sand}/\nu_{total}$). For prolate spheroids, the depolarization factors are given by:

$$
A_c = \frac{1 - \epsilon^2}{2\epsilon^3} \left[ \ln \left(\frac{1 + \epsilon}{1 - \epsilon}\right) - 2\epsilon \right] \quad \text{and} \quad A_a = A_b = \frac{1}{2}(1 - A_c).
$$

(2.18)

The eccentricity, $\epsilon$, as discussed in section 2.3.2, has a value of $\epsilon = 0.65$. The mixing formula was derived by isolating an individual particle of the dielectric, calculating an effective field incident on the particle and then calculating a "reaction field" from the particle itself. The variable, $\epsilon^*$, is the effective dielectric constant of the medium immediately surrounding the particle which is representative of the apparent "reaction fields" from neighboring particles. We know that $\epsilon_h \leq \epsilon^* \leq \epsilon_i$, and usually $\epsilon^* = \epsilon_m$ is chosen for dense materials.

While it is common practice to use $\epsilon^* = \epsilon_m$ for dense mixtures (Ulaby et al., 1981; De Loor, 1973), it was found that $\epsilon^* = \epsilon_i = 3.6$ (a value close to $\epsilon = 3.78$, the dielectric constant of a solid slab of silica) gave a much better agreement between measurement and theory. Using a measured volume fraction of 0.6 (ratio of sand volume to total volume) and $\epsilon^* = \epsilon_m$ gives $\epsilon_m = 2.4$ while using $\epsilon^* = 3.6$ gives the measured value of $\epsilon_m = 2.64$. This suggests that for the very dense mixture of the sand, individual particles of silica have a dominant, if not complete, effect on the fields internal to the sand layer.

Finally, as a last part of measurement analysis, it is of interest to quantize the amount of incoherent received power (due to volume scattering) to the total power received. Using (2.9) to find $\langle P_{inc} \rangle$ and $\langle P_m \rangle + \langle P_{inc} \rangle$ to find the total power, $\langle P_{tot} \rangle$, the ratio of incoherent to total transmitted power can be found. This is tabulated and expressed in decibels in Table 2.1 for each sand thickness and incidence angle measured. The average power ratio of incoherent to total power is -15 dB with some ratios becoming as large as -8 dB. This is likely due to positioning differences of the radar between the calibration and measurement procedures and possible strong reflections from the table edges for certain incidence angles (this may be occurring at the incidence angle of 63 degrees). Using the phase difference function (2.6) should alleviate the radar positioning problem and using a least squares measure that is proportional to the variance of the received signal (2.15) allows for the
Table 2.1: Ratio of incoherent to total power in dB

measurement uncertainty to be weighed into the fitting routine. Table 2.1 does however reflect that the lower angles of incidence introduce a greater amount of received incoherent power, as is expected because the transmitted signal must pass through more sand than it would for high angles of incidence and the projection of the antenna beam onto the sand surface is larger at low angles of incidence.

2.6 Conclusion

In this chapter, a detailed set of measurements of very fine sand at 35 GHz is described. The purpose of this experiment was to characterize the effective permittivity (or equivalently the propagation constant) of the medium. Through this analysis it was learned that

- A strong electromagnetic interaction exists between neighboring particles; a stronger interaction than that predicted by the standard form of the Polder-VanSanten mixing formula.

- The total power reflected from the sand surface is dominated by the coherent component. While an incoherent component is present, it is not sufficient to be detected by the presented method of determining effective permittivity.

The execution of this experiment raised a number of interesting research questions, which have been the motivating theme for much of the work presented in this dissertation. That theme is: how do we relate the propagation of electromagnetic fields through a macroscopic medium to the physical properties of its microscopic constituents? This chapter has provided a physical feel for the problem as it exists when the observing wavelength and discontinuity dimension exist on similar scales. We now step into the realm of theory and numerical
simulation to further our understanding of this complicated, yet fundamental process in electromagnetics.
CHAPTER 3

Theoretical Methods

3.1 Introduction

The preceding chapter described a careful set of measurements used to determine the effective permittivity of a dense, inhomogeneous medium. For natural media, the effective permittivity is the parameter that mathematically characterizes the manner in which coherent fields propagate through the medium. Often however, a radar observes a combination of coherent fields (scattered from a surface for instance) and incoherent fields (scattering from a volume). Of these two phenomena, it is the coherent fields that are the most fundamental, because it is the coherent field in a random medium that excites the incoherent field. If the coherent field is not understood accurately, then it stands that we cannot fully understand where the power in the incoherent field arises from.

In this chapter, commonly used theoretical methods for modeling coherent and incoherent fields are presented. There are a number of components that should be considered first before delving into the formulation. To render a theory tractable, simplifications are often made to reduce the problem into a simpler form. Physical knowledge encompassing the following factors are an important first concern in developing and choosing the correct theoretical method:

1. density of the discontinuities (volume fraction)
2. dielectric contrast between the discontinuities and the background
3. dimension of the discontinuities relative to the wavelength
4. statistical positioning of the discontinuities with respect to one another (internal microstructure)
5. discontinuity shape and orientation (preferred or uniformly distributed)
Of these, the first three, volume fraction, contrast and dimension, have the greatest effect on electromagnetic fields. Low density, low contrast and small dimensioned discontinuities do not perturb the mean field appreciably, and thus, single interactions dominate much of the observed behavior of the medium. The development of the theory to describe the phenomena of electromagnetic wave propagation through these media is fairly straightforward. As these parameters change so that the interaction for a given discontinuity is strongly interacting with the incident field, the analysis becomes increasingly complex. Under these circumstances, it is necessary to account for more than just single particle interactions with the incident field. Often, neighboring discontinuities will form a single, statistically coherent scatterer, that becomes the dominant scattering element for the medium. The theoretical challenge in these situations is to understand and characterize this multiple discontinuity interaction with the propagating fields.

In the following sections, the coherent field problem (i.e. determination of effective permittivity) is addressed first and then followed by theoretical methods of determining incoherent scattered power. For both the coherent and incoherent subjects, the simplest situation of low frequency, low density and low dielectric contrast is developed first before approaching the more rigorous, multiple interaction models that are commonly used for dense random media.

3.2 Coherent Fields

3.2.1 Mixing Formulas

Mixing formulas relate the macroscopic propagation constant to the microscopic properties of the constituents. Most mixing formulas are inherently low frequency in that they do not account for losses due to scattering from individual discontinuities. Of the variety of mixing formulas that exist, the one given by Polder and VanSanten in 1946 is the most prevalent [Polder & VanSanten, 1946; de Loor 1956].

The framework of the Polder-Van Santen mixing formula is the same for both the two- and three-dimensional problems. In this context, a volume may refer to a two-dimensional area or the more traditional three-dimensional quantity. The derivation of the Polder-Van Santen mixing formula begins with an arbitrary volume where the average fields along the boundary are everywhere known (Figure 3.1). The average electric flux density within the
volume may be written as
\[
\langle \mathbf{D} \rangle = \epsilon_{\text{eff}} \langle \mathbf{E} \rangle = \epsilon_h \langle \mathbf{E} \rangle + f(\epsilon_i - \epsilon_h) \frac{1}{v_i} \int_{v_i} \langle \mathbf{E}^{\text{int}} \rangle \, dv
\]  
(3.1)
where \( f \) is the volume fraction of inclusions whose permittivity is given by \( \epsilon_i \), and \( \epsilon_h \) is the permittivity of the host material (nominally free space). The electric field within the inclusion at low frequencies is related to the incident field through the polarizability tensor, \( \overline{\alpha} \), such that \( \mathbf{E}^{\text{int}} = \overline{\alpha} \mathbf{E} \), and

\[
\overline{\alpha} = \begin{bmatrix}
\alpha_{xx} & \alpha_{xy} & \alpha_{xz} \\
\alpha_{yx} & \alpha_{yy} & \alpha_{yz} \\
\alpha_{zx} & \alpha_{zy} & \alpha_{zz}
\end{bmatrix}
\]  
(3.2)
If the orientation of the inclusions is randomly distributed about all possible angles, then the average induced field within the inclusions may be written as

\[
\langle \mathbf{E}^{\text{int}} \rangle = \langle \overline{\alpha} \rangle_{\theta \phi} \langle \mathbf{E} \rangle.
\]  
(3.3)
In three dimensions \( \langle \overline{\alpha} \rangle_{\theta \phi} \) takes on the form of \( (\alpha_{xx} + \alpha_{yy} + \alpha_{zz})/3 \); for two dimensions it is either \( \alpha_{zz} \) for TM polarization or \( (\alpha_{xx} + \alpha_{yy})/2 \) for TE polarization. In general, the polarizability tensor is a function of the inclusion shape and dielectric contrast.

**Two Dimensions**

For the special two-dimensional case of TM polarization, the electric field always couples into the \( \hat{z} \)-direction, and the integral in (3.1) is only over the included volume, making the
polarizability tensor equal to unity. Thus, the mixing formula becomes a simple linear interpolation between the two extremes of zero and unity volume fraction:

\[ \varepsilon_{\text{eff}} = \varepsilon_h + f(\varepsilon_i - \varepsilon_h). \]  
(3.4)

For TE polarization, the electric field lies in the plane of the discontinuity and can have components in both the \( \hat{x} \)– and \( \hat{y} \)–directions. The polarizability tensor then does become a function of the shape and contrast of the discontinuity. This quantity may be determined analytically for circular inclusions and numerically for inclusions with other shapes [Sarabandi and Senior, 1990]. The diagonal elements of the tensor are written as

\[ \langle \alpha(\varepsilon) \rangle = \frac{1}{2} \frac{1}{\varepsilon_i + \varepsilon_h} \varepsilon_i + \varepsilon_1 + \varepsilon_2 \]  
(3.5)  
where

<table>
<thead>
<tr>
<th>shape</th>
<th>( c_0 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bigcirc )</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \bigtriangleup )</td>
<td>5.28</td>
<td>4.17</td>
<td>5.95</td>
</tr>
<tr>
<td>( \square )</td>
<td>4.32</td>
<td>3.38</td>
<td>3.76</td>
</tr>
</tbody>
</table>

The mixing formula for TE polarization is

\[ \varepsilon_{\text{eff}} = \varepsilon_h + f\frac{1}{2} \frac{1}{\varepsilon_i + \varepsilon_h} \varepsilon_i + \varepsilon_1 + \varepsilon_2 \varepsilon_0 \]  
(3.6)

Three Dimensions

In three dimensions, the diagonal elements of the polarizability tensor are given by

\[ \alpha_{uu} = \frac{1}{1 + A_u \left( \frac{\varepsilon_i}{\varepsilon_h} - 1 \right)} \]  
(3.7)

where \( A_u \) is the depolarization factor along the \( u \)–axis, which is typically chosen to lie along one of the principal axes of the discontinuity. For spherical particles, \( A_u = 1/3 \); values of \( A_u \) for ellipsoids may be found in [Ulaby 1986, pg. 2040] or in general by the elliptical integral given in [Polder and Van Santen 1946]. The resulting mixing formula, which is the classic result given by Polder and Van Santen, is

\[ \varepsilon_{\text{eff}} = \varepsilon_h + f\frac{1}{3} (\varepsilon_i - \varepsilon_h) \sum_{u=x,y,z} \frac{1}{1 + A_u (\frac{\varepsilon_i}{\varepsilon_h} - 1)} \]  
(3.8)

Variations

In the formulas that have been derived so far, the dielectric contrast between the host and included materials plays the role of modifying the magnitude of the induced electric field (via the polarizability tensor). In reality, the mean field surrounding an inclusion may
Figure 3.2: Single particle interaction model for the effective field approximation

not be the mean field as it would appear in the host medium. Rather, it may be more
accurate to model this field as if it existed in a medium with a dielectric constant of \( \varepsilon^* \) that
may take on a range of values [De Loor 1973]. For sparse media, this dielectric constant
would be that of the host material (i.e. \( \varepsilon^* = \varepsilon_H \)). As the density increases, \( \varepsilon^* \) may be either
\( \varepsilon_{\text{eff}} \) or even \( \varepsilon_i \) for a very dense medium. To include this variation into the mixing formulas
so far derived, the constant \( \varepsilon_H \) in the polarizability expressions given by (3.5) and (3.7) is
replaced by \( \varepsilon^* \). In three dimensions, the result would be identical to (2.17).

3.2.2 Foldy’s Approximation

In the previous section, a mixing formula was derived based upon the average electric
fields within a random medium. The electric fields outside of the discontinuities were that
of the incident field; the fields within the discontinuities was determined through a low-
frequency polarizability tensor. In contrast, Foldy’s approximation, or the effective field
approximation (EFA), determines the effective permittivity via a dispersion relation derived
from a single interaction of a discontinuity with the incident field (Figure 3.2). Thus, the
effect of scattering is taken into account on a first order basis.

We begin the general treatment of this theory by assuming a uniform plane wave prop-
gagating in a medium with an effective propagation constant of \( \kappa \) such that

\[
\kappa = \omega \sqrt{\mu_0 \varepsilon_{\text{eff}}} \quad \text{and} \quad \langle \overrightarrow{E} \rangle = E_0 e^{i\kappa z}.
\]  

(3.9)

In the above equation, \( \langle \overrightarrow{E} \rangle \) represents the fields outside of the discontinuities; because this
theory only accounts for single interactions, this uniform plane wave is everywhere valid.
As a consequence, the average internal fields for each discontinuity are also plane waves
[Brown 1980], and the average field within the scatterers may be written as

\[
-f k_0^2 (\varepsilon_i - 1) \langle \overrightarrow{E}^{\text{int}} \rangle = (\nabla^2 + k_0^2) \langle \overrightarrow{E} \rangle
\]

(3.10)
where $\langle \vec{E}^{\text{int}} \rangle$ is the average field internal to the discontinuities, $f$ is the volume fraction, and $\varepsilon_i$ is the relative permittivity of the discontinuities (inclusions). The scattered fields are related to the internal fields of the scatterer by the free space dyadic Green's function, $\overline{G}$ and

$$\langle \vec{E}^{\text{sca}} \rangle = k_0^2(\varepsilon_i - 1) \int \langle \vec{E}^{\text{int}} \rangle \cdot \overline{G} d\nu'. \quad (3.11)$$

Substituting in the expression from (3.10) above, we have

$$-f \langle \vec{E}^{\text{sca}} \rangle = (-\kappa^2 + k_0^2) \int \langle \vec{E} \rangle \cdot \overline{G} d\nu'. \quad (3.12)$$

Two Dimensions

In two dimensions, the scalar form of the Green's function is [Tai, 1994]

$$G_0 = \frac{-i}{4} H_0^{(1)}(k_0 \rho) \approx \frac{i e^{i k_0 \rho}}{4 \sqrt{\rho}} \sqrt{\frac{2}{\pi k_0}} e^{-i \rho / 4} e^{i k_0 \hat{k}_s \cdot \hat{r}'}. \quad (3.13)$$

In the above equation, the far field approximation is included for the zeroth order Hankel function of the first kind. For a TM polarized field, the electric field is solely in the $\hat{z}$-direction and (3.13) becomes

$$4i f T^{\text{TM}} = (-\kappa^2 + k_0^2) \int_{V_p} e^{i k_0 \Delta k \cdot \hat{k}_s \cdot \hat{r}'} d\nu', \quad (3.14)$$

where $\Delta k = \kappa - k_0$, $\hat{k}_s = \hat{k}_i$, $V_p$ is the volume enclosed by a single discontinuity, and $T^{\text{TM}}$ is the average of the forward scattering amplitude of a single scatterer. Following [Brown 1980], the integrand is expanded into a power series and integrated term by term, the resulting integral is equal to the volume of the particle, and so we arrive at the sought after dispersion relation

$$4i n_0 T^{\text{TM}} = -\kappa^2 + k_0^2. \quad (3.15)$$

where $n_0 = f / V_p$ is the number of discontinuities per unit volume. In terms of effective permittivity, (3.15) is

$$\varepsilon_{\text{eff}} = 1 - \frac{i 4 n_0 T^{\text{TM}}}{k_0^2}. \quad (3.16)$$

A similar derivation may be derived for the TE polarized, two-dimensional field. In this approach, it is easiest to solve for an $H_z$ directed field, which would leave much of the...
derivation unaltered save the expression for the forward scattered field $T^{TE}$. In this case, the effective permittivity becomes

$$
\varepsilon_{\text{eff}} = 1 - \frac{i4n_0}{k_0^2}T^{TE}.
$$

(3.17)

For circular cylinders, the forward scattering amplitude may be determined analytically [Ruck 1970, pg. 205]. For the TM and TE polarizations, these expressions are

$$
T^{TM} = \sum_{m=0}^{\infty} T^{TM}_m \quad \text{and} \quad T^{TE} = \sum_{m=0}^{\infty} T^{TE}_m
$$

(3.18)

$$
T^{TM}_m = \frac{-k_i J_m(k_0a)J^\prime_m(k_i\alpha) + k_0 J^\prime_m(k_0a)J_m(k_i\alpha)}{k_i H^{(1)}_m(k_0a)J^\prime_m(k_i\alpha) - k_0 H^{(1)}_m(k_0a)J_m(k_i\alpha)} \delta_m
$$

(3.19)

$$
T^{TE}_{mm} = \frac{-k_i/\varepsilon_i J_m(k_0a)J^\prime_m(k_i\alpha) + k_0/\varepsilon_0 J^\prime_m(k_0a)J_m(k_i\alpha)}{k_i/\varepsilon_i H^{(1)}_m(k_0a)J^\prime_m(k_i\alpha) - k_0/\varepsilon_0 H^{(1)}_m(k_0a)J_m(k_i\alpha)} \delta_m.
$$

In the above equations, $J_m$ and $H^{(1)}_m$ are Bessel and Hankel functions of the $m$th order, the prime indicates a total derivative, and the factor $\delta_m$ is equal to unity for $m = 0$ and two for $m \geq 1$.

**Three Dimensions**

In three dimensions we use the scalar free-space Green's function given by

$$
G_0 = \frac{e^{-ik_0|\mathbf{r} - \mathbf{r}'|}}{4\pi R}
$$

(3.21)

in (3.12) where $R = |\mathbf{r} - \mathbf{r}'|$. After performing similar mathematics as was done for the two dimensional case, the expression for the dispersion relation becomes [Brown, 1980]

$$
4\pi n_0 F = -\kappa^2 + k_0^2
$$

(3.22)

which gives for the effective permittivity

$$
\varepsilon_{\text{eff}} = 1 + \frac{4\pi n_0}{k_0^2}F.
$$

(3.23)

Here, $F$ is the forward scattering amplitude of the discontinuities. For spherical inclusions, the expression for $F$ is derived from the Mie series given by [Ruck et al. 1970, pg. 141]

$$
F = \sum_{n=1}^{\infty} (i)^{n-1} \left[ \frac{n(n+1)}{2} (A_n - iB_n) \right]
$$

(3.24)
and

$$A_n = (-i)^n \frac{2n+1}{n(n+1)} \left[ \frac{j_n(k_0a) [k_iaj_n(k_ia)]' - j_n(k_ia) [k_0aj_n(k_0a)]'}{j_n(k_ia) \left[ k_0ah_n^{(1)}(k_0a) \right]' - h_n^{(1)}(k_0a) [k_iaj_n(k_ia)]'} \right]$$  \hspace{1cm} (3.25)

$$B_n = (-i)^{n+1} \frac{2n+1}{n(n+1)} \left[ \frac{j_n(k_0a) [k_iaj_n(k_ia)]' - \epsilon_ij_n(k_ia) [k_0aj_n(k_0a)]'}{h_n^{(1)}(k_0a) [k_iaj_n(k_ia)]' - \epsilon_ij_n(k_ia) \left[ k_0ah_n^{(1)}(k_0a) \right]'} \right].$$  \hspace{1cm} (3.26)

3.2.3 Quasi-Crystalline Approximation

In the previous section, an expression for the effective permittivity of a random medium was derived based on single scattering interactions with the incident field. As a result, $\epsilon_{\text{eff}}$ becomes a linear expression related to the forward scattered field from a representative discontinuity, and the number density of the discontinuities. In this section, the next level of complexity is approached by taking into account all two-particle interactions (Figure 3.3). Note that this does not imply a "double-scattering" interaction as might be the case if we were to model an incident field upon one discontinuity, alone, and then to use this scattered field and the incident field to determine the scattered field from a second particle. Rather, a transition-matrix (T-Matrix) method is employed that accounts for all interactions between two particles simultaneously, thus determining the scattered field from the pair of scatterers. Because of the pair-wise interaction that is modeled by this theory, it becomes necessary to statistically describe the position of two particles with respect to one another in the random medium. This additional complexity will be addressed as a separate issue in a future section.

The general and three-dimensional derivation of the quasi-crystalline approximation (QCA) follows closely that of [Tsang et al. 1986], whereas, the two-dimensional presentation of this theorem is unique to this dissertation and has been published in [Siqueira and
Sarabandi, 1996]. As has been the case in previous sections, the term “volume” may refer to a two-dimensional area, or a true, three-dimensional volume.

We begin with the multiple scattering equation for plane wave incidence using the T-matrix approach. Consider $N$ particles whose centers are denoted by $\vec{r}_l$ ($l = 1, \ldots, N$), randomly distributed over an volume $V$. Expanding the fields in terms of cylindrical or spherical basis functions, it can be shown that [Tsang, 1985; pg. 454]

$$\mathbf{w}^{(l)} = \sum_{j=1}^{N} \mathbf{\bar{\sigma}}(k\vec{r}_l\vec{r}_j) \mathbf{\bar{T}}^{(j)} \mathbf{w}^{(j)} + e^{i\vec{k}_l \cdot \vec{r}_l} \mathbf{\bar{a}}_{\text{inc}}$$

(3.27)

where $\mathbf{w}^{(l)}$ is the vector of exciting field coefficients for the $l$th particle, $\mathbf{\bar{a}}_{\text{inc}}$ is the vector of coefficients for the incident field, $\mathbf{\bar{\sigma}}(k\vec{r}_l\vec{r}_j)$ is the translation matrix from a coordinate system centered on the $j$th particle to one centered on the $l$th particle, and $\mathbf{\bar{T}}^{(j)}$ is the transition matrix which translates the exciting field of the $j$th particle into the scattered field from the $j$th particle.

The incident field is written in terms of the basis functions as

$$\mathbf{E}^{\text{int}}(\vec{r}) = \sum_{n=0}^{\infty} \mathbf{\bar{a}}_{n}^{\text{inc}} \text{Rg} \Psi_n(k\vec{r}) = \mathbf{\bar{\Psi}}^t \mathbf{\bar{a}}_{\text{inc}}.$$ 

(3.28)

where, $\text{Rg} \mathbf{\bar{\Psi}}$ represents a column vector of basis functions that is regular (finite) at the origin. The superscript $t$ indicates a vector transpose, making the column vector a row vector in this instance. In general, the basis function will be designated as either $\mathbf{\bar{\Psi}}$ for outgoing fields or $\text{Rg} \mathbf{\bar{\Psi}}$ for standing waves and incident fields. By determining the expected value of (3.27) with respect to the $l$th particle, we arrive at

$$E_l \left[ \mathbf{w}^{(l)} \right] = \sum_{j=1}^{N} \sum_{j \neq l} E_l \left[ \mathbf{\bar{\Omega}}(k\vec{r}_l\vec{r}_j) \mathbf{\bar{T}}^{(j)} E_{jl} \left[ \mathbf{w}^{(j)} \right] + e^{i\vec{k}_l \cdot \vec{r}_l} \mathbf{\bar{a}}_{\text{inc}} \right].$$

(3.29)

Under the conditions that the number of particles are large and particle density is not very high, we make the approximation fundamental to QCA that

$$E_{jl} \left[ \mathbf{w}^{(j)} \right] \approx E_j \left[ \mathbf{w}^{(j)} \right] = \mathbf{w}(\vec{r}_j)$$

(3.30)

which states that the expected value of the exciting field on the $j$th particle, which will excite the $l$th particle, given the location of the $j$th and $l$th particles, is equivalent to the expected value of the exciting field given only the $j$th particle. In other words, the set of exciting field for the particles which illuminate the $l$th particle are not themselves dependent on the
positions of other particles in the medium. Thus, three particle interactions are excluded, and using the approximation in (3.30), (3.29) becomes

\[
\overline{w}(\vec{r}_i) = (N - 1) \int_V \overline{\sigma}(k\vec{r}_j\vec{r}_j) \overline{\Phi}^{(j)}(\vec{r}_j) p(\vec{r}_j | \vec{r}_i) d\vec{r}_j + e^{i\vec{k}_i \cdot \vec{r}_i} \alpha^{\text{inc}}.
\]  

(3.31)

If we normalize the conditional probability \(p(\vec{r}_j | \vec{r}_i)\) to the volume, \(V\), we have the pair distribution function, \(g(\vec{r})\) such that

\[
p(\vec{r}_j | \vec{r}_i) = \frac{1}{V} g(\vec{r}_j | \vec{r}_i)
\]  

(3.32)

which has the asymptotic property of approaching unity when \(\vec{r}_j - \vec{r}_i\) is large. For a large system of particles, the fraction \(\frac{N-1}{V}\) is approximately the particle density, \(n_0\). Letting \(V\) be the positive half-space \(x > 0\) [Tsang, 1985; pg. 491]

\[
\overline{w}(\vec{r}_i) = n_0 \int_{x > 0} g(\vec{r}_j | \vec{r}_i) \overline{\sigma}(k\vec{r}_j\vec{r}_j) \overline{\Phi}^{(j)}(\vec{r}_j) \overline{w}(\vec{r}_j) d\vec{r}_j + e^{i\vec{k}_i \cdot \vec{r}_i} \alpha^{\text{inc}}.
\]  

(3.33)

To evaluate the integral in (3.33) we use a trial solution for \(\overline{w}(\vec{r}_i)\) such that it expresses a field traveling in a medium with effective constant of propagation, \(\kappa\)

\[
\overline{w}(\vec{r}_i) = \overline{a}_E e^{i\kappa x_i}.
\]  

(3.34)

After substituting (3.34) in (3.33) and making a simple coordinate transform \((\overline{r}_j \overline{r}_i = \overline{r}_j - \overline{r}_i = \overline{r})\), the integral in (3.33) becomes

\[
\overline{\sigma} = e^{i\kappa x_i} n_0 \int_V g(\overline{r}) \overline{\sigma}(k\overline{r}) e^{i\kappa x} d\overline{r} \overline{a}_E
\]  

\[
= n_0 e^{i\kappa x_i} \left( \int_S \overline{\sigma}(k\overline{r}) e^{i\kappa x} d\overline{r} + n_0 \int_V [g(\overline{r}) - 1] \overline{\sigma}(k\overline{r}) e^{i\kappa x} d\overline{r} \right) \overline{a}_E
\]  

\[
= e^{i\kappa x_i} \left( \overline{I}_1 + \overline{I}_2 \right) \overline{a}_E.
\]  

(3.35)

where \(V\) is the positive half-space excluding the volume occupied by the \(l^{th}\) particle.

To evaluate \(\overline{I}_1\), we note that the vector addition matrix \(\overline{\sigma}(\overline{r}_j \overline{r}_l)\), solves the wave equation, because it is composed of basis functions of order \(p\) for either the two- or three-dimensional problems. Here, \(\overline{r}_j \overline{r}_l\) is the translation vector between coordinate systems, \(\phi_{jl}\) is the angle that the vector makes with the \(x\)-axis, and \(m\) and \(n\) \((p = n - m)\) denote the harmonics in the \(j^{th}\) and the \(l^{th}\) coordinate systems respectively. Additionally, a plane wave propagating in an effective medium with a wave-number of \(\kappa\) satisfies the wave equation. Thus, we have

\[
\nabla^2 \sigma_p + k^2 \sigma_p = 0
\]  

(3.36)

\[
\nabla^2 e^{i\kappa x} + \kappa^2 e^{i\kappa x} = 0
\]  

(3.37)
Figure 3.4: Domain of integration for the quasi-crystalline approximation. Shown are the three surfaces \((S_d, S_e, \text{and } S_\infty)\) and their inward pointing surface normals for the integral in (3.38).

By multiplying (3.36) by \(e^{i\kappa x}\) and (3.37) by \(\sigma_p\), subtracting (3.37) from (3.36) and applying Green's second identity, \(\overline{I}_1\) becomes a surface/contour integral

\[
[\overline{I}_1]_{nm} = \frac{n_0}{\kappa^2 - k^2} \int_S \left[ e^{i\kappa x} \nabla \sigma_p - \sigma_p \nabla e^{i\kappa x} \right] \cdot d\overline{S}
\]

as shown in Fig. 3.4. \(\overline{I}_1\) may be written in terms of the three components of the surface

\[
\overline{I}_1 = \frac{-n_0}{\kappa^2 - k^2} \left( \overline{I}_e + \overline{I}_d + \overline{I}_\infty \right)
\]

where inward pointing normals were used for convenience. By employing the far-field condition, \(\overline{I}_\infty = 0\), we are left with an integration over the exclusion volume, \(\overline{I}_e\) and the half space surface, \(\overline{I}_d\). While both \(\overline{I}_e\) and \(\overline{I}_d\) are evaluated differently based on the dimensionality of the problem, it will be shown that \(\overline{I}_d\) has a \(e^{i(k-\kappa)x}\) dependence for both the two- and three-dimensional problems.

For the second integral in (3.35), we have

\[
[\overline{I}_2]_{nm} = n_0 \int_{|\overline{r}| > b} \left[ (g(\overline{r}) - 1) H_p^{(1)}(k\rho) e^{-ip\phi} e^{i\kappa x} d\overline{r} \right]_{x > -x_i}
\]

where we note that \(\overline{I}_2\) is dependent on the propagation constant \(\kappa\), the pair distribution function \(g(\overline{r})\), the particle diameter, and the particle location \(x_i\). If we notice however
that \( g(\tau) - 1 \) is nearly zero for \( |\tau| \) greater than a few particle diameters, we can treat the integration as if it were over an unbounded space, thus ignoring the boundary at \( x = -x_l \) (and particles near that boundary)

\[
[\overline{I}_2]_{nm} = n_o \int_\Omega \int_0^\infty [g(\tau) - 1] e^{iK_\rho \cos \phi} \, d\rho \, d\Omega
\]  

(3.41)

where \( \Omega \) represents integration over the two- or three-dimensional solid angles (note: \( \Omega \) represents the solid angle for a disc/sphere of radius \( b \)). Furthermore, if we assume that the pair distribution function is axially symmetric, (3.41) may be written as a single integral which can be calculated numerically. The exact form of this integral is unique to both the two- and three-dimensional problems, and is specified in (3.61) and (3.69). Depending on the particular problem, the appropriate form of \( \overline{I}_2 \) given by (3.40), (3.41), or (3.61,3.69) may be used.

Referring back to (3.35), we can multiply \( \overline{I}_1 \) and \( \overline{I}_2 \) by \( e^{iK_\tau x_l} \) to get a new expression

\[
\overline{s} = \left[ \overline{s}_1 e^{iK_\tau x_l} + \overline{s}_2 e^{iK_\tau x_l} \right] \overline{\tau} a_E
\]  

(3.42)

where the explicit dependence of (3.35) on the constant of propagation (\( k \) or \( \kappa \)) is made clear (note: \( \overline{s}_2 \) is a function related only to \( \overline{I}_d \) from above). In (3.42) we have

\[
\overline{s}_1 = \frac{-n_0}{\kappa^2 - k^2} \overline{I}_e + \overline{I}_2
\]  

(3.43)

and

\[
\overline{s}_2 = e^{-i(k-\kappa)x_l} \frac{-n_0}{\kappa^2 - k^2} \overline{I}_d.
\]  

(3.44)

Using (3.42) in (3.33), the multiple scattering equation may be written

\[
\overline{a}_E e^{iK_\tau x_l} = \left[ \overline{s}_1 e^{iK_\tau x_l} + \overline{s}_2 e^{iK_\tau x_l} \right] \overline{\tau} a_E + e^{iK_\tau x_l} \overline{a}_{inc}.
\]  

(3.45)

If we balance the exponential terms of \( e^{iK_\tau x_l} \) and \( e^{iK_\tau x_l} \), we then have two independent equations

\[
0 = \overline{s}_2 \overline{\tau} a_E + \overline{a}_{inc}
\]  

(3.46)

\[
\overline{a}_E = \overline{s}_1 \overline{\tau} a_E
\]  

(3.47)

which comprise the Ewald-Oseen extinction theorem (3.45) and the Lorentz-Lorenz law (3.47). To find the constant of propagation, we solve (3.47) by noticing that the determinant of the matrix

\[
\overline{Q} = \left[ \overline{s}_1 \overline{T} - \overline{T} \right]
\]  

(3.48)
must be equal to zero for the non-trivial solution. Thus the solution for QCA rests in minimizing the determinant of a matrix whose elements are related to $\overline{s}_1$ and the single particle transition matrix, $\overline{T}$.

To implement QCA, the matrix $\overline{Q}$ is constructed from $\overline{s}_1$ (3.43), which employs $\overline{r}_e$ and $\overline{r}_o$ which will be determined below. The effective constant of propagation of the random medium is

$$\kappa_{\text{eff}} = \min_{\kappa} \left[ \det Q \right].$$  \hspace{1cm} (3.49)

The user defined variables in (3.49) are: 1.) the pair distribution function, $g(\overline{r})$ 2.) the particle density, $n$, 3.) the particle diameter, $b$, and 4.) the maximum order of the cylindrical/spherical wave expansion, $p_{\text{max}}$ such that $p \in [0, p_{\text{max}}]$. From a practical point of view, the pair distribution function is the most difficult of these variables to determine.

Two Dimensions

The basis functions for the field expansions in two dimensions are the cylindrical functions [Chew, Wang, and Gurel, 1992]

$$\Psi_n = H_n^{(1)}(k\overline{r}_e) e^{i n \phi}$$ \hspace{1cm} (3.50)

$$\nabla g \Psi_n = J_n(k\overline{r}_o) e^{i n \phi}$$ \hspace{1cm} (3.51)

where

$$\overline{r}_e \quad \text{larger}(\overline{r}, \overline{r}')$$ \hspace{1cm} (3.52)

$$\overline{r}_o \quad \text{lesser}(\overline{r}, \overline{r}')$$ \hspace{1cm} (3.53)

when $\overline{r}$ is the point of observation and $\overline{r}'$ is the source point.

The translation matrix, $\overline{S}$, is given by the Hankel function addition theorem [Chew et al., 1992]

$$[\overline{S}(k\overline{r}_o\overline{r}_i)]_{nm} = H_{m-n}^{(1)}(k|\overline{r}_o\overline{r}_i|) e^{i(m-n)\phi_{ji}},$$ \hspace{1cm} (3.54)

where $\overline{r}_o\overline{r}_i$ is the translation vector between coordinate systems, $\phi_{ji}$ is the angle that the vector makes with the x-axis, and $m$ and $n$ denote the harmonics in the $j^{\text{th}}$ and the $l^{\text{th}}$ coordinate systems respectively.
Explicitly, the integral $\bar{I}_e$ in (3.39) and (3.43) may be written as

$$
\begin{align*}
[\bar{I}_e]_{nm} &= \int_{-\pi}^{\pi} e^{ik\rho \cos \phi} e^{-ip\phi} H_p^{(1)}(k\rho) \rho d\phi \\
&- \int_{-\pi}^{\pi} H_p^{(1)}(k\rho) e^{-ip\phi} \left( \frac{\partial}{\partial \rho} e^{ik\rho \cos \phi} \right) \rho d\phi \\
&= kpH_p^{(1)}(k\rho)Y_p - \rho H_p^{(1)}(k\rho) \frac{\partial}{\partial \rho} Y_p
\end{align*}
$$

(3.55)

where

$$
Y_p = -\int_{-\pi}^{\pi} e^{-ip\phi} e^{ik\rho \cos \phi} d\phi = 2\pi \rho J_p(k\rho).
$$

(3.56)

Substituting (3.56) into (3.55) and evaluating at $\rho = b$ we have

$$
[\bar{I}_e]_{nm} = 2\pi \rho \left[ kbH_p^{(1)}(kb)J_p(\kappa b) - \kappa bH_p^{(1)}(kb)J_p^{(1)}(kb) \right].
$$

(3.57)

The surface integral $\bar{I}_d$ in (3.39) and (3.44) over the planer surface $x = -z_l$ is

$$
\begin{align*}
[\bar{I}_d]_{nm} &= \int_{-\infty}^{\infty} e^{ik\xi} \frac{\partial}{\partial x} y_p - y_p \frac{\partial}{\partial x} e^{ik\xi} dy \\
&= e^{ik\xi} \frac{\partial}{\partial x} X_p - i\kappa e^{ik\xi} X_p
\end{align*}
$$

(3.58)

where

$$
X_p = \int_{-\infty}^{\infty} H_p^{(1)}(k\rho) e^{-ip\phi} dy = \frac{-2}{k} e^{ik|z|}.
$$

(3.59)

Substituting (3.59) into (3.58) and evaluating at $x = -z_l$ gives

$$
[\bar{I}_d]_{nm} = 2ie^{i(k-\kappa)z_l} \left[ \frac{1 + \kappa}{k} \right]
$$

(3.60)

and

$$
[\bar{I}_2]_{nm} = \Omega n_0 \rho \int_{b}^{\infty} [g(\rho) - 1] H_p^{(1)}(k\rho) J_p(\kappa \rho) \rho d\rho.
$$

(3.61)

In the general and two-dimensional version of the derivation, the field quantity being solved may be for either $E_z$ (TM polarization) or $H_z$ (TE polarization). Of the equations used to determine $\kappa$, only the transition matrix in (3.48) is dependent on the field polarization. For a circularly symmetric cylinder, the T-matrix is diagonal and is given by (3.19), for TM polarization and (3.20) for the TE polarized fields.
Three Dimensions

In three dimensions, the basis functions for the field expansions are the spherical functions [Wang and Chew 1993]

\[
\Psi_n = \begin{bmatrix} M \\ N \end{bmatrix}, \quad \text{Rg}\Psi_n = \begin{bmatrix} \text{Rg}M \\ \text{Rg}N \end{bmatrix}
\]

(3.62)

(3.63)

where

\[
M = \nabla \times r\psi \quad \text{and} \quad N = \frac{1}{k_0} \nabla \times M
\]

(3.64)

\[
\psi_{lm} = h_1^{(1)}(k_0r)Y_{lm}(\theta, \phi) \quad \text{and} \quad \text{Rg}\psi_{lm} = j_l(k_0r)Y_{lm}(\theta, \phi).
\]

(3.65)

In the above equations, \(j_l\) and \(h_1^{(1)}\) are the spherical Bessel and Hankel functions of order, \(l\), and \(Y_{lm}\) is the associated Legendre polynomial, defined in this dissertation as

\[
Y_{lm}(\theta, \phi) = (-1)^m \sqrt{\frac{(2l+1)(l-m)!}{4\pi (l+m)!}} P^m_l(\cos\theta)e^{im\phi}
\]

(3.66)

where \(P^m_l(\cos\theta)\) are the ordinary Legendre polynomials given in [Abramowitz and Stegun 1964]. It is necessary to exactly specify which form of the associated Legendre polynomial is being used because the convention varies from application to application (see [Chew 1990, pg. 395] vs. [Wang and Chew 1993]).

The translation matrix formulas for \(\mathbf{\bar{T}}\) are found in [Tsang et al. 1986, pg. 448]. Using these equations, the exclusion integral \(\mathbf{\bar{T}}_e\) in (3.39) and (3.43) is

\[
\mathbf{\bar{T}}_e = 4\pi i^p b \left[ k b h_p^{(1)}(kb)j_p(\kappa b) - \kappa b h_p^{(1)}(kb)j_p'(\kappa b) \right]
\]

(3.67)

Additionally, the surface integral \(\mathbf{\bar{T}}_d\) in (3.39) and (3.44) over the planer surface \(x = -z_i\) is

\[
\mathbf{\bar{T}}_d = -2\pi i^{p+1} e^{i(k-\kappa)z_i} \left[ 1 + \frac{\kappa}{k} \right]
\]

(3.68)

The three dimensional form of the exclusion integral given by (3.41) is

\[
\left[ \mathbf{\bar{T}}_2 \right]_{nm} = n_o \int_{\Omega} \left[ (-i)^p e^{i\kappa x} \int_{b}^{\infty} [g(\sqrt{r}) - 1] h_p(kr)j_p(\kappa r)r^2 dr \right]
\]

(3.69)

For a medium composed of dielectric spheres, the T-matrix which is used in (3.48) is
diagonal and is given by

\[
\begin{bmatrix}
  & & & & A_n & & \\
  & & & \cdot & & & & \\
  & & \cdot & & & & & \\
  & \cdot & & & & & & \\
 0 & & & & & & B_n & \\
  & & & & & & & \cdot \\
  & & & & & & & \\
\end{bmatrix}
\]

(3.70)

where \( A_n \) and \( B_n \) are components of the Mie series expansion for a dielectric sphere. These constants are the same ones used in the previously derived three-dimensional form of Foldy’s approximation (and, incidentally, these are the same coefficients that will be used in the T-matrix electromagnetic solution technique), and are given in (3.25) and (3.26).

3.2.4 Variations

The theory that has been presented in two and three dimensions is termed the quasi-crystalline approximation. It is termed as such because it assumes that a pair distribution function exists that statistically describes the positions of discontinuities within a random medium, but that at distances greater than a few particle diameters, the medium is essentially orderless. This physical representation of the medium implies that the electromagnetic field interaction between two particles takes place through free space. This interaction is formulated through the use of a free space Green’s function. If however, we say that the field is traveling through a medium whose permittivity is not unity (i.e. free space) but has a permittivity that is equal to that of the effective permittivity of the medium, the theory is termed the quasi-crystalline approximation with coherent potential (abbreviated QCA-CP). Details of this theory are given in [Tsang et al. 1985]. The effect however is essentially to replace the argument of the cylindrical and spherical wave functions discussed above with the propagation constant \( \kappa \) for the effective medium. This approach has the added advantage over QCA of being self-consistent (i.e. it is expected that the behavior towards unity volume fraction would give an effective permittivity equivalent to that of the inclusions).

3.2.5 Pair Distribution Function

The pair distribution function arises from the attempt of QCA to model two-particle interactions within a random medium. The role of the pair distribution function is to
provide a statistical description of the position of one scatter with respect to another. This is a problem well studied in the statistical theory of liquids, where molecules display a quasi-crystalline order on a short range scale, and is disordered over long ranges [Fisher 1961].

Formulation

The probability density function which describes the likelihood of possible particle locations (or translational states) of a set of \( s \) particles can be written as

\[
p(\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_s) = \frac{1}{V^s} g(\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_s).
\] (3.71)

which is the probability of finding \( s \) particles within small regions, \( d\bar{r} \), centered around the locations \( \bar{r}_1, \bar{r}_2, \ldots, \bar{r}_s \). The particle distribution function (or the somewhat misnamed correlation function), \( g(\ldots) \), is defined such that

\[
p(\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_s) = \prod_{1 \leq i \leq s} p(\bar{r}_i) = \frac{1}{V^s}
\] (3.72)

If the particle locations may be located anywhere within the bounding volume, \( V \), independent of one another, the probability of finding a particle at any one given location is \( p(\bar{r}) = 1/V \) and thus

\[
p(\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_s) = \prod_{1 \leq i \leq s} p(\bar{r}_i) = \frac{1}{V^s}
\] (3.73)

which means \( g(\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_s) = 1 \). For a pair of particles, the probability of finding a particle at \( \bar{r}_2 \), given the location of a particle at \( \bar{r}_1 \) is

\[
p(\bar{r}_2|\bar{r}_1) = \frac{p(\bar{r}_2, \bar{r}_1)}{p(\bar{r}_1)} = \frac{1}{V} g(\bar{r}_2|\bar{r}_1)
\] (3.74)

which may be considered as the definition of the pair distribution function used in QCA. In the absence of external forces, it is expected that the pair distribution function is radially symmetric. In this case, the probability density of finding a particle at a given distance \( \rho \) or \( r \) from another particle is determined by integrating (3.74) over \( \theta \) and \( \phi \), giving

\[
p(\rho) = g(\rho) \frac{2\pi\rho}{V} \quad \text{for two dimensions} \tag{3.75}
\]

\[
p(r) = g(r) \frac{4\pi r^2}{V} \quad \text{in three dimensions.} \tag{3.76}
\]

Ideal Gas Pair Distribution Function

In the limiting case of an ideal gas composed of hard spheres, the pair distribution function takes on a simple form. For a sparse distribution of spherical particles, given the
Figure 3.5: Percus-Yevick radial distribution function for hard spheres. Horizontal axis represents radial axis normalized to the sphere diameter, $b$.

Position of one particle, another particle may be found at any distance greater than one particle diameter. This pair distribution function is referred to the hole-correction formula and is written as

$$g(r) = \begin{cases} 
0 & r \leq 2a \\
1 & r > 2a 
\end{cases}$$

(3.77)

The use of this pair distribution function in the quasi-crystalline approximation has the effect of eliminating the $F_2$ term in (3.43) and thus the propagation constant is dependent only upon the exclusion integral given in (3.57) or (3.67).

**Percus-Yevick Pair Distribution Function**

For a medium composed of inpenetrable particles, the presence of one particle precludes the presence of another. In the case of an ideal gas, this effect was taken into account only on a first order basis, through the hole correction formula. As density increases however, this process of exclusion becomes iterative, making the medium appear crystal-like on a scale of a few particle diameters. The most accepted model of this phenomena is given by [Percus and Yevick 1958], which was solved numerically by [Wertheim 1963] in three dimensions and [Lado 1968] for two dimensions.

Often the pair distribution function is thought of as being a robust quantity and the pair distribution function of one medium is applied to another with the hopes that the function
would still be applicable. For instance, it is very common to apply the Percus-Yevick pair
distribution function for classical fluids to the problem of snow [Wen et al., 1990; Tsang and
Kong, 1992; Tsang, 1992]. In fact, the pair distribution is very dependent on the method of
particle arrangement as will be illustrated by example here and in the next chapter. One
interesting aspect of the pair distribution is that it remains unchanged under the process of
particle extraction (assuming that particles are not allowed to rearrange themselves). The
example given here highlights how similar arrangements of particles may result in strikingly
different pair distribution functions.

In general, the pair distribution function may be written as [McQuarrie, 1976, pg. 258]

\[ g(\bar{r}_2, \bar{r}_1) = p(\bar{r}_2|\bar{r}_1)/p(\bar{r}_1), \]  

(3.78)

where \( p(\bar{r}_2|\bar{r}_1) \) is the probability of a particle being located at \( \bar{r}_2 \) given a particle located
at \( \bar{r}_1 \), and \( p(\bar{r}_1) \) is equal to the particle number density, \( n_c \). Note that when \( |\bar{r}_2 - \bar{r}_1| \gg b \)
(where \( b \) is the average grain diameter), \( p(\bar{r}_2|\bar{r}_1) = p(\bar{r}_1) \), and then \( g(\bar{r}_2, \bar{r}_1) = 1 \), as expected.

Now, given a particular particle arrangement method (say, a classical fluid), we have the
probability function

\[ p_0(\bar{r}_2|\bar{r}_1). \]  

(3.79)

If we reduce the particle density in our system by the factor \( f \), we have

\[ p'_0(\bar{r}_1) = fp_0(\bar{r}_1) \]  

(3.80)

and similarly (because particle removal is independent of particle position),

\[ p'_0(\bar{r}_2|\bar{r}_1) = fp_0(\bar{r}_2|\bar{r}_1). \]  

(3.81)

Then by (3.78), the pair distribution function remains unchanged.

This result can be easily demonstrated numerically by generating random arrangements
of particles. A common method of simulating a classical fluid is to randomly introduce
particles into an empty container (Figure 3.6). In Figure 3.6a, the particles represented by
dotted lines illustrate a classical fluid simulation for a volume fraction of 30%. The particles
represented by solid lines in Figure 3.6a show the remaining particles after reducing the
number of particles from a volume fraction of 30% to a volume fraction of 10% by random
extraction. Figure 3.6b gives a classical fluid distribution of particles for a volume fraction
of 10% where, as for the 30% case, particles have been randomly placed in the box but not
removed. The pair distribution function for these different methods is given in Figure 3.7.
Figure 3.6: Particle arrangement method for a classical fluid. (a) 30% volume fraction using sequential addition (dotted circles) and 10% volume fraction resulting from particle extraction (solid circles) (b) 10% volume fraction using sequential addition.

Figure 3.7: Comparison of the different pair distribution functions obtained from simulations demonstrated in Fig. 3.6.
Figure 3.8: Volume scattering model. Observed power in the backscatter direction arises from the incoherent field scattered from dielectric discontinuities within the volume.

Clearly, the pair distribution of the 10% volume fraction obtained from extraction yields the same pair distribution function obtained from the 30% classical fluid simulation. These pair distribution functions are distinctly different from the function obtained for the 10% classical fluid simulation. The reason that the two simulations for 10% volume fraction differ is that in the particle extraction case, particles are randomly removed, regardless of their position. When creating the 30% volume fraction simulation (from which the extraction example was derived), particles are occasionally excluded if they overlap, and it is this exclusion process which makes the classical fluid pair distribution functions different for the 30% and the 10% volume fractions. Reducing the number of particles does not alter the effect of this exclusion process. Thus, the fact that the pair distribution function does not change when particles are extracted has been shown both theoretically and by example.

### 3.3 Incoherent Fields

Incoherent methods refer to electromagnetic analysis techniques that are used to characterize the incoherent nature of volume scattering. Incoherent energy is the component of volume scattering that a radar actually observes. Specifically, this is apparent for a flat interface where only the specular direction is dominated by the coherent field. In all other directions of observation, the radar signal observed is the incoherent power. This incoherent power arises from dielectric discontinuities that lie below the surface, the mean scattered electric field being zero.
3.3.1 Born Approximation

Consider Figure 3.8 where a coherent incident field is incident upon a dielectric half space with permittivity fluctuations specified by \( \epsilon_1(\mathbf{r}) \). We separate the fluctuating permittivity and wave number into a coherent component and a fluctuating component as

\[
\epsilon_{1f}(\mathbf{r}) = \epsilon_1(\mathbf{r}) - \epsilon_{1m} \quad (3.82) \\
k_{1f}^2(\mathbf{r}) = k_1^2(\mathbf{r}) - \kappa^2 \quad (3.83)
\]

Often, \( \epsilon_{1m} = <\epsilon_1(\mathbf{r})> \), but the apparent permittivity may also be \( \epsilon_{1m} = \epsilon_{\text{eff}} \) where \( \epsilon_{\text{eff}} \) is derived from a mixing formula or comparable method from the previous section (use of \( \epsilon_{\text{eff}} \) derived by this manner is referred to as the distorted Born approximation).

The wave equation within medium 1 may be written as

\[
\nabla \times \nabla \times \mathbf{E}_1 - \kappa^2 \mathbf{E}_1 = k_{1f}^2(\mathbf{r})\mathbf{E}_1 \quad (3.84)
\]

where \( k_{1f}^2(\mathbf{r})\mathbf{E}_1 \) behaves as a source term for the electric field. The solution to (3.84) may be written as

\[
\mathbf{E} = \mathbf{E}^{(0)} + \int_{V_1} \mathbf{G}_{01}^{(0)}(\mathbf{r}, \mathbf{r}_1) \cdot \mathbf{E}_1 k_{1f}^2(\mathbf{r})d\mathbf{r} \quad (3.85)
\]

where \( \mathbf{E} \) is the electric field observed in medium zero, \( \mathbf{E}^{(0)} \) is the incident field and the integral term represents the scattered field. The scattered field is composed of a source term, \( k_{1f}^2(\mathbf{r})\mathbf{E}_1 \), and the dyadic Green’s function for a single interface with a source in medium one and observation point in medium zero, \( \mathbf{G}_{01}^{(0)}(\mathbf{r}, \mathbf{r}_1) \).

At this stage in the formulation, the equations that have been discussed so far are exact. The difficulty in solving these equations arises from two sources: (i) the effective propagation constant, \( \epsilon_{\text{eff}} \) in the random medium is not known, and (ii) the electric field in medium one is unknown. The Born series (from which the Born approximation arises) circumvents the latter of these two problems by approximating the electric field in the random medium by the highest order known electric field. For the first term of the series, this is the zeroth order electric field induced by the incident field crossing interface between the two media, \( \mathbf{E}_1^{(0)}(\mathbf{r}_1) \). Thus, the observed scattered field in medium zero, due to the zeroth order electric field in medium one, is

\[
\mathbf{E}_s^{(1)}(\mathbf{r}) = \int_{V_1} \mathbf{G}_{01}^{(0)}(\mathbf{r}, \mathbf{r}_1) \cdot \mathbf{E}_1^{(0)}(\mathbf{r}_1) k_{1f}^2(\mathbf{r})d\mathbf{r}_1. \quad (3.86)
\]

In the above, the far-field dyadic, single interface, Green’s function may be written as

\[
\mathbf{G}_{01}^{(0)} = \mathcal{K}e^{ik_0r}e^{-ik_1r_1} \left[ \frac{k_{02z}}{k_{12z}} \hat{\epsilon}_1(k_{02z})\hat{e}_1(k_{12z}) + \frac{k_0}{k_1} \hat{h}_1(k_{02z})\hat{h}_1(k_{12z}) \right] \quad (3.87)
\]
where

\[
K = \begin{cases} 
\sqrt{\frac{i}{8\pi\sigma}} & \text{2-dimensions} \\
\frac{1}{4\pi} & \text{3-dimensions}
\end{cases}
\]  

(3.88)

Here, \( r_{1L}^{01} \) and \( r_{1\parallel}^{01} \) are the transmission coefficients across the boundary from medium one to medium zero. These are specified by

\[
r_{1L}^{01} = \frac{2k_{1z}}{k_{0z} + k_{1z}} \frac{k_{1z}}{r_{1L}^{10}} \text{ perpendicular polarization} \tag{3.89}
\]

\[
r_{1\parallel}^{01} = \frac{2\epsilon_1 k_{0z}}{\epsilon_0 k_{1z} + \epsilon_1 k_{0z}} = \frac{k_{1z}^2}{k_0^2 k_{1z}} r_{1\parallel}^{10} \text{ parallel polarization.} \tag{3.90}
\]

The incident electric field in medium one can be written in general as

\[
E_{1}^{(0)}(\hat{r}) = E_{0L}^{(0)} r_{1L}^{10} e^{ik_{1z}z} \hat{e}_1(-k_{1z}) + E_{0\parallel}^{(0)} r_{1\parallel}^{10} e^{ik_{1z}z} \hat{h}_1(-k_{1z}). \tag{3.91}
\]

Equations (3.87) through (3.91) utilize a coordinate system that is referenced to the direction of propagation, \( \hat{k} \). Following [Tsang et al., 1986], \( \hat{e} \) is related to perpendicular polarization (electric field is perpendicular to the plane of incidence) and \( \hat{h} \) is related to parallel polarization (magnetic field is perpendicular to the plane of incidence). These unit vectors can be specified as follows:

\[
\hat{e}(k_z) = \frac{1}{k_p}(\hat{z}k_y - \hat{y}k_x) \tag{3.92}
\]

\[
\hat{h}(k_z) = \frac{-k_z}{kk_p}(\hat{z}k_x + \hat{y}k_y) + \frac{k_p}{k} \hat{z} \tag{3.93}
\]

where

\[
k_x = \frac{k \cos \phi \sin \theta}{k_z = k \cos \theta}
\]

\[
k_y = \frac{k \sin \phi \sin \theta}{k_p = k \cos \theta}. \tag{3.94}
\]

Furthermore, for the calculation of (3.86), it will be necessary to calculate the dot product of various combinations of \( \hat{e} \) and \( \hat{h} \). The four possible combinations are

\[
\hat{e}_1(k_{1z}) \cdot \hat{e}_1(-k_{1z}) = \cos \phi_s \tag{3.95}
\]

\[
\hat{e}_1(k_{1z}) \cdot \hat{h}_1(-k_{1z}) = \frac{k_{1z}}{k_1} \sin \phi_s \tag{3.96}
\]

\[
\hat{h}_1(k_{1z}) \cdot \hat{e}_1(-k_{1z}) = \frac{k_{1z}}{k_1} \sin \phi_s \tag{3.97}
\]

\[
\hat{h}_1(k_{1z}) \cdot \hat{h}_1(-k_{1z}) = \frac{1}{k_1^2} (k_{\rho s} k_{\rho s} - k_{1z} k_{1z} \cos \phi_s) \tag{3.98}
\]

where, \( \phi_i = 0 \) was used for the reference direction of the incident field.
To find the average scattered power from the dielectric discontinuities in the random medium (medium one), we multiply $\mathbf{E}_s^{(1)}(\mathbf{r})$ by its conjugate and determine the ensemble average,

$$
\left\langle |\mathbf{E}_s^{(1)}(\mathbf{r})|^2 \right\rangle = \int_{V_1} \int_{V_1} G_{01}^{(0)}(\mathbf{r}, \mathbf{r}_1) \cdot \mathbf{E}_1^{(0)}(\mathbf{r}_1) \cdot \left( G_{01}^{(0)}(\mathbf{r}, \mathbf{r}_2) \cdot \mathbf{E}_1^{(0)}(\mathbf{r}_2) \right)^* \left\langle k_{1f}^2(\mathbf{r}_1)k_{1f}^2(\mathbf{r}_2) \right\rangle \, d\mathbf{r}_1 \, d\mathbf{r}_2.
$$

(3.99)

For a perpendicularly polarized incident field, the perpendicular component of the scattered field is

$$
\left\langle |\mathbf{E}_{s \perp}^{(1)}(\mathbf{r})|^2 \right\rangle = |E_{0 \perp}|^2 k^2 |\mathbf{r}_1^0|^{10} k |\mathbf{r}_2^0|^{10} \cos^2 \phi \int_{V_1} \int_{V_1} e^{i(\mathbf{k}_{11} - \mathbf{k}_{1s}) \cdot \mathbf{r}_1 - i(\mathbf{k}_{12} - \mathbf{k}_{1s}) \cdot \mathbf{r}_2} \left\langle k_{1f}^2(\mathbf{r}_1)k_{1f}^2(\mathbf{r}_2) \right\rangle \, d\mathbf{r}_1 \, d\mathbf{r}_2.
$$

(3.100)

The integral term in the above equation is common to all combinations of incident and received polarizations and can be written as

$$
B = \int_{V_1} \int_{V_1} e^{i(\mathbf{k}_{11} - \mathbf{k}_{1s}) \cdot \mathbf{r}_1 - i(\mathbf{k}_{12} - \mathbf{k}_{1s}) \cdot \mathbf{r}_2} \left\langle k_{1f}^2(\mathbf{r}_1)k_{1f}^2(\mathbf{r}_2) \right\rangle \, d\mathbf{r}_1 \, d\mathbf{r}_2,
$$

(3.101)

where $A$ is the area illuminated by the radar.

By first noticing that for a stationary medium, $\left\langle k_{1f}^2(\mathbf{r}_1)k_{1f}^2(\mathbf{r}_2) \right\rangle$ is related to the correlation function of the permittivity fluctuations as

$$
\frac{1}{k_0^4} C(\mathbf{r}_1 - \mathbf{r}_2) = \left\langle \epsilon_{1f}(\mathbf{r}_1)\epsilon_{1f}^*(\mathbf{r}_2) \right\rangle,
$$

(3.102)

we can utilize the power spectral density, $\phi$ to simplify (3.101). The power spectral density is written as

$$
\phi(k) = \frac{1}{(2\pi)^n} \int C(\mathbf{r}_1 - \mathbf{r}_2) e^{i\mathbf{k} \cdot \mathbf{r}} \, d^n \mathbf{r}
$$

(3.103)

where $n$ refers to the dimensionality of the problem (i.e. $n=2$ or $3$). Substituting for $\left\langle k_{1f}^2(\mathbf{r}_1)k_{1f}^2(\mathbf{r}_2) \right\rangle$ in (3.101), it can be shown that

$$
B \approx \frac{8\pi^2 k_0^4 A \phi(k_{zi} - k_{zs}, -k_{1zi} - k_{1zs})}{k_{1zi}'' + k_{1zs}''}
$$

(3.104)

for two dimensions, and for three dimensions,

$$
B \approx \frac{4\pi^3 k_0^4 A \phi(k_{zi} - k_{zs}, k_{yi} - k_{ys}, -k_{1zi} - k_{1zs})}{k_{1zi}'' + k_{1zs}''}
$$

(3.105)

By substituting (3.101) in (3.100), an expression arises for the co-polarized perpendicular scattered field for the random medium in both two and three dimensions. The bistatic
coefficient, \( \gamma_{uv} \) is determined by dividing (3.100) by the incident power density, \( P_i \), which is given by

\[
P_i = |E_0|^2 A \cos \theta_i / S = \begin{cases} 2\pi r & \text{2-D} \\ 4\pi r^2 & \text{3-D} \end{cases}
\]

(3.106)

Combining the general forms of (3.100), (3.101) and (3.95), the bistatic coefficient can be written for transmit polarization, \( t \) and receive polarization, \( r \) being one of \( v \) or \( h \) for vertical and horizontal polarization respectively.

\[
\gamma_{rt}(\theta_i) = \frac{\phi}{(k'_{1zi} + k'_{1zs}) \cos \theta_i} \left( \frac{2\pi^2 k_0^3}{\pi^2 k_0^3} \right) \left( \begin{array}{c}
|r_{01}\rl_{1li}^1|^2 |k_{1zi} k_{1zi}|^2 \cos^2 \phi_s \\
|r_{01}\rl_{1li}^1|^2 |k_{1zi} k_{1zi}|^2 \sin^2 \phi_s \\
|r_{01}\rl_{1li}^1|^2 |k_{1zi} k_{1zi}|^2 \sin^2 \phi_s \\
|\rl_{1li}^1|^2 \frac{1}{k_1^2} (k_{1zi} k_{1zi} k_{1zi} \cos \phi_s)^2
\end{array} \right) \tag{3.107}
\]

Backscatter Radar Cross Section

The backscattering radar cross section is determined by setting \( \phi_s = 0 \) in (3.107). In this instance, there are no cross-polarized terms, and we have

\[
\sigma_{rt} = \phi(2k_{1zi}, 0, -2k_{1zi}) \left( \frac{2\pi^2 k_0^3}{2k_{1zi} \cos \theta_i} \right) \left( \frac{|r_{01}\rl_{1li}^1|^4 |k_{1zi}|^4}{|r_{01}\rl_{1li}^1|^4} \right) \tag{3.108}
\]

Correlation Function

The backscatter RCS determined via the Born approximation is dependent upon the angle of incidence, the effective permittivity, and the correlation function of the permittivity fluctuations (via the power spectral density). By the power spectral density, the observed backscattered power as a function of observation angle and frequency can be regarded as a method of probing the internal microstructure of the random medium. For a given frequency, (3.108) samples a elliptical segment (semi-axes of \( 2k_1 \) and \( 2k_0 \)) in \( \phi \)-space, where \( \phi \) refers to the power spectral density function given in (3.103). For given angles of incidence and varying frequency, we sample along radial lines from the origin; at normal incidence (\( \theta_i = 0^\circ \)), the power spectral density is sampled along the \( k_\varepsilon = 0 \) axis, for grazing incidence (\( \theta_i = 90^\circ \)), the power spectral density is sampled along the diagonal defined by a line \( \tan^{-1}(\sqrt{\varepsilon-1}) \) from the negative \( k_\varepsilon \)-axis (Figure 3.9). This relationship will be illustrated
Figure 3.9: Elliptical segment traces ($\phi(\theta_1)$) of the power spectral density sampled by observing the backscatter RCS of a random medium. Shown are a number of traces for different frequencies.

by example in the following chapter, where it will be shown that this relationship may be used to detect the mean grain size.

There exists a specific class of functions that may qualify as valid correlation functions. A necessary condition for these functions is that the power spectral density, $\phi$ must be positive for all values of $k_x$ and $k_z$. Among the functions that meet this criterion are the radially symmetric exponential and Gaussian functions. While the Gaussian correlation function can be considered heuristic in nature, Debye [1957] derived a canonical exponential form of the correlation function based on the assumption that discontinuities are arranged randomly in space. Given a set of experimental data, it is common to fit an exponential function to the sampled correlation function [Vallese and Kong, 1981]. This approach however would occlude the asymmetry that might be expected between the $k_x$ and $k_z$ directions due to external effects such as gravity. Additionally, for a semi-crystalline structure, it is expected that the presence of a particle at one location makes it likely that there will not be a particle within a short distance of that particle. This implies a negative correlation, a factor that neither the Gaussian nor exponential functions are capable of modeling. Both of these effects are visible in the snow data from [Vallese and Kong, 1981], the essential results of which are summarized if Figure 3.10.
Figure 3.10: Sample data and correlation functions of snow [from Vallese and Kong, 1981].
(a) sample cross section of snow (dark regions represent ice, light regions represent air),
(b) two-dimensional correlation function of snow sample, (c) horizontal cut of the two-
dimensional correlation function (shown is the horizontal correlation length used to fit an
exponential function), (d) vertical cut of the two-dimensional correlation function (shown is
the vertical correlation length used to fit an exponential function).
Figure 3.11: An elemental volume in radiative transfer. Scattering of incident power is accounted for by an extinction coefficient, $\overline{\kappa}$, and a source function, $\mathcal{F}$.

3.3.2 Radiative Transfer

Radiative transfer refers to a well known theory of energy transport proposed by [Chandreshakar 1960]. Instead of starting with Maxwell's equations as do the analytic models, radiative transfer relies on the conservation of energy and the incoherent addition of scattered power performed through an integral operation. Thus radiative transfer avoids the mathematical complexity of the analytic models which makes them difficult to use and impractical to extend to higher orders. Solution to the integral equation provides the radiated incoherent intensity as a function of position of the observer and source. The incoherent addition for the scattered energy does limit the density for which radiative transfer is applicable because of the lack of a method for determining the extinction coefficient and difficulty in defining an elemental scatterer (which may consist of one or more particles). As mentioned previously radiative transfer provides the basis for dense media radiative wave theory which has been made to account for phase coherence between scatterers using a the analytic quasi-crystalline approximation. The quasi-crystalline approximation accounts for phase coherence between scatterers on the microscopic scale and radiative transfer is used to model the behavior of energy transfer on the macroscopic scale. Radiative transfer then is presented here in its classic form which can be later modified to account for phase coherence in a dense media.

The theory begins by analyzing a change in field intensity, represented by a four com-
ponent Stokes vector, $\vec{I}$, as it passes through an elemental volume, $ds$ (Figure 3.11):

$$\frac{d\vec{I}}{ds} = \vec{\kappa} \vec{I} + \mathcal{F}. \tag{3.109}$$

The extinction matrix, $\vec{\kappa}$, consists of absorptive losses, $\kappa_a$, and scattering losses, $\kappa_s$. The scattering losses are due to the scattering of incident intensity from the direction $\hat{s}$ into other directions. These scattered fields can act as sources in other elemental volumes and is accounted for in the source function, $\mathcal{F}$ which is given by

$$\mathcal{F} = \int_{4\pi} \overline{P}(\hat{s}, \hat{s}') \vec{I}(\hat{r}, \hat{s}') d\Omega'. \tag{3.110}$$

The phase function $\overline{P}(\hat{s}, \hat{s}')$ accounts for the scattering of energy from the $\hat{s}'$ direction into the $\hat{s}$ direction by an elemental volume. Solution to the radiative transfer equation (3.109) for a layered media is accomplished by splitting the intensity vector into an upward and downward directed intensity vectors. In this case the radiative transfer integro-differential equation becomes the set of coupled integro-differential equations of the following form

$$\frac{d\overline{I}^+}{ds} = -\frac{\vec{\kappa}}{\mu} \overline{I}^+(\mu, \phi, z) + \mathcal{F}^+ \tag{3.111}$$

$$\frac{d\overline{I}^-}{ds} = -\frac{\vec{\kappa}}{\mu} \overline{I}^-(\mu, \phi, z) + \mathcal{F}^-, \tag{3.112}$$

where $\mu = \cos \theta$ ($\mu$ is positive for upward traveling energy and negative for downward traveling). The new source functions, $\mathcal{F}^+$ and $\mathcal{F}^-$ account for scattering into the upward and downward directions respectively. By imposing boundary conditions for the energy at the upper and lower interfaces of the layered medium, a formal solution for the intensity components can be obtained. The solution depends on the unknowns of the extinction matrix, $\vec{\kappa}$, and the phase function, $\overline{P}$. The extinction matrix can be related to the effective propagation constant in the scattering media and the phase function can be related to the basic scattering element (either a single scatterer or a collection of scatterers) in the medium.

For sparse media, the Foldy approximation and single scatterer phase functions can be used for $\vec{\kappa}$ and $\overline{P}$ respectively. For dense media, the quasi-crystalline approximation is used in conjunction with the Percus-Yevick pair distribution function to determine the extinction matrix, and either a T-matrix approach or the distorted Born approximation is typically used to determine the phase function. In all instances it is necessary to reduce theoretical complexity by assuming that the media consists of spherical particles. Alternatively, both
the extinction matrix and the phase function can be determined either experimentally [Thesis proposal by John Kendra, 1993] or by numerical methods. It is these numerical methods that are a distinct part of this proposal and will be developed in the following sections. The purpose of the numerical methods however is not to fulfill the unknown gaps of radiative wave theory, rather they are presented here as an alternative formulation to the volume scattering problem. Intermediate results from the numerical methods may be used as tools for providing the unknowns in the theoretical methods discussed so far or alternatively as a method in its own right.
CHAPTER 4

Packing Algorithm for Determining Particle Arrangements

The study of electromagnetic wave interaction with a collection of random particles (volume scattering) is of importance because of its application to a variety of radar remote sensing problems. Volume scattering theories are developed to determine basic electromagnetic properties of the medium such as the effective propagation constant, the attenuation constant, and the incoherent scattered power. Modeling efforts for volume scattering can be categorized into two groups: incoherent approaches and coherent approaches. In incoherent volume scattering theories, such as radiative transfer [Chandrasekhar, 1960], the effect of the phases of the fields scattered between neighboring particles is ignored. These methods are usually applied to sparse media where single scattering properties of constituent particles are used to formulate the volume scattering problem. Intensity approaches implicitly make the sparse medium assumption that individual scatterers are randomly positioned with respect to one another. As the scatterer density increases, multiple scattering between particles becomes significant and the scattering solution based on the incoherent approach can become prohibitively complex [Tsang and Ishimaru, 1987]. Coherent approaches, on the other hand, such as the Born approximation and the quasi-crystalline approximation (QCA) [Tsang et al., 1985], account for the interaction between particles through the inclusion of a permittivity fluctuation correlation function or a scatterer center pair distribution function, both of which provide statistical descriptions of the location of scatterers with respect to each other. The need for the correlation or pair distribution functions adds another complexity to volume scattering theories, namely that associated with how to determine these functions for the medium under consideration. These functions play an important role in determining the scattering behavior of the random medium and thus must be characterized accurately. The importance of this characterization has been somewhat overlooked in the literature. Simple Gaussian and exponential functions are usually used as an approximation for the correlation function since they are amenable for algebraic manipulation, but
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there is little evidence in support of the hypothesis that these are accurate representations of natural media. It is the purpose of this chapter to (i) present a numerical technique to determine the correlation and pair distribution functions accurately and efficiently based on physical modeling of particle arrangements in a random medium, (ii) demonstrate the application of the correlation function to the two-dimensional Born approximation and make a comparison with theoretically derived results, (iii) to use the derived correlation function to demonstrate limitations in the use of the exponential correlation function, and (iv) to highlight the use of packing algorithms as a method of scattering analysis that can be used to analyze or enhance existing scattering theories.

The methods of determining the correlation function or the pair distribution function can be categorized into experimental theoretical, and numerical approaches. Experimental determination involves capturing an undisturbed sample of the volume under study and analyzing it for the desired information. This approach is quite difficult, very time consuming, and its accuracy depends on the particle size and measurement method. A classical example of such a process is given by [Vallese and Kong, 1981] where a layer of snow was infused with liquid plastic. The final result was the two-dimensional correlation function of the permittivity fluctuations due to the two dissimilar dielectrics of air and ice (see Figure 3.10). The observed correlation function for one sample was then fit to a theoretical model (exponential) from which further calculations could be carried out. Further assumptions, such as azimuthal symmetry and validity of the theoretical model, were required to estimate the three-dimensional correlation function.

Theoretical methods of determining the correlation and pair distribution functions, while benefiting from a greater generality than experimental methods, must use simplifying assumptions to make the theories tractable and easy to handle. For the correlation function, it is common to use an exponential function [Debye et al., 1957], which is derived by assuming that individual particles are positioned randomly with respect to one another. Such an assumption is valid in the limit when particle sizes are distributed over a wide range and/or when the particle density is low. This function will be the used as a basis of comparison further in the paper.

The pair distribution function of [Percus and Yevick, 1958] is another such theoretically derived function commonly used in conjunction with QCA and dense media radiative transfer [Tsang and Ishimaru, 1987]. This particular distribution is tailored for a medium consisting of discrete-sized spherical particles and in which there are no interparticle forces except exclusion, as in a classical fluid; external forces, such as gravity, are not taken into
account. For macroscopic media such as snow, soils, and sand, the Percus-Yevick distribution may not be applicable because particle positions are dominated by forces such as friction, gravity, and inertia.

It is not difficult to come up with examples where the Percus-Yevick pair distribution function would give considerably different results than would be expected for macroscopic particles under the influence of these conditions. For instance, if we were to create a dense assembly of uniform spheres in their lowest energy state, a crystal, and then randomly remove 10-20% of them, the pair distribution function would not change because the basic structure of the crystal still remains (see Section 3.2.4). In a classical fluid however, particles are allowed to rearrange themselves to reach the lowest energy state, which is dependent on their relation to one another. Thus the pair distribution function in a classical fluid would change as the Percus-Yevick distribution predicts, but there is no reason to expect that the pair distribution functions of macroscopic particles under a different set of forces would be similar. Thus it is important to explore other avenues of determining these functions to either verify the validity of employing these theoretical techniques to specific applications or generate the functions themselves.

Numerical methods refer to algorithms for determining the correlation function and pair distribution functions through the use of a computer to simulate the scatterer positions in a given space. Some of these methods are used to validate already existing theoretical distributions [Ding et al., 1992; Broyles et al., 1962], while others are used to determine the desired correlation or pair distribution functions directly [Buchalter and Bradley, 1992, 1994]. The class of packing algorithms can be split into two groups, those that physically model the pouring deposition of particles and those that generate possible particle arrangements. Of the physical models of pouring, a general trend is to model the interaction of hard grains as they "pour" downward into a given volume. Models such as this are used to investigate local particle ordering and the effects of shaking packed sets of particles. The algorithm of Buchalter and Bradley is the most elaborate of these methods, it models collisions and rotations of uniform two-dimensional [Buchalter and Bradley, 1992] or three-dimensional [Buchalter and Bradley, 1994] monosized ellipsoids as they pour into a two- or three-dimensional volume. Nevertheless, modeling of the physical pouring of particles is complex and time consuming; as this set of models more closely attempts to match the physical processes involved in the pouring process, the computation time will increase proportionally. For this reason, the numerical pouring model of physical deposition may not be appropriate for Monte Carlo simulations and may not be amenable to the real world
situation of varying particle shape and size.

For the scattering problem, we may be more interested in computational efficiency in determining possible arrangements of particles rather than physically modeling their deposition if the resulting arrangement appears reasonable. In the arrangement set of algorithms, some methods, such as in the sequential addition method [Ding et al., 1992], simply find open spaces for particles to fit within a confined area or incorporate an external force such as gravity, from which local potential energy can be minimized and particle stability can be maximized [Visscher and Bolsterli, 1972]. While the existing algorithms of this type can be considered to be much more computationally efficient than the physical deposition models, up until now they have been lacking in flexibility to model arrangements of particles of different shapes, particularly when it comes to the three-dimensional problem.

The method described here should be considered a method of generating particle arrangements rather than a numerical pouring model. It takes into account the three important factors of determining particle arrangements: (i) nonpenetration of neighboring particles, (ii) gravity, and (iii) particle shape. This presented method is capable of determining particle distributions in both two and three dimensions and is computationally efficient enough to provide a large sample size for Monte Carlo simulations. The new method is not restricted to spherical/elliptically shaped particles and, as will be described, may be used in conjunction with coherent volume scattering theories to explore the scattering from dense random media.

This chapter is arranged as follows: first the packing algorithm is described in Section 4.1, and examples for both the two- and three-dimensional problems are given. Methods describing accurate calculation of the correlation function and pair distribution function from the computer-generated particle positions are given in Section 4.2. In order to demonstrate the importance of the packing algorithm to the problem of volume scattering from a very dense medium, scattering solutions based on the Born approximation using the correlation function computed from the packing algorithm and an exponential function having the same correlation length are compared as a function of incidence angle and frequency. Because the angular backscatter response is proportional to the two-dimensional Fourier transform of the correlation function, it is possible to introduce the concept of a "visible region" where we can gain insight of how the choice of observation frequency samples the Fourier space of the correlation function. This is done in the second half of section 3, where the angular dependence of the backscatter response is demonstrated for a particular example at two different frequencies, one below and one above the resonance of the mean particle size. In
the Appendix, we offer a brief discussion of the dependence of the pair distribution function on the particle arrangement method.

4.1 Packing Algorithm

We begin by introducing a user-defined distribution of particle states, \( \mathbf{P}_p \), where the state of a particle is a vector representing the particle size, shape, orientation, and dielectric constant. For the purposes of demonstration, elliptically shaped particles will be used, however, this packing algorithm is not restricted to the simplified elliptical shapes. In two dimensions the state of such a particle is represented by

\[ \mathbf{P}_p = (a_p, b_p, \theta_p, \epsilon_p) \]  \hspace{1cm} (4.1)

where \( a_p, b_p \) are the lengths of the two principle axes, \( \theta_p \) describes the orientation, and \( \epsilon_p \) is the dielectric constant of the particle. To simulate the particle positions in two dimensions, a rectangular region with \( j \) being the discrete horizontal coordinate and \( z \) being the vertical coordinate is considered (Figure 4.1). Coordinates of the intersection of the principle axes of the particle \( p \) denote the position of the particle, which, together with the particle state, completely specifies the particle in the medium. The vector state of a particle is chosen by a random number generator with a prescribed distribution for the different states \( a_p, b_p, \theta_p, \) and \( \epsilon_p \). In this paper, it is assumed that the principle axes of the particle have a normal distribution \( (N(\pi, \sigma_a)) \) and the orientation angle of particles has a uniform distribution \( (U(-\pi, \pi)) \). The exact distributions of the particle states may be chosen according to physical measurements or an empirical model. The particle is then laid down individually via the packing algorithm into the region to be filled. By making the limits of the region large compared to the sizes of the individual particles and by using the periodic boundary conditions, a semi-infinite layer of particles can be simulated. Periodic boundary conditions refer to making the spillover of a particle on one boundary appear on the opposite boundary of the region.

The packing algorithm starts by setting down an initial layer on the bottom of the rectangular region so that the lower surface is covered by a single layer of particles. This set of particles creates a bumpy solid surface, \( S_p \). Particles are then sequentially added to the region in the following manner:

1. A particle state \( \mathbf{P}_p \) is selected from the distribution, thus setting the particle shape and orientation.
Figure 4.1: Illustration of the two-dimensional packing algorithm. Particles are fit to the surface $S_p$ to find the minimum height, $z$. Once a particle has been fit to the surface, it becomes part of the surface for the next iteration of the process.

2. The surface of the particle is discretized and then categorized into a set of lower and upper surface points, as shown in Figure 4.2. The points of the lower surface will be used in matching the surface of the particle to the current surface, $S_p$.

3. A fitting method is used to find the lowest height, $z_p$, as a function of the horizontal coordinates, that the particle will fit to the surface. This is equivalent to minimizing the potential energy of the particle.

4. The particle’s position, $r_p$, and state, $P_p$, are stored in a file, and the surface is updated to $S_{p+1}$ using the upper surface points determined in step two.

5. The first step is returned to until the desired layer thickness is reached.

The algorithm in its current state assumes that, averaged over a large sample, orientation is uniformly distributed between 0 and $2\pi$. An additional complexity may be added to the algorithm to minimize $z_p$ as a function of particle orientation also (i.e. $\theta$ is no longer one of the preset states given in (1)). While this may provide a more realistic variation to the algorithm, it is unlikely that the additional computational costs would outweigh the benefits. Biases in the orientation distribution that the user wishes to impose can be more efficiently introduced via the probability distribution chosen for the orientation states.

The fitting method described in step three is one of the key components that makes this algorithm computationally efficient. While any fitting method will be sufficient in this
Figure 4.2: Illustration of the lower surface of a particle, $M_p^{\text{lower}}$. The particle is discretized into a horizontal grid and the maximum and minimum heights of the particle at points on the grid define the upper and lower surfaces.

treatment, the one used here borrows a concept from the image processing technique of gray scale morphology [Serra, 1982; Giardina and Dougherty, 1988; Appleton et al., 1993]. In this packing algorithm, a gray scale dilation is used to find the minimum height that a given shape fits to the surface. To describe this procedure, consider a particle such as the one shown in Figure 4.2. The surface of a particle is represented by an upper ($M_p^{\text{upper}}$) and a lower surface ($M_p^{\text{lower}}$). The lower part of the surface determines how the particle will fit the the current surface, $S_p$, and the upper part determines how the particle will contribute to the new surface, $S_{p+1}$, once the particle has been deposited. Given a parametric equation for the surface of a particle, $z_p(i)$, these surfaces can be described by

$$M_p^{\text{upper}}(i) = \{ \max_z z_p(i) : -m \leq i \leq m \}$$

$$M_p^{\text{lower}}(i) = \{ \min_z z_p(i) : -m \leq i \leq m \}$$

where for a normally oriented ellipse, $z_p(i) = \pm b_p \sqrt{1 - \frac{x^2}{a_p^2}}$, with $a_p$ and $b_p$ given in (4.1) and $m$ being the horizontal limit of the extent of the ellipse ($m \geq \max(a_p, b_p) \forall p$). Note that the form of $z_p(i)$ is used here only for demonstration purposes and does not constrain the process once (4.2) and (4.3) have been determined.

The height of where a particle will rest for a given horizontal position, $j$, along the surface $S_p$ is given by the morphological dilation (Figure 4.3)

$$\text{height}(j) = \{ \max_i (S_p(j + i) - M_p^{\text{lower}}(i)) : -m \leq i \leq +m \}.$$  

The minimum height attainable used by step three in the procedure is

$$z_p = \min_j (\text{height}(j)).$$
Figure 4.3: Illustration of equation (4.4) for two different points \((j_1, j_2)\) on the surface \(S(j)\). The dilation of the surface is shown for each point on the surface where the maximum is highlighted by a circle. This is the height of where the center of the ellipse would lie for a given horizontal location, \(j\). The minimum of these heights defines the point of minimum potential energy.

Successful algorithms have been implemented for both two- and three-dimensional elliptical particle distributions, and examples are shown in Figures 4.4 and 4.5 (to make the three-dimensional problem more efficient, a local minimization over an area of several particle diameters was performed rather than global minimization, indicated by (4.5)). The two-dimensional example clearly shows the algorithm's ability to generate very dense arrangements of particles in a short amount of computer time, two characteristics that make the algorithm amenable to Monte Carlo dense media volume scattering analysis. Furthermore, an analogous dense medium three-dimensional example is given for nonspherical particles with a Gaussian size distribution.

Results from the packing algorithm can be used to determine physical characteristics such as volume fraction, correlation length and function, and pair distribution function, of a volume under study. Future work in this area may be to include impurities such as water and determine the coating of individual grains through the implementation of simple physical processes such as surface tension and entropy maximization. Other natural substances, such as snow, may also be simulated by reducing the minimization of potential energy constraint, which can be accomplished by making individual particles stick once they reach the surface of the packed layer. The simplicity with which the algorithm can be changed for particles with a general cross section is demonstrated in Figure 4.6 where packing of two-dimensional
Figure 4.4: Demonstration of the two-dimensional packing algorithm. Particle radius is 2mm ± 0.4mm. In this case the volume fraction is 0.8. This particular simulation took 23 seconds on a Sun 10 workstation.
Figure 4.5: Demonstration of the three-dimensional packing algorithm. Shown is one slice taken out of a 50mm$^3$ cube filled with ellipsoidal particles with radii of 2mm ± 0.4 mm. This simulation using 3300 particles took approximately 17 minutes using 4 processors of an IBM SP Parallel computer. Particles of arbitrary shape may be modeled at minimal additional computation cost.
Figure 4.6: Demonstration of the packing algorithm for two-dimensional rocks. Rock surfaces are generated by a random walk about a uniform radius 2mm ± 0.4mm. This particular simulation took approximately 30 seconds on a Sun 10 Workstation.

rocks is simulated. In this figure the standard packing algorithm is used with a random walk modification of the individual particle surfaces.

4.2 Permittivity Correlation and Pair Distribution Functions

One of the principal uses of the packing algorithm is in the calculation of the permittivity correlation and pair distribution functions which can be used in conjunction with coherent theoretical approaches to compute scattering in inhomogeneous random media. One such classical approach is the Born approximation (Figure 4.7) described in Chapter 3, where the permittivity fluctuations act as distributed sources in an effective homogeneous medium.
The scattering solution is then determined using a perturbation series. It was shown that for a random medium where the variation of the fluctuating permittivity is relatively small, the scattering coefficient from the medium can be directly calculated from the Fourier transform of the correlation function given by

$$\begin{align*}
C(\vec{r} - \vec{r}') &= \langle \epsilon_f(\vec{r})\epsilon_f(\vec{r}') \rangle
\end{align*} \tag{4.6}$$

where $\epsilon_f(\vec{r})$ is the fluctuating part of the permittivity function. The most commonly accepted form for the correlation function is the exponential function which was derived originally by [Debye et al., 1957] for a sparse random collection of spherical particles and is given by

$$C(\vec{r}) = e^{-|\vec{r}|/r_0}. \tag{4.7}$$

The corresponding two-dimensional power spectral density is

$$\phi(\vec{k}) = \frac{r_0^2}{(1 + r_0^2|\vec{k}|^2)^{3/2}}. \tag{4.8}$$

Here, the parameter $r_0$ is related to the mean diameter of particles in the random medium. For dense random media, experimental and numerical methods have been attempted to determine $C(\vec{r} - \vec{r}')$ from the recorded samples of the medium under study. For most practical cases, the behavior of the correlation function when $\vec{r}'$ is in the near vicinity of $\vec{r}$ does indeed resemble that of an exponential or Gaussian function. Because of the ease with which these functions can be manipulated algebraically, their use has become widely prevalent in the literature. A difficulty that arises however, is that the power spectral density is proportional to the integral of the correlation function over all space, and thus estimation of the correlation function for only small values of $\vec{r} - \vec{r}'$ may not be sufficient for accurate estimation of the power spectral density for different ranges of observing frequencies.

The packing algorithm described in the previous section is an ideal tool for determining the validity and range of applicability of assumptions made in the determination of this correlation function. Furthermore, since the packing algorithm is capable of making a full Monte Carlo realization of a random medium, it may be used to enhance the understanding of the physics behind the scattering mechanisms in a very dense medium. Computationally, it is much faster to perform simulations in two dimensions to first develop an understanding and then in the future to extend the results to three dimensions. In two dimensions, it was shown in Chapter 3 (see (3.108)) that the radar cross section using the Born approximation
Figure 4.7: Geometry for a two-dimensional random medium. Medium 0 is considered free space and medium 1 is a random media consisting of particles as described in Figure 4.4.

is given by

\[
\sigma_{\nu\nu}(\theta_i) = |X_{01i}|^4 \mathcal{K} \\
\sigma_{\lambda\lambda}(\theta_i) = \frac{k_0^4}{k_1^4} |Y_{01i}|^4 \mathcal{K} \\
\mathcal{K} = \frac{2\pi^2 k_0^3 \phi(2k_{zi}, -2k_{1zi})}{2k_{1zi}^\nu \cos \theta_i} \left| \frac{k_{zi}}{k_{1zi}} \right|^2 \\
k_{zi} = k_0 \sin \theta_i \\
k_{1zi} = k_{1m} \cos \theta_i
\]

(4.9)

where \( \theta_i \) is the angle of incidence, \( X_{01i} \) and \( \frac{k_0}{k_1} Y_{01i} \) are the transmission coefficients from medium 1 to medium 0, \( k_{1m} \) is the mean field propagation constant due to the average dielectric, \( \epsilon \), \( k_{1zi}^\nu \) is the imaginary part of the propagation constant in the scattering medium and the power spectral density \( \phi \) is

\[
\phi(k_x, k_z) = \frac{1}{(2\pi)^2} \int C(\vec{r} - \vec{r}') e^{i \vec{k} \cdot \vec{r}} d^2 r.
\]

(4.10)

The unknowns in this formulation are the propagation constant and the correlation function for the random medium. The propagation constant can be either the spatial average of the dielectric constant within the random medium (Born approximation) or derived from a mixing formula (distorted Born approximation). In what follows, the Born approximation will be developed for a prototypical example in which the described packing algorithm will be used to provide the correlation function. After illustrating the two-dimensional correlation function with the associated power spectral density, a comparison will be made with similar results obtained by using an exponential correlation function (4.7) having the same
correlation length. In the calculation of the permittivity fluctuation correlation function from the collected samples of the medium, it is common to generate the autocorrelation function of each sample and then average the resultant autocorrelation functions. However, a difficulty may arise from this procedure: the Fourier transform of the correlation function may become negative over some partial frequency range. This is a result of both a poor estimation of the tail of the correlation function and possible in the sample cross section, the former being a consequence of the finite size of the sampled medium. To circumvent this difficulty while keeping the size of the sampled medium within realistic dimensions, the power spectral density should be computed directly from the Fourier transform of a profiled sample of the random medium. Since the correlation function of the permittivity fluctuation process is continuous, it implies that the process is continuous in the root mean squared sense, which in turn implies that the power spectral density can be directly computed from

\[
\phi(k_x, k_z) = \lim_{X \to -\infty, Z \to -\infty} \left\{ \frac{1}{XZ} \mathbb{E} \left[ \int_0^X \int_0^Z \epsilon_f(x, z) e^{i(k_x x + k_z z)} dxdz \right]^2 \right\}.
\]  

(4.11)

The example considered here simulates the observation of a two-dimensional layer of sand particles with permittivity \( \epsilon_s = 3.15 + j0.005, \langle \epsilon \rangle = 2.54 + j0.004, \langle \epsilon^2 \rangle = 0.56 \), and volume fraction \( f = 0.8 \). Individual realizations of Gaussian-distributed packed particles were created using a mean radius \( r = 2 \) mm with a standard deviation of 0.4 mm for the two principle axes and a uniform distribution for the orientation angle of the ellipses. Observation frequencies used for this discussion will be at a below-resonance frequency of 10 GHz (\( \lambda_s/2 = 8.5 \text{mm} \)) and an above-resonance frequency of 35 GHz (\( \lambda_s/2 = 2.4 \text{mm} \)), where resonance refers to the average half wavelength (\( \lambda_s/2 \)) dimension of the scattering particles. Over three hundred packing realizations of the dimensions 0.2 x 0.2 m were used to determine the power spectral density directly from the Fourier transform of the packed profiles given by the packing algorithm. The correlation function and the power spectral density are shown in Figures 4.8 and 4.9, respectively, where the nonaxial symmetry patterns are clearly displayed. The strongest peak in the power spectral density lies along the diagonal, as would be expected in a tightly packed array of two-dimensional spheres with a narrow size distribution. A wider distribution would give a more axially symmetrical two-dimensional spectrum.

This can be demonstrated by using a Rayleigh distribution to determine particle radius rather than using a Gaussian distribution. Because the packing algorithm has a limited resolution due to the discretization of the particle ((4.2) and (4.3)), the Rayleigh distribution
Figure 4.8: Two-dimensional correlation function for the particles in Figure 4.4. The correlation function is not axially symmetric.
Figure 4.9: The power spectral density derived from data shown in Figure 4.4. Strong peaks along the diagonal highlight the periodicity in the correlation function seen along this axis. Arrows drawn along a constant radius are proportional to the backscatter intensity as a function of incidence angle.
Figure 4.10: Gaussian (solid line, -) and truncated Rayleigh (dot dashed line, .--) probability distribution functions of particle radii used in the packing algorithm. Both distributions have the same mean.

is truncated at the very small scale. Furthermore, for the sake of comparison with previous theoretical and experimental work, particle shapes used with the Rayleigh distribution were made circular rather than elliptical, this has the effect of reducing the randomness of particle locations, but this is an effect that is ameliorated by the wider particle size distribution.

The probability density functions of both distributions are shown in Figure 4.10, where it can be seen that the Rayleigh distribution is wider by about a factor of three. Thus for the wider particle size distribution we would expect that the correlation function and spectral density to more closely approximate that of the exponential function (which would be correct for completely random particle placement) and this is indeed shown to be the case. Plots in Figures 4.11a through 4.11c illustrate the correlation function and its power spectral density along three principle axes of the two-dimensional volume for both particle distributions and the exponential correlation function. It can be seen that at both short and long distances, the correlation function of both particle distributions and the theoretical exponential function agree very well, but it is at the midrange distances where the functions can be seen to differ. These differences become more apparent in the low-frequency region of the power spectral density for the derived correlation functions. Note again a better agreement of the Rayleigh-distributed particle result with the theoretical exponential function, but still there is an appreciable error at the low-frequency region.

Referring to the Gaussian distribution function, the effect of the strong peaks in the power spectral density function along the $XZ$ axis in Figure 4.11b can be clearly seen in
the extended periodicity of the correlation function along this axis. Again, this is indicative of the natural ordering of the system for tightly packed arrays of particles with a narrow particle size distribution, and we note that it is less of a feature when the particle sizes follow a Rayleigh distribution. An important consequence of this lack of symmetry, however, is that it would be inappropriate to calculate the correlation function along one axis of the distribution (such as the function in Figure 4.11a) and to enforce axial symmetry. The effect of such an action would be that the resulting power calculated through (4.10) would not be positive for all frequencies because the chosen correlation function along the one axis is not, and cannot be, the correlation function for an axially symmetrical medium. In effect, then, if an exponential or Gaussian function is not to be used, the only appropriate way to calculate the correlation function is to completely sample the fluctuations in two- or three-dimensional space. Furthermore, and more importantly, as is shown by Figures 4.11a through 4.11c, the deviation of the numerically derived power spectral density from the exponential power spectral density is as high as an order of magnitude at the lower frequencies, which is precisely the region of validity for the Born approximation.

As indicated by (4.9) and demonstrated at the end of Chapter 3, only a portion of \( \phi(k_x, k_z) \) is "visible" at a particular frequency. The loci of the spatial frequencies as the incidence angle varies from 0° to 90° is an ellipse with semi-axes of 2\( k_0 \) and 2\( k_{1m} \) as illustrated in Figure 4.12 for this particular example. In this figure it can be seen that while the spectral density is not axially symmetric, the visible regions at each of the observing frequencies are nearly so. The effects of the asymmetry are most strongly observed at frequencies near the resonance of the particles within the medium. This figure can be used to understand the relationship between observing frequency and physical structure of a random medium. Decreasing particle sizes would have the effect of moving features radially outward in the figure, the same effect as decreasing frequency. Narrowing the particle distribution would have the effect of increasing the magnitude of the peaks shown in the figure and further disturb the high-frequency agreement of the observed backscatter with the backscatter response expected for a medium whose particles follow an exponential function. Another interpretation of the figure shows that the particle size distribution of a random medium may be explored by frequency sweeping near the particle resonance at angles slightly greater than 45°.

Given the derived correlation function for a specific particle size distribution we can carry out the remaining mathematical operations in (4.9) to get the observed backscattering cross section, which is shown in Figures 4.13 and 4.14. In Figure 4.13 the backscattering
Figure 4.11: Slices of Figs. 4.8 and 4.9 taken along the principle axes of (a) $\theta = 0^\circ$, (b) $\theta = 45^\circ$, and (c) $\theta = 90^\circ$ (next page). The solid lines (−) and the dot-dashed lines (−−) show the numerically derived values for the Gaussian and Rayleigh particle size distributions respectively. The dotted lines (⋯) show the equivalent correlation function and spectrum for the best fit exponential.
Figure 4.11 cont'd: Slices of Figs. 4.8 and 4.9 taken along the principle axes of (a) $\theta = 0^\circ$ (previous page), (b) $\theta = 45^\circ$ (previous page), and (c) $\theta = 90^\circ$ (this page). See caption on previous page for details

(c)

Figure 4.12: Illustration of the visible region of the Born approximation at two different frequencies shown overlaid on a contour map of the power spectral density (Figure 4.8) for the Gaussian particle size distribution. Note that the greatest angular variation due to the packing structure occurs near resonance at $f = 21\text{GHz}$. 
Figure 4.13: Results of the two-dimensional Born approximation for both 10 and 35 GHz for the Gaussian particle size distribution. Solid lines (−) are for vertical polarization, dashed (−−) are for horizontal polarization and the symbols (○ and □) indicate vertically polarized results of the Born approximation using the best fit exponential (Figure 4.11).

coefficients of the medium for both the vertical and horizontal polarizations at 10 GHz and 35 GHz are shown and compared with those derived based on an exponential correlation function for a Gaussian particle size distribution. Figure 4.14 is the same as Figure 4.13 for an observation frequency at particle resonance (21 GHz), where differences between observed and predicted backscatter response are expected to be the greatest.

Referring to Figures 4.8 through 4.14, the following observations are in order: (1) differences between the backscattering coefficients estimated from the correlation function derived from the Monte Carlo simulation and the exponential function can be as high as 10 dB; (2) angular variation may depend strongly on the observation frequency and particle size distribution (see Figure 4.14); and (3) the correlation function and the respective power spectral density are not likely to be radially symmetrical, but this may not have a strong effect on the observation with the exception of frequencies near resonance.

Another statistical function relating to particle positions that is commonly used in the study of random media is that of the pair distribution function, \( p(\vec{r}_j|\vec{r}_i) \), which is the probability of finding a particle located at a position \( \vec{r}_j \), given a particle located at position \( \vec{r}_i \) [McQuarrie, 1976] (see Section 3.2.4). The knowledge of the pair distribution function becomes necessary where the effective propagation constant of a dense random media is to
Figure 4.14: Results of the two-dimensional Born approximation at particle resonance \( f = 21 \text{GHz} \) for both numerically derived (Gaussian particle size distribution) and exponential correlation functions. Solid lines (-) and circles (o) indicate vertical and dashed lines (- -) and crosses (x) indicate horizontal polarizations. The symbols represent the theoretical exponential curves in both cases.

be determined [Tsang et al., 1985; Lax, 1952]. As the packing algorithm can be used to determine the correlation function, it can also be used to determine the pair distribution function.

Figure 4.15 illustrates the aggregate pair distribution function for the particle arrangement consisting of two-dimensional ellipses shown in Figure 4.4. In this figure, the pair distribution function is shown as a gray scale image in two dimensions where the brightness is directly proportional to the probability. As expected, a dark area covers the central region indicating the zero probability of having two particles intersecting one another. More remarkable is the ringing effect along the diagonals of the image, indicating periods of high and low probability, which is reflective of the results obtained by the correlation function. This effect is highlighted in the graph inset in Figure 4.15, where the pair distribution function is shown quantitatively along the horizontal, vertical, and diagonal axes. The strong peaks along the diagonal axis are a result of the dense packing with a narrow size distribution. In comparison, the Percus-Yevick pair distribution function predicts an axially symmetrical function for single-sized spherical particles. The example given here clearly is not so and cannot be so for monosized particles under the influence of gravity. This does
not disprove the Percus-Yevick pair distribution function, but it does call into question its application to macroscopic granular media under the influence of external forces.

Additional treatment of the sensitivity of the pair distribution function to particle extraction was given in Section 3.2.4. In this treatment it is shown how the pair distribution function does not change when particles are randomly removed from a simulated arrangement of particles. The central assumption to this observation is that when particles are removed, the remaining particles are not allowed to physically rearrange themselves. This is an arguably unphysical phenomenon, but it emphasizes how similar arrangements of particles may result in considerably different pair distribution functions. This point is especially important for those who use the Percus-Yevick pair distribution function in the modeling of snow.

4.3 Conclusions

In this chapter, a new approach for determining particle arrangements in a dense medium has been introduced. The approach is computationally efficient, flexible, and was demonstrated to work in two dimensions as well as three for nonspherical particles. A two-dimensional "rocks" example was also given that demonstrated the ability of the algorithm to work with particles of arbitrary shape. The algorithm was then used to compute the correlation function for two different size distributions of particles, one Gaussian and the other Rayleigh, and it was highlighted that the proper way to calculate the correlation function was through an averaged periodogram in the spectral domain rather than averaging individual correlation functions or assuming radial symmetry from the outset. The correlation functions of the two particle size distributions were compared with a theoretical exponential correlation function, where it was shown that the derived functions deviated from the theoretical at low frequencies but agreed well at high frequencies. It was also shown that the wider Rayleigh distribution gave a better fit overall to an exponential function, as would be expected.

Derived correlation functions from the packing algorithm were used to compute radar backscatter via the Born approximation, where it was shown that an increase in the backscatter response as a function of observation angle can be related to angular asymmetry in the correlation function. This asymmetry may be due to the natural ordering of particles when arranged under the influence of gravity. Finally, another application of the packing algorithm was given as it applies to the determination of the particle pair
Figure 4.15: The pair distribution function, $p(\bar{r}_j|\bar{r}_i)$ for the packed array shown in Figure 4.4 (Gaussian size distribution). Dark areas indicate low probability and bright areas indicate a high probability of finding another particle at $\bar{r}_j$ given a particle at $\bar{r}_i$. The inset graph gives the quantitative pair distribution function along the vertical, horizontal and 45 degree axes.
distribution function, which is a key unknown in the quasi-crystalline approximation, and an argument was presented as to why the more common Percus-Yevick pair distribution function is not appropriate for use with granular media.
CHAPTER 5

T-Matrix

Much of the work that follows this chapter relies on solution techniques to determine scattered fields from collection of discrete scatterers confined to a volume situated in free space. The purpose of this is to utilize numerical solutions to Maxwell's equations to provide an in-depth knowledge of how fields are behaving within different varieties of random media. Given this detailed knowledge, a technique will be presented (in the following chapter) of how to determine a fundamental electromagnetic characteristic about random media, that is, how to determine the propagation constant, or effective permittivity.

In two dimensions, the method of moments [Richmond, 1965; Richmond 1966] can be used to determine volume currents induced by an incident field on a collection of scatterers with known positions and permittivities. By applying the free space Green's function in two-dimensions, the scattered field may be determined. In the two-dimensional approach, the incident field is split into TM and TE components, and solved separately. This is an exact solution to Maxwell's equations insofar as integrations can be carried out accurately (either numerically or analytically) over each of the components of the medium. In its own right, the method of moments is well developed, explored and documented [Harrington, 1966; Balanis, 1989; Chew, 1995] and need not be reviewed here.

In three dimensions however, application of the method of moments is much more cumbersome due to the large number of unknowns (vector volume currents) inherent to the problem. As a consequence, it is unrealistic to solve any large scale problems using the method of moments. To circumvent this difficulty, the T-matrix (transition matrix) method, first proposed by [Waterman 1971; Peterson and Strom 1973], has been further developed by [Wang and Chew 1993], to utilize recursive techniques to solve for the scattering due to a large number of scatterers. Because the development and application of the recursive T-matrix solution technique is fairly recent, it is reviewed here for clarity, completeness, and also to highlight its uses and limitations. Outside of the original work published by Chew,
this is the first full treatment and implementation of the generalized recursive aggregate T-matrix algorithm [Wang and Chew 1993]. This in itself is a significant accomplishment because (i) it offers an alternative perspective of the recursive T-matrix technique, (ii) the implementation revealed several errors in the original publication of the three-dimensional work, and (iii) limitations and abilities of the algorithm can be explored in a more objective format.

What follows is first a formulation of the generalized Recursive Aggregate T-Matrix Algorithm (RATMA) and then a number of examples that are either fundamental examples scattering from a collection of spheres or examples taken directly out of the work published by Professor Chew. While many of the examples illustrate the very strong capabilities of RATMA, one example in particular was constructed to demonstrate a fundamental limitation of the algorithm. This limitation itself has not been discussed or presented in the literature and in this light is an important contribution.

5.1 Formulation

The formulation of this technique is based upon the spherical wave expansion of electromagnetic fields. These functions, composed of the spatial vectors \( \mathbf{M} \) and \( \mathbf{N} \) given by (3.64) are ordered into a vector \( \mathbf{\Psi} \) given by (3.62). In this context, the term vector may refer to field directions in space or to the ordered vector of basis functions \( \mathbf{\Psi} \). To minimize the confusion that may result, vector field quantities normally specified by bold face type and an overbar will revert to non-emphasized characters. Thus, a given incident field, \( E^{\text{inc}} \) may be specified as

\[
E^{\text{inc}} = \text{Re} \mathbf{\Psi}^\dagger \mathbf{a}^{\text{inc}}
\]

indicating that the transpose (indicated by a superscript \( \dagger \)), or horizontal, basis function vector is multiplied by a vertical vector of incident field coefficients specified by \( \mathbf{a}^{\text{inc}} \). For plane wave incidence, the incident field coefficients are given by:

\[
\mathbf{a}^{\text{inc}} = \begin{bmatrix} \mathbf{a}^M \\ \mathbf{a}^N \end{bmatrix}
\]

\[
a_{pq}^{M} = (-1)^{q-p} e^{-i\phi} \sqrt{\frac{8\pi}{p(p+1)}} \left[ \theta t_p^{-q}(\cos(\theta)) - \hat{s}_p^{-m}(\cos(\theta)) \right]
\]

\[
a_{pq}^{N} = (-1)^{q-p-1} e^{-i\phi} \sqrt{\frac{8\pi}{p(p+1)}} \left[ \hat{s}_p^{-q}(\cos(\theta)) - \hat{t}_p^{-m}(\cos(\theta)) \right].
\]

The functions \( s \) and \( t \) are related to the associated Legendre polynomial and its derivative and can be found in [Tsang et al. 1986, pg. 173]. In the above expressions, \( p \) refers to the
order of the dipole moment, and \( q \) is the dipole number such that \( q = \{-p, -p + 1, \ldots, p\} \) and \( p = 1, \ldots, P_{\text{max}} \), where \( P_{\text{max}} \) is the truncation number for the number dipole moments used in the calculation. For a given \( P_{\text{max}} \), the number of elements in \( \mathbf{a}^{\text{inc}} \) is \( 2P_{\text{max}}(P_{\text{max}} + 2) \).

Similarly, the scattered electric field can be expressed in terms of the scattered field coefficients, \( \mathbf{a}^{\text{sca}} \), such that

\[
E^{\text{sca}} = \Psi^i \mathbf{a}^{\text{sca}}.\tag{5.3}
\]

The T-matrix (or transition matrix) is then defined by the relation

\[
\mathbf{a}^{\text{sca}} = T \mathbf{a}^{\text{inc}}.\tag{5.4}
\]

For a single sphere, centered at the origin, the T-Matrix reverts to the Mie series and is given by (3.70). For the more general problem, it will be necessary to sum together the effects of a number of spheres, displaced from the origin by the vector \( \mathbf{r}_i \). For a single sphere, this problem can be easily addressed using the vector translation theorem, as in

\[
E^{\text{sca}} = \Psi^i \beta_{01}(\mathbf{r}_i) \cdot \mathbf{T} \cdot \beta_{10}(\mathbf{r}_i) \mathbf{a}^{\text{inc}}.\tag{5.5}
\]

In the above equation, the vector translation matrix \( \mathbf{B}_{ij} \) indicates a translation of spherical wave functions centered around the \( j \)th coordinate system to the \( i \)th coordinate system.

Equivalently, \( \mathbf{B}_{ij} \) is the same as \( \mathbf{Rg} \) found in (3.27). The notation is changed slightly here to be consistent with notations that differ between the authors [Tsang et al., 1986] and [Chew 1995].

In (5.5) it can be seen that the incident field vector in global coordinates is transformed to the local coordinates of the scatterer, multiplied by the T-matrix, transformed back to the global coordinate system and finally multiplied by the spherical wave basis functions in global coordinates. Use of the vector translation theorem is dependent on the point of observation with respect to the vector that describes the translation of coordinates (this will be discussed shortly).

The fundamental equation for the direct T-matrix algorithm relies on the continued application of this transformation via the application of the different forms of the vector addition theorem. Figure 5.1 illustrates the multiple scattering equation given by [Peterson and Strom 1973; Tsang et al., 1986, pg. 452]

\[
\mathbf{w}^{(j)} = \sum_{i=1}^{N} \alpha_{ji} \cdot \mathbf{w}_{i(1)}^{(i)} + \beta_{ji} \cdot \mathbf{a}^{\text{inc}}.\tag{5.6}
\]
In (5.6), $\overrightarrow{w}^{(j)}$ is the vector of exciting field coefficients which describe the field on the surface $s$ encompassing the $j^{th}$ particle. The fields on this surface are the sum of the scattered fields from the remaining $N-1$ particles plus the incident field. The exciting field coefficients, $\overrightarrow{w}^{(j)}$ are unknown and must be solved for by the matrix equation implied by (5.6). Once the exciting fields are known for each particle, the scattered field can be determined by summing up all of the contributions from all of the particles together.

The mathematical rules for the application of the vector addition theorem for spherical waves are often not well illustrated in the literature. In reference to Figure 5.1, for an observation point on the surface $s$ and the translation of spherical wave functions centered on the $i^{th}$ coordinate system to the $j^{th}$ coordinate system, the vector translation theorem is given by

\begin{align}
\Psi(\overrightarrow{k}r_{si}) &= \text{Rg}\Psi(\overrightarrow{k}r_{sj}) \cdot \overrightarrow{\alpha}_{ji} & |\overrightarrow{r}_{sj}| < |\overrightarrow{r}_{ji}| \\
\Psi(\overrightarrow{k}r_{si}) &= \Psi(\overrightarrow{k}r_{sj}) \cdot \overrightarrow{\beta}_{ji} & |\overrightarrow{r}_{sj}| > |\overrightarrow{r}_{ji}| \\
\text{Rg}\Psi(\overrightarrow{k}r_{si}) &= \text{Rg}\Psi(\overrightarrow{k}r_{sj}) \cdot \overrightarrow{\beta}_{ji} & \forall |\overrightarrow{r}_{sj}| 
\end{align}

The incident field in (5.6) is expanded in terms of regular spherical wave functions, $\text{Rg}\overrightarrow{\Psi}$ centered at the global origin. Thus, (5.9) is used in (5.6) to translate these functions to a coordinate system centered at the $j^{th}$ particle. Similarly, the product of $\overrightarrow{T}_{i(1)} \cdot \overrightarrow{w}^{(i)}$ represents outgoing spherical waves, $\overrightarrow{\Psi}$, whose origin is the center of the $i^{th}$ particle, and in turn, (5.7) is used to translate the spherical wave functions to a coordinate system whose origin is the
center of the \( j \)th particle. Note that the observation point, \( \vec{r}_{s,j} \), will always be less than the distance between the origins of the two coordinate systems, \( \vec{r}_{j,i} \).

To develop the concept of a recursive algorithm, the \( T \)-matrix of a collection of spheres can be written in terms of the \( T \)-matrices of the individual components. This new \( T \)-matrix is often referred to as the aggregate \( T \)-Matrix, designated as \( \vec{T} \). Extensive work on the recursive technique for determining this quantity has been done by Prof. Chew of the University of Illinois [Chew 1990; Chew 1992; Chew, Wang and Gurel 1992; Chew et al., 1992; Wang and Chew 1993].

The theory behind the recursive algorithm is as follows (Figure 5.2). We begin by assuming that the aggregate scattering matrix from \( n \) spheres, \( \vec{T}_{(n)} \), has been determined (at the beginning of the recursion, when \( n = 0 \), the aggregate \( T \)-matrix, \( \vec{T}_{(0)} = 0 \). The aggregate \( T \)-matrix of these \( n \) spheres in the presence of an additional \( n' \) spheres can be written as

\[
\vec{T}_{n(n+n')} = \vec{T}_{(n)} + \sum_{j=n+1}^{n+n'} \alpha_{0j} \cdot \vec{T}_{j(n+n')} \cdot \beta_{j0} \quad (5.10)
\]

where \( \vec{T}_{j(n+n')} \) is the \( T \)-matrix for the \( j \)th particle in the presence of \( n+n' \) particles (including the \( j \)th particle itself), \( \alpha \) and \( \beta \) are vector translation matrices as described above (\( \alpha \) is a vector translation matrix similar to \( \beta \) with the exception that spherical Hankel functions are used instead of spherical Bessel functions). Figure 5.2(a) illustrates the different component terms of (5.10). Similarly, the \( T \)-matrix of the \( j \)th sphere, referenced to the origin, may be written as

\[
\vec{T}_{j(n+n')} \cdot \beta_{j0} = \vec{T}_{j(1)} \cdot \beta_{j0} + \sum_{i=1, i \neq j} \alpha_{ji} \cdot \vec{T}_{i(n+n')} \cdot \beta_{i0} \quad (5.11)
\]

The components of (5.11) are illustrated in Figure 5.2(b). In (5.11), \( \vec{T}_{j(1)} \) refers to the single scattering matrix of the \( j \)th particle in the absence of other particles. In (5.10) and (5.11) the principle unknown is the scattering matrix of the \( j \)th particle in the presence of \( n+n' \) scatterers (i.e. \( \vec{T}_{j(n+n')} \beta_{j0} \)). By substituting (5.10) into (5.11), an algebraic expression can be written for these unknowns

\[
\sum_{i=n+1}^{n+n'} \alpha_{ji} \cdot \vec{T}_{i(n+n')} \cdot \beta_{i0} = -\vec{T}_{j(1)} \cdot \left[ \beta_{j0} + \alpha_{j0} \cdot \vec{T}_{(n)} \right], \quad j = n+1, \ldots, n+n'
\quad (5.12)
\]
Figure 5.2: (a) scattering from \( n \) spheres in the presence of \( n + n' \) spheres, (b) scattering from sphere \( j \) in the presence of \( n + n' \) spheres.

where

\[
A_{ji} = \begin{cases} 
- \left[ \frac{T_{j(1)}}{T_{j(1)} \cdot \bar{\alpha}_{j0} \cdot \bar{\tau}_{(n)} \cdot \bar{\alpha}_{0j}} \right] & i = j \\
\frac{T_{j(1)} \cdot \bar{\alpha}_{j0} \cdot \bar{\tau}_{(n)} \cdot \bar{\alpha}_{0j} + T_{j(1)} \cdot \bar{\alpha}_{ji}} & i \neq j 
\end{cases}
\] (5.13)

Given a solution for \( T_{j(n+n')} \cdot \bar{\beta}_{j0} \), the aggregate T-matrix of \( n + n' \) scatterers is written as (see Figure 5.3)

\[
\bar{\tau}_{(n+n')} = \bar{\tau}_{n(n+n')} + \sum_{j=n+1}^{n+n'} \bar{\beta}_{0j} \cdot T_{j(n+n')} \cdot \bar{\beta}_{j0}. 
\] (5.14)

After substituting (5.10) into (5.14), an expression can be written for the aggregate T-matrix in terms of known quantities, \( \bar{\tau}_{(n)} \) and \( T_{j(n+n')} \cdot \bar{\beta}_{j0} \),

\[
\bar{\tau}_{(n+n')} = \bar{\tau}_{(n)} + \sum_{j=n+1}^{n+n'} \left( \bar{\beta}_{0j} + \bar{\tau}_{(n)} \cdot \bar{\alpha}_{0j} \right) \cdot T_{j(n+n')} \cdot \bar{\beta}_{j0}. 
\] (5.15)

The critical components of the recursive algorithm are (5.12), (5.13), and (5.15). The
first of these, (5.12) may be written as a matrix of matrices, as in
\[
\begin{bmatrix}
\overline{A}_{n+1,n+1} & \overline{A}_{n+1,n+2} & \ldots & \overline{A}_{n+1,n+n'} \\
\overline{A}_{n+2,n+1} & \overline{A}_{n+2,n+2} & \ldots & \overline{A}_{n+2,n+n'} \\
\vdots & \vdots & \ddots & \vdots \\
\overline{A}_{n+n',n+1} & \overline{A}_{n+n',n+2} & \ldots & \overline{A}_{n+n',n+n'}
\end{bmatrix}
\begin{bmatrix}
\overline{T}_{n+1,(n+n')} & \overline{\beta}_{n+1,0} \\
\overline{T}_{n+2,(n+n')} & \overline{\beta}_{n+2,0} \\
\vdots & \vdots \\
\overline{T}_{n+n',n+n'} & \overline{\beta}_{n+n',0}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-\overline{T}_{n+1(1)} (\overline{\beta}_{n+1,0} + \overline{\alpha}_{n+1,0} \cdot \overline{\tau}_{(n)}) \\
-\overline{T}_{n+2(1)} (\overline{\beta}_{n+2,0} + \overline{\alpha}_{n+2,0} \cdot \overline{\tau}_{(n)}) \\
\vdots \\
-\overline{T}_{n+n'(1)} (\overline{\beta}_{n+n',0} + \overline{\alpha}_{n+n',0} \cdot \overline{\tau}_{(n)})
\end{bmatrix}
\]
(5.16)

which can be more concisely written as
\[
\overline{A} \overline{C} = \overline{B}.
\]
(5.17)

Furthermore, (5.15) can be written in matrix form as
\[
\overline{\tau}_{(n+n')} = \overline{\tau}_{(n)} + \left[ (\overline{\beta}_{0,n+1} + \overline{\tau}_{(n)} \cdot \overline{\alpha}_{0,n+1}) \ldots (\overline{\beta}_{0,n+n'} + \overline{\tau}_{(n)} \cdot \overline{\alpha}_{0,n+n'}) \right]
\]

\[
\begin{bmatrix}
-\overline{T}_{n+1(1)} (\overline{\beta}_{n+1,0} + \overline{\alpha}_{n+1,0} \cdot \overline{\tau}_{(n)}) \\
\vdots \\
-\overline{T}_{n+n'(1)} (\overline{\beta}_{n+n',0} + \overline{\alpha}_{n+n',0} \cdot \overline{\tau}_{(n)})
\end{bmatrix}
\]

or
\[
\overline{\tau}_{(n+n')} = \overline{\tau}_{(n)} + \overline{D} \cdot \overline{C}.
\]
(5.19)
From the above, (5.17) can be used to solve for $\overline{\gamma}$ which can then be substituted into (5.19) to determine the aggregate T-matrix.

The recursive form of the T-matrix just derived is a superset of direct T-matrix method given by [Waterman 1971; Peterson and Strom 1973; Tsanget al., 1985]. If, at the beginning of the algorithm, $n' = N$, the total number of spheres to be added, (5.12), (5.14) and (5.15) reduce to a single matrix inversion which is equivalent to the direct T-matrix method. The equivalence between the multiple scattering equation for the direct T-matrix described by (5.6) and the T-matrix algorithm developed in this chapter, given by (5.11), can be seen by right multiplying (5.11) by $\overline{\alpha}^{\text{inc}}$ and making the substitution

$$ \overline{T}_{j(1)} \cdot \overline{w}^{(j)} = \overline{T}_{j(N)} \cdot \overline{\beta_{j0}} \cdot \overline{\alpha}^{\text{inc}}. $$

(5.20)

which would make the initial starting point of the two methods identical.

The dimension of the arrays utilized in the recursive T-matrix method is an important parameter. Array dimensions are governed by the order of the dipole moment used in calculating the T-matrices of individual scatterers, denoted as $M_{\text{max}}$, the order of the dipole moment used for the aggregate T-matrix, denoted as $P_{\text{max}}$, and the number of new scatterers added at each iteration, $n'$. For a given value of $M_{\text{max}}$ (or $P_{\text{max}}$), there are a total number of $M = 2M_{\text{max}}(M_{\text{max}} + 2)$ (or $P = 2P_{\text{max}}(P_{\text{max}} + 2)$) components of the electric field (the factor of two coming from a combination of $\overline{M}$ and $\overline{N}$ vector fields). The following table lists the dimensions of the utilized by the recursive T-matrix method in terms of these components.

<table>
<thead>
<tr>
<th>variable: $\overline{A}_{ji}$</th>
<th>$\overline{T}_{j(n)}$</th>
<th>$\overline{\beta}<em>{ji}$, $\overline{\alpha}</em>{ji}$</th>
<th>$\overline{\beta}<em>{j0}$, $\overline{\alpha}</em>{j0}$</th>
<th>$\overline{\beta}<em>{0j}$, $\overline{\alpha}</em>{0j}$</th>
<th>$\overline{f}_{(n)}$</th>
<th>$\overline{A}$</th>
<th>$\overline{B}$</th>
<th>$\overline{C}$</th>
<th>$\overline{D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>rows:</td>
<td>$M$</td>
<td>$M$</td>
<td>$M$</td>
<td>$M$</td>
<td>$P$</td>
<td>$P$</td>
<td>$n'M$</td>
<td>$n'M$</td>
<td>$n'M$</td>
</tr>
<tr>
<td>cols:</td>
<td>$M$</td>
<td>$M$</td>
<td>$M$</td>
<td>$P$</td>
<td>$M$</td>
<td>$P$</td>
<td>$n'M$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
</tbody>
</table>

Note that the one matrix inversion that must be performed for each iteration, is on $\overline{A}$, which has dimensions of $n'M \times n'M$. For Rayleigh sized spheres, $M_{\text{max}} = 1$, and therefore a $6n' \times 6n'$ matrix must be inverted. Values of $n'$ on the order of 30 spheres per iteration will maintain the matrix inversion within reasonable limits, but this will be at the sacrifice of some accuracy (which will be demonstrated in the next section).

The number of dipole moments required for the aggregate T-matrix is best determined by the formula given by [Bohren and Huffman, 1983] as

$$ P_{\text{max}} = k_0 A + 4(k_0 A)^{1/3} + 2 $$

(5.21)

where $k_0$ is the free space wave number and $A$ is the radius of the sphere enclosing the total of $N$ particles comprising the medium under analysis.
5.2 Limitations of the Recursive T-Matrix Algorithm

The T-matrix algorithm and RATMA are numerically exact in that if a sufficient number of terms of the spherical wave expansion are retained, and if the machine precision is sufficient, an exact solution to Maxwell’s equations will result. Computational limits however require a more practical solution to these equations, and limits must be put on $P_{\text{max}}$ and $M_{\text{max}}$ as was alluded to above.

Experience has shown that the direct T-matrix method converges to a unique solution by implementing (5.21) from above for the value of $P_{\text{max}}$, and $M_{\text{max}} = 1$ to 3 for the component spheres (assuming they are less than one wavelength). Reducing $P_{\text{max}}$ below the value specified in (5.21) will have the effect of giving erroneous results, while using an insufficient $M_{\text{max}}$ will constitute a loss of power in the system (i.e. some energy is lost in the higher order terms of the spherical wave expansion).

The recursive T-matrix approach (RATMA) however has another set of limitations with respect to the choice of $P_{\text{max}}$. This limitation is not governed by (5.21) and thus requires special consideration. This limitation is best illustrated by comparing (5.12) and (5.13) derived using the traditional and recursive T-matrix algorithms for the two-sphere problem. Using these equations, it can be shown that total scattered field from the second (outer) sphere, calculated using the direct T-matrix approach, can be expressed by

$$\overline{T}_{2(2)} \cdot \overline{\beta}_{20} = \overline{T}_{2(1)} \cdot \left[ \overline{\alpha}_{21} \cdot \overline{T}_{1(1)} \cdot \overline{\alpha}_{12} \cdot \overline{T}_{2(2)} \overline{\beta}_{20} + \overline{\alpha}_{21} \cdot \overline{T}_{1(1)} \cdot \overline{\beta}_{10} + \overline{\beta}_{20} \right].$$

(5.22)

Similarly, for the same quantity, the recursive algorithm gives

$$\overline{T}_{2(2)} \cdot \overline{\beta}_{20} = \overline{T}_{2(1)} \cdot \left[ \overline{\alpha}_{20} \cdot \overline{\beta}_{01} \cdot \overline{T}_{1(1)} \cdot \overline{\beta}_{10} \cdot \overline{\alpha}_{02} \cdot \overline{T}_{2(2)} \overline{\beta}_{20} + \overline{\alpha}_{21} \cdot \overline{T}_{1(1)} \cdot \overline{\beta}_{10} + \overline{\beta}_{20} \right].$$

(5.23)

The difference between these two equations lies in the vector translation relationships given by

$$\overline{\alpha}_{21} = \overline{\alpha}_{20} \cdot \overline{\beta}_{01}$$

(5.24)

$$\overline{\alpha}_{12} = \overline{\beta}_{10} \cdot \overline{\alpha}_{02}$$

(5.25)

in matrix notation, or

$$A_{\mu \nu, nm}(k \overline{r}_{12}) = \sum_{i=1}^{\infty} \sum_{j=-i}^{i} A_{\mu \nu, ij}(k \overline{r}_{20}) R_{g} A_{ij, nm}(k \overline{r}_{01})$$

$$+ B_{\mu \nu, ij}(k \overline{r}_{20}) R_{g} B_{ij, nm}(k \overline{r}_{01})$$

(5.26)
\[
B_{\mu\nu, nm}(k\bar{\tau}_{12}) = \sum_{i=1}^{\infty} \sum_{j=-i}^{i} B_{\mu\nu, ij}(k\bar{\tau}_{20}) \text{Rg} A_{ij, nm}(k\bar{\tau}_{01}) \\
+ A_{\mu\nu, ij}(k\bar{\tau}_{20}) \text{Rg} B_{ij, nm}(k\bar{\tau}_{01})
\]  

(5.27)

in summation notation. In the above \(|\bar{\tau}_{10}| < |\bar{\tau}_{20}|\) and (5.27) is the expanded form of (5.24) in terms of the vector addition theorem coefficients given by [Chew 1990, pg. 591]. This form of the addition theorem is shown explicitly in summation form here to highlight the fact that the summation is truncated after \(P_{\text{max}}\) terms instead of the infinite bound given in (5.27).

Returning to matrix notation of (5.24) and (5.25), we see that the right-hand-side performs the operation of transferring vector spherical wave functions centered upon one of the spheres to the origin and then translating to the remaining sphere. Given an infinite number of spherical harmonics (i.e. \(P_{\text{max}} = \infty\)), this would be equivalent to directly transforming the vector spherical wave functions from one sphere center to the other (i.e. the left hand side of (5.24)). When \(P_{\text{max}}\) is finite however, the relations given by (5.24) through (5.27) are approximate, and the convergence of this relation with respect to \(P_{\text{max}}\) is a function of both the distance of the spheres from the origin and the proximity of the spheres to one another. This is due to the singular nature of Hankel functions at or near the origin.

The effect of this limitation can be observed by calculating the diagonal elements of \(\overline{\alpha}_{21}\) directly and comparing them with the matrix product \(\overline{\alpha}_{20} \cdot \overline{\beta}_{01}\) as in (5.24). This is done if Figure 5.4 for three different values of \(\bar{\tau}_{21}\) (\(\lambda/10, 2\lambda/10, \) and \(3\lambda/10\)) and three different limits for the number of dipole moments used in the spherical wave expansion (\(P_{\text{max}}, P_{\text{max}} + 2, P_{\text{max}} + 4\)), where the reference \(P_{\text{max}}\) is determined by (5.21) and is related to the magnitude of \(\bar{\tau}_{20}\) which is fixed at \(\lambda/2\) in this example. As \(|\bar{\tau}_{21}|\) gets smaller, the imaginary component of \(\overline{\alpha}_{21}\) increases due to the singular nature of Hankel functions. This is illustrated for the first three dipole moments illustrated in 5.4 for the three different distances of \(\bar{\tau}_{21}\). As the distance \(\bar{\tau}_{21}\) decreases, more terms in the global coordinate dipole expansion are required to reconstruct the large imaginary component of \(\overline{\alpha}_{21}\) from the matrix multiplication between \(\overline{\alpha}_{20}\) and \(\overline{\beta}_{01}\). When the value of \(\bar{\tau}_{21}\) is relatively large (\(3\lambda/10\)), there are a sufficient number of terms in the global dipole expansion to reconstruct \(\overline{\alpha}_{21}\). This can be seen in the lower set of three plots of Figure 5.4. As the scattering centers get closer however, and \(\bar{\tau}_{21}\) gets smaller, the imaginary component of \(\overline{\alpha}_{21}\) increases and a larger number of dipole moments in the global expansion are required to maintain accuracy of the dipole expansion. Thus, for Rayleigh sized scatterers and smaller, spaced closely together, the recursive T-matrix algorithm requires an unrealistically large number of dipole moments to accurately account for the interaction between scatterer centers.
Figure 5.4: Limitations of RATMA. (a) Imaginary component of the diagonal elements of $\overline{\alpha}_{21}$ computed using the matrix product $\overline{\alpha}_{20} \cdot \overline{\beta}_{01}$ as in (5.24) for three different values of $|\overline{r}_{21}|$. For each $|\overline{r}_{21}|$ ($\lambda/10$, $2\lambda/10$, and $3\lambda/10$), the exact value of $\overline{\alpha}_{21}$ (—) is given alongside the approximate values obtained by the matrix product with different values for the maximum number of dipole moments used (see legend). $P_{\text{max}}$ is given by (5.21). (b) Physical geometry used in the analysis. Shown are the three different particle positions (open circles) in relation to the fixed particle (shaded circle), and the distance, $A$ for calculating $P_{\text{max}}$. Particle diameter is $\lambda/10$. 
The consequence of this limitation is that the accuracy of the recursive form of the T-matrix algorithm in accounting for strong interactions between neighboring spheres depends not only upon the value of $P_{\text{max}}$ specified in (5.21), but also on how closely together the spheres are packed together and how much they are expected to interact. For the two-sphere problem, this error can be on the order of a one dB uniform loss (i.e. offset of power over all observation angles, as will be shown). For multiple spheres, or random media, the error is less predictable, but overall it should be noted that the error reduces with increasing $P_{\text{max}}$ and decreasing electromagnetic interaction between particles.

5.3 Examples

The following section is a series of examples utilizing the recursive aggregate T-matrix (RATMA) described in the previous sections. The electric field quantities that will be shown are elements of the scattering matrix, $\mathbf{\overline{S}}$, in the far field such that

$$E^{\text{sca}} = \frac{e^{ik_0r}}{k_0r} \mathbf{\overline{S}} E^{\text{inc}}.$$

The far field components of the electric field, $\mathbf{\overline{M}}$ and $\mathbf{\overline{N}}$, comprising the spherical basis functions, $\mathbf{\overline{V}}$ are written as

$$\mathbf{\overline{M}}^{\text{EF}}_{pq} = i_p e^{iq\phi} \frac{e^{ik_0r}}{k_0r} \frac{\hat{\theta} q^p(\cos \theta) + \hat{\phi} q^p(\cos \theta)}{\sqrt{2\pi}}$$

$$\mathbf{\overline{N}}^{\text{EF}}_{pq} = i_p e^{iq\phi} \frac{e^{ik_0r}}{k_0r} \frac{\hat{\theta} s^q(\cos \theta) + \hat{\phi} t^q(\cos \theta)}{\sqrt{2\pi}}.$$

The geometry of the setup is shown in Figure 5.5 where the principle observing plane is shown in reference to the incident electric field vector (i.e. the principle is defined as having its normal in the direction of the vertical electric field, $E_y^{\text{inc}}$).

Single offset sphere

Given the scattered electric field for a single sphere centered at the origin [Ruck et al., 1970] as $E_0(\theta, \phi)$, the observed field due to a sphere offset from the origin by a vector $\mathbf{\overline{r}_5}$ can be written as

$$E(\theta, \phi) = E_0(\theta, \phi) e^{-ik_0\mathbf{\overline{r}_5} \cdot (k_i - k_0)}.$$

If $k_0\mathbf{\overline{r}_5} = 5\hat{y}$, the phase of the observed field is shifted by $|k_0\mathbf{\overline{r}_5}| \sin \phi^{\text{sca}}$, and the electric field magnitude and phase appear as they do in Figure 5.6, where both the theoretical and T-matrix results can be seen to match very well.
Figure 5.5: Illustration of the incident and scattered electric field directions in reference to the principle scattering plane defined by the incident vertical electric field, $\mathbf{E}_v^{\text{inc}}$.

Figure 5.6: Magnitude and phase of a single sphere offset from the origin by $k_0r_0 = 5\hat{y}$. In this example, $k_0a = 0.5$ and $\epsilon = 6.93 + i0.1, P_{\text{max}} = 9, M_{\text{max}} = 1$. 

Two non-interacting spheres

For the case of two non-interacting spheres, the electric fields determined by (5.31) for a two single spheres, offset from the origin, may be added directly to determine the total field. For two spheres, offset by $\delta y$ along the $y$–axis as in Figure 5.7, the total electric field is given by

$$E(\theta, \phi) = 2E_0(\theta, \phi) \cos[k_0 \delta y \sin \phi_{sca}]$$  \hspace{1cm} (5.32)

As an example, the single sphere solution shown in Figure 5.6 can be adapted by adding another sphere on the other side of the $y = 0$ plane. Using the same parameters as in the single sphere example, it can be seen in Figure 5.8 that there is excellent agreement between the non-interacting analytical solution and the $T$-matrix solution.

Two interacting spheres

In this section, a simple example is set up to explore the effects of interaction between two spheres offset from the origin (Figure 5.9). In this figure, three spheres are shown lying along the $z$–axis. The first and second spheres are positioned at equal distances from the origin in opposite directions; only one of these spheres will be used at a time in the ensuing two simulations, one where the spheres are separated by a large distance and are not interacting, and the other where the spheres are closely spaced and strongly interact. This setup guarantees that the magnitude of the translation formulas used in both of these examples is the same, and therefore the accuracy of the translation formulas will be the
Figure 5.8: Co-polarized vertical and horizontal electric fields scattered from two spheres offset from the origin by $k_0 \delta = 5$. In this example, $k_0 a = 0.5$ and $\epsilon = 6.93 \pm 0.1$, $P_{\text{max}} = 9$, $M_{\text{max}} = 1$.

Figure 5.9: Two spheres aligned along the z-axis. The position of the inner sphere may be adjacent to the outer sphere, or opposite of it (as shown).
same between the two examples (the only difference between the examples is the degree of interaction between the two spheres). The solution for each configuration is performed using the recursive algorithm and the direct T-matrix inversion techniques. The radii of the spheres are $ka = 0.63$ and the distance of the outer sphere to the origin is $kd_{30} = 6.3$ (thus $kd_{31} = 1.3$, $kd_{32} = 11.3$, and $P_{\text{max}} = 16$).

As shown in the lower plot of Figure 5.10, the two non-interacting sphere simulation gives equivalent results for both the recursive and traditional T-matrix approaches. These results were previously shown to agree very well with theoretical results for non-interacting spheres (the value of $P_{\text{max}}$ was calculated by (5.21)). When the interaction between spheres becomes significant however, we see a shift between the result obtained from the direct and recursive T-matrix algorithms. Furthermore, the recursive method more closely approximates the result given by the traditional method as the value of $P_{\text{max}}$ is increased, even though the minimal value of $P_{\text{max}}$ specified by (5.21) has been surpassed. The geometry used in this study precludes the possibility of this error being due to a violation of the vector addition theorem (as is stated to be the cause by [Chew and Lu, 1995]) and illustrates the impact of the approximation described by (5.24) through (5.27).

The results shown by the two-sphere example illustrated by Figure 5.10 indicates a loss of energy in the system when using the recursive T-matrix algorithm. This power loss can be directly be attributed to truncation of the slowly convergent infinite series expansion implied by (5.24) and is a limitation of the recursive T-matrix algorithm. This limitation is only mentioned in a cursory manner by the literature, and when it is mentioned, the causes are inappropriately labeled as being due to a violation of the conditions for the vector addition theorem (specified in (5.7) through (5.9)). A violation of the vector addition theorem occurs when a source is located within the boundary of the aggregated T-matrix. Clearly, this example rules this possibility out and highlights the fact that errors are due to a truncation of the infinite series specified by (5.27).

As a final component of this interacting sphere example, the average error over observation angle between the direct and recursive algorithm over all angles of observation is shown in Figure 5.11 as a function of distance from the origin (normalized with respect to the distance between two adjacent spheres), polarization, and the number of terms used in the spherical wave expansion calculated using RATMA. In this example, $P_{\text{max}}$ refers to the limit determined by using (5.21), which increases as the distance from the origin increases. As can be seen in the figure, the error decreases steadily (but slowly) as the number of terms in the spherical wave expansion is increased. Furthermore, the errors in the hori-
Figure 5.10: Scattered field (vv-pol) from two offset spheres centered along the $z$-axis. Both plots show results for both the traditional $T$-matrix approach (labeled “exact”) and the recursive algorithm, where $P_{\text{max}}$ is given.
Figure 5.11: Average error (in dB) over observation angles between the scattered field of two interacting spheres calculated using the recursive T-matrix algorithm (RATMA) and the direct T-matrix approach for vertically and horizontally polarized fields. The variable, $P_{\text{max}}$, refers to the number of dipole moments kept in the spherical wave expansion as specified by [Bohren and Huffman, 1983]. The inset illustration (center left) describes the geometry of the simulation which specifies $d$, the diameter of the spheres, and $D$, the distance of the inner sphere from the origin.

Horizontally polarized field are much less than for the vertically polarized field because in this arrangement, the coupling between the two spheres is much less.

**Composite sphere**

As a final example, a composite sphere may be created out of an arranged set of individual spheres (this example is taken directly out of [Wang and Chew 1993]). This example requires that (i) the volume of the composite sphere to be the same as the large, single sphere and (ii) the individual composite spheres to be electrically small and to have a low dielectric contrast (i.e. to reduce volume scattering) and (iii) $P_{\text{max}}$ to be larger than the value specified by (5.21). Using a small sphere radius of $k_0a = 0.33$, a large sphere radius of $k_0A = 1.26$, and sphere permittivity of $\epsilon = 2.0 + i0.0$, the composite sphere can be built out of 57 individual spheres (Figure 5.12). The Mie series solution and numerical solutions for the co-polarized fields are shown to be in very good agreement in Figure 5.13 with a
best fit uniform dielectric Mie sphere which demonstrates that the recursive T-matrix can be used to some degree for high density arrangements when the interactions between neighboring spheres is not strong. It is expected however, due to the limitations in the recursive T-matrix algorithm, that the imaginary component in this composite sphere is overstated.

5.4 Variations

So far the T-matrix method has been demonstrated in it’s most basic form, as a method of summing together the scattering effects of a group of spheres. Given the spherical wave expansion of the scattered fields from any scatterer or group of scatterers, their effect may be included into a larger scattering solution via RATMA. Additionally, the T-matrix can be derived using the extended boundary condition technique for objects whose surfaces are expressible as mathematical functions (i.e. spheroids, etc.) [see Tsang et al., 1986; Chew 1990]. This technique is based upon extending the boundary condition at the physical surface of the scatterer to a virtual surface that is described by the largest sphere that may be inscribed within the scatterer. Thus, the extended boundary condition technique becomes less accurate as the volume of the scatterer outside of the inscribing sphere increases. For such instances, it may be more appropriate to split the scatterer into a group of subscatterers as was done in the composite sphere example.
Figure 5.13: Co-polarized vertical (solid lines and circles) and horizontal fields (dashed lines and stars). The Mie series solution is shown as continuous lines and the results from the composite sphere calculated using RATMA are shown as symbols. For \( k_0A = 1.26 \), \( k_0a = 0.33 \), and \( \epsilon = 2.0 + i0.0 \), values of \( P_{\text{max}} = 9 \) and \( M_{\text{max}} = 1 \) were used.

Elliptical scatterers

The T-matrix for spheroids whose surface is defined by the parametric equation

\[
\frac{x^2 + y^2}{a^2} + \frac{z^2}{c^2} = 1
\]

(5.33)

is treated by [Tsang et al., 1986, pg 191]. For a small ellipse, only the first order dipole moments are retained and the T-matrix may be written as

\[
\overline{T}_{\text{ell}} = \begin{bmatrix} \bar{0} & \bar{0} \\ \bar{0} & \overline{T}_{\text{ell}}^N \end{bmatrix} \quad \text{and} \quad \overline{T}_{\text{ell}}^N = \begin{bmatrix} T_1 & 0 & 0 \\ 0 & T_0 & 0 \\ 0 & 0 & T_1 \end{bmatrix}
\]

(5.34)

\[
T_0 = it_0 - t_0^2 \quad \text{and} \quad T_1 = it_1 - t_1^2
\]

(5.35)

\[
t_0 = \frac{2}{9} \frac{k_0^2 a^2 c (\epsilon_s - 1)}{1 + (\epsilon_s - 1) A_c} \quad \text{and} \quad t_1 = \frac{2}{9} \frac{k_0^2 a^2 c (\epsilon_s - 1)}{1 + (\epsilon_s - 1) A_a}
\]

(5.36)

\[
A_c = \begin{cases} 
\frac{1 - \epsilon^2}{2 \epsilon^2} \left[ \ln \left( \frac{1 + \epsilon}{1 - \epsilon} \right) - 2\epsilon \right] & \text{prolate spheroids} (c > a) \\
\frac{1}{2 \epsilon} \left[ 1 - \frac{(1 - \epsilon^2)^{1/2}}{\epsilon} \sin^{-1} \epsilon \right] & \text{oblate spheroids} (c < a)
\end{cases}
\]

(5.37)

where \( \epsilon = \sqrt{1 - (\min(a, c)/\max(a, c))^2} \) is the eccentricity and \( A_a = (1 - A_c)/2 \). (5.37) is the depolarization factor used in the low frequency mixing formula (3.8).
Figure 5.14: Rotation of coordinate axes from local coordinates \((x_0, y_0, z_0)\) to global coordinates \((x, y, z)\) by the Eulerian angles of rotation \((\alpha, \beta, \gamma)\)

**Rotation of the T-matrix**

For non-spherically shaped scatterers, it may convenient to determine the T-matrix of the scatterer in a local coordinate system and then to rotate that T-matrix relative to the global coordinate system. Such a procedure is accomplished by multiplying by the rotation matrix \(\overline{D}\) given by [Tsang et al., 1986, pg. 193]

\[
\overline{T} = \overline{D} \overline{T_0} \overline{D}^{-1}
\]  

(5.38)

The rotation takes place in three steps i) rotation of an angle \(\gamma\) about the \(z_0\)-axis in local coordinates to give an intermediate, primed coordinate system, ii) rotation by \(\beta\) about the \(y'\)-axis to give an intermediate double-primed coordinate system and iii) rotation of \(\alpha\) about the \(z''\)-axis to situate the scatterer in the global coordinate system. This series of rotations is illustrated in Figure 5.14. Note that the first rotation would have no effect on a scatterer that is axially symmetric about the local \(z_0\)-axis (such as the two types of ellipsoids discussed in the prior section).

### 5.5 Summary

The T-matrix method and recursive aggregate T-matrix (RATMA) of computing the scattered fields from a collection of subscatterers has been presented. It was shown that the method provides excellent results for a variety of problems ranging from a single offset sphere, two non-interacting spheres and a composite sphere composed of 57 subscatterers. Limitations of the recursive T-matrix algorithm for the problem of two interacting spheres were illustrated and explained. Additional treatment was given to the determination of the T-matrix for elliptically shaped particles and rotation of the T-matrix from a local
to a global coordinate system. The T-matrix algorithm that has been presented will be used extensively in the upcoming sections for addressing three-dimensional random media problems in electromagnetics.
CHAPTER 6

Determination of $\varepsilon_{\text{eff}}$ in Two and Three Dimensions

6.1 Introduction

In this chapter a new numerical method for determining effective permittivity of dense random media in two and three dimensions is presented. The core idea of the method is to compare the average scattered field of a random collection of scatterers confined within an imaginary boundary with the scattered field from a homogeneous dielectric of the same shape and size as the imaginary boundary.

The presentation of the material follows the chronological sequence in which the research was performed. The two-dimensional random media problem is first developed to provide insight into the dependence of the method’s convergence on particle size, boundary shape and boundary dimension. The numerical analysis is performed using the method of moments numerical solution to Maxwell’s equations where it is shown that the mean scattered field from a random collection of scatterers does converge to the scattered field that would be observed from a similar scatterer composed of a homogeneous dielectric. Results from this analysis are then used to evaluate the two-dimensional version of the effective permittivity theories discussed in Chapter 3 of this thesis. This portion of the work has been published by [Siqueira and Sarabandi, 1996].

The three-dimensional version of this same technique has been more recently developed by implementing the T-matrix algorithm described in Chapter 5 of this dissertation for a spherically shaped confining boundary. Results indicate that similar success can be demonstrated, however, the three-dimensional approach is much more limited due to computational limits imposed by the T-matrix algorithm.
6.2 Coherent Method for Determining Effective Permittivity

In this section the numerical procedure for characterizing the effective permittivity of a random medium containing discrete scatterers is outlined. The procedure for determining the effective permittivity is a four step process: (1) a collection of particles with a specified volume fraction and particle arrangement contained within an imaginary boundary is generated, (2) given an incident field, a numerical electromagnetic solution technique (such as the method of moments or the T-matrix algorithm) is used to solve for the scattered field, (3) scattered fields for each realization of the collection of particles are averaged over a set of observation angles to determine the coherent scattered field which is related to the shape and size of the imaginary boundary, as well as the effective permittivity and (4) the effective permittivity of the medium is found by finding the best fit between the coherent field from the Monte-Carlo simulations and the field scattered from a homogeneous medium with permittivity, $\varepsilon_{\text{eff}}$ having the same boundary as the imaginary boundary.

Occasionally, the packing algorithm described in Chapter 4 is used to simulate the arrangement of particles with arbitrary shape, size and orientation for "natural", dense media. Alternatively, a more simple algorithm which randomly places particles into an empty space can be used to mimick the particle arrangement for an ideal fluid. In either case, the arrangement of particles becomes the input step for the numerical solution for the scattered fields. Once this is obtained, the process is repeated many times in order to generate the statistics of the scattered field. This Monte-Carlo simulation determines the average (coherent) scattered field as a function of observation angle, $\theta$, for a random dense medium, $\langle E_{\text{random}}(\theta) \rangle$. By using the coherent scattered field obtained in this manner, it is possible to determine the effective propagation constant which can in turn be used to compare with QCA or even to create an empirical mixing formula for the simulated media.

To characterize the propagation constant of the mean field, we search for the dielectric constant of a uniform, homogeneous dielectric whose shape and size are the same as that used to bound the collection of random scatterers and exhibits the same scattering pattern. An example of the general concept of the technique is shown if Figure 6.1 for a rectangular dielectric slab. A numerical or analytical method can be used to determine the scattered field from this uniform dielectric as a function of observation angle and dielectric constant, $\overline{E}_{\text{uniform}}(\varepsilon, \theta)$ which is used in conjunction with a minimization technique to find the best fit permittivity for the observed scattered field of the uniform dielectric body to the average
Figure 6.1: Model for numerically determining $\varepsilon_{\text{eff}}$ for a random medium.

The field from the random scatterers:

$$
\varepsilon_{\text{eff}} = \min_{\varepsilon} \left[ \left| \frac{E_{\text{uniform}}^s(\varepsilon, \theta) - (E_{\text{random}}^s(\theta))}{(E_{\text{random}}^s(\theta))} \right| \right].
$$

To find the minimum of (6.1) by iteration requires calculation of the scattered field for each new trial. For this reason, a simple boundary shape whose analytical solution is known (such as the Mie series solution for a dielectric sphere) makes this calculation simple to perform. Alternatively, in two dimensions, a method of moments eigenanalysis procedure [Sarabandi 1994] can be used to convert the inversion of the impedance matrix operation in the method of moments to a simple matrix multiplication. This technique is specific for a dielectric body with fixed dimensions but unknown permittivity and is an ideal tool for this analysis.

6.3 Two-dimensional technique

6.3.1 Initial Results

The two-dimensional treatment of this method begins with Figure 6.2 which illustrates a 20% volume fraction rectangular sample of a random medium with circular inclusions whose diameter is 1/10th of the wavelength within the inclusions. For an incident field in the broadside direction (from above) a method of moments technique is used to calculate the scattered field for each realization. A sample of the TM and TE polarized scattered fields of 100 realizations of the random medium is illustrated in Figure 6.3 where it can be seen that the variation in the scattered field magnitude between each sample is considerable and non-symmetric about the forward scattering direction (180 degrees). The random behavior of the scattered field is a clear consequence of the random arrangement of inclusions between each trial. The average of this same coherent scattered field however has characteristics
Figure 6.2: Sample of a random medium with a volume fraction of 20%. Dimensions for this particular example are given in millimeters for a $48 \times 16$ mm rectangular slab with 1.6 mm diameter inclusions. The dashed line indicates the boundary that confines the sample of the random medium.

that are very representative of a uniform medium with a symmetrical shape (Figure 6.4).

The statistics of the forward and backscatter field magnitude accurately follow a Rice-Nakagami distribution as shown in Figure 6.5 [Stark and Woods 1986, pg. 94]. This is expected for the magnitudes of complex vectors whose real and imaginary components are normally distributed, independent random variables. It is expected that scattered fields at the other observation angles follow a similar distribution and that by the central limit theorem, the mean value of the scattered field may be obtained by averaging a sufficient number of samples together.

Demonstration of the ability of the method to find a true effective permittivity (comparable to that of a homogeneous dielectric) is given in Figures 6.6 through 6.8 for volume fractions of 10%, 40% and 80% respectively (these volume fractions are illustrated here to demonstrate the technique works over the entire range of volume fractions; similar results have been obtained for all volume fractions falling within this broad range). It can be seen in the demonstrated cases that the bistatic scattered field from the homogeneous dielectric gives an excellent fit to the entire average bistatic scattered field from the random medium even though only two points in the forward and backscatter direction are used in determining the effective permittivity. This is particularly remarkable in Figure 6.6 (10% volume fraction) where the locations of the scatterers for any particular realization is not
Figure 6.3: TM and TE polarized scattered fields for 100 realizations of the random medium illustrated in Figure 6.2. In this example, the observing frequency is 10 GHz and the permittivity of the inclusions is $3.6 + i0.1$
Figure 6.4: TM and TE polarized scattered fields averaged over 100 realizations of the random medium. In this example, the observing frequency is 10 GHz and the permittivity of the inclusions is $3.6 + i0.1$
Figure 6.5: Forward and backscatter field magnitude distributions. Numerical simulations (bar graph) follow closely the Rice-Kakagami distribution (solid line). This example is for a square boundary of dimension $1.5\lambda \times 1.5\lambda$, 40% volume fraction, TE polarization.
reflective of the shape and size of the imaginary boundary.

In Figure 6.9 it is demonstrated that the solution to (6.1) is unique. This observation was made by plotting the error function in (6.1) over the space of realistic $\varepsilon_{\text{eff}}$ (i.e. $1.0 \leq \varepsilon'_{\text{eff}} \leq \varepsilon'_{\text{inclusion}}$ and $0.0 \leq \varepsilon''_{\text{eff}} \leq 10\varepsilon''_{\text{inclusion}}$) whereby it was noticed that only one local and global minimum exists for the two-dimensional problem.

### 6.3.2 Effective Permittivity Dependence on Particle Size

Multiple trials of the presented method have been shown to provide values of effective permittivity independent of the boundary shape and independent of the boundary size once the size has passed some critical limit. This following subsection describes the analysis of the dependence of effective permittivity for varying particle size.

The shape considered in this example is a rectangular $3\lambda_i \times 1\lambda_i$ dielectric slab where $\lambda_i$ is the wavelength in a dielectric slab with permittivity $\varepsilon_i = 3.6 + i1.0$ which reflects the real part of the inclusion permittivities. The size is chosen in this example so that at a volume fraction of 100%, the discretization of the homogeneous slab of 10 samples per wavelength will still be valid. The mean particle diameter is chosen to be one of $\lambda_i/10, 2\lambda_i/10,$ or $3\lambda_i/10$ and follows a normal distribution with unity mean and 25% standard deviation ($N(1, 0.25)$). A minimum of 300 realizations were performed for each volume fraction and the mean scattered field was determined. From this mean scattered field, the forward and backscatter directions were used as sample points in the minimization algorithm given by (6.1). Other points might have been used, but empirical testing has shown that this was not necessary, convergence to a unique solution occurred for all volume fractions and all particles sizes used for both TM and TE polarizations of the incident and scattered fields.

Results from the simulations with varying volume fraction and particle size can be compiled onto a single plot that details the dependence of effective permittivity (real and imaginary components) on these parameters. Comparison can then be made with the theoretically derived mixing formula of Polder and Van Santen given in the previous section. This comparison is shown in Figures 6.10 and 6.11 for the TM and TE polarizations.

For the TM polarization it is interesting to note the exact agreement with the mixing formula model for small particle size for real permittivity. This behavior indicates that the mean field approach taken by the mixing formula is indeed effective for small particles illuminated by an E-polarized field. As particle size increases, we note a deviation from the mixing formula model. The imaginary component of the effective permittivity is especially illuminating as we note a measured loss term greater than the one predicted by the mixing
Figure 6.6: Algorithm results for 10% volume fraction. Shown here is a.) a sample collection of particles confined within an imaginary boundary, b.) average scattered TM field (solid line) and the scattered field from a homogeneous dielectric with permittivity, $\varepsilon_{\text{eff}}$ (dashed line), c.) average scattered TE field (solid line) and the scattered field from a homogeneous dielectric with permittivity, $\varepsilon_{\text{eff}}$ (dashed line).
Figure 6.7: Algorithm results for 40% volume fraction. See Figure 6.6 for description of individual sub-figures.
Figure 6.8: Algorithm results for 80% volume fraction. See Figure 6.6 for description of individual sub-figures.
Figure 6.9: Error function over the space of realistic $\varepsilon_{\text{eff}}$. Differences between the mean scattered field of the random medium and a homogeneous dielectric slab are minimized to determine the effective permittivity. To aid in illustration, the difference curve was inverted so that the peak of the displayed surface represents the best fit dielectric.
Figure 6.10: Simulation and mixing formula results for TM polarization. Real (---) and imaginary (---) components of the effective permittivity derived from the Polder-Van Santen mixing formula compared with effective permittivity obtained by numerical simulation. Symbols indicate different particle diameters of $\lambda_i/10$ (x), $2\lambda_i/10$ (o), and $3\lambda_i/10$ (*). Inclusion permittivity is $\varepsilon_i = 3.6 + i1.0$
Figure 6.11: Simulation and mixing formula results for TE polarization. See Figure 6.10 for more details.
formula, a result that indicates that the larger particles are contributing to the scattering process, a factor not accounted for in the mixing formula model.

For the TE polarization we see a significant deviation from the mixing formula results. The deviation of the numerical model however is an improvement over the mixing formula in that it follows the expected trend towards the limiting case of unity volume fraction. Similar to the case of TM polarization, the loss term for the H-polarized field demonstrates increased scattering losses due to the larger particle sizes as is expected.

This section has demonstrated how the presented method can be used to determine the effective permittivity for a random medium. The behavior of the effective permittivity was shown to behave in a manner consistent with what would be expected for changing volume fraction and particle size. An important question is whether or not the permittivity calculated is dependent on the shape and size of the bounding area used. The next section addresses this problem and offers answers as to how small the imaginary boundary may be to still reflect the large scale behavior of the material parameters.

### 6.3.3 Convergence Considerations

This section seeks to offer evidence for the convergence of the solution for effective permittivity and to test independence of the method from the shape of the imaginary boundary used. To begin this controlled study, small particles of uniform diameter $\lambda_i/10$ are used, where, as before, $\lambda_i$ is the field wavelength within the included material whose permittivity is chosen to be $\varepsilon_i = 3.6 + i0.1$, the background material being free space.

There are some important differences between the results shown in this section and those given in the previous section. In this section, the imaginary part of the scatterer permittivity is chosen to be ten times smaller than that used in the previous section to assure that multiple scattering is allowed to take place more significantly. As a consequence however, since the imaginary component of the effective permittivity is a factor of approximately thirty-six times less than the real component, numerical errors in the estimate of the imaginary component may be much more evident than those for the real component. Another difference of concern between this and the previous section is that scatterers of uniform diameter are used here. Thus for high volume fractions in the range of 50% to the limit of 91%, the resulting collection of scatterer positions will be nearly crystalline and therefore anisotropic. To avoid this additional complexity, only volume fractions ranging from ten to fifty percent are shown here.

Already we have seen the ability of the method to achieve an excellent fit between the
Figure 6.12: Solution dependence on boundary dimension for TM and TE polarizations. Different lines on the graph represent the average permittivity for a given volume fraction of $f = 0.1, 0.2, 0.3, 0.4$ or $0.5$.

average scattered field from the random medium and the scattered field of a homogeneous dielectric. There are two questions that will be addressed in this section: 1.) How large should the scattering boundary be? and 2.) How many realizations are required to determine the forward and backscatter field accurately? As it happens, the answer to these two questions are related; the larger the confining boundary gets, the larger is the variation of the electric field in the forward and backscatter directions. Thus as the bounded area increases, so does the uncertainty of the calculated field.

To determine the convergence of the method for changing boundary size, we refer to Figure 6.12 which displays the real part of the effective permittivity for the TM and TE polarizations as a function of boundary size for differing volume fractions of particles. We note in the figure that the solution is stable for a wide range of boundary sizes (i.e. horizontal lines). As boundary size decreases farther from the displayed range, it is expected that errors will increase due to an insufficient number of scatterers located within the boundary. At the other extreme of a large boundary size, it is expected that the numbers will become error prone due to the increased uncertainty in measuring the forward and backscattered field (see Figure 6.13 and the following paragraph).

The statistics of the forward and backscatter field magnitude was shown in Figure 6.5 to follow a Rice-Nakagami distribution where the mean value and standard deviation are
Figure 6.13: Standard deviation of backscattered field magnitude for three different volume fractions (0.1, 0.3 and 0.5), and both TM and TE polarizations. Similar behavior was observed for the forward scattered field as well.

Dependent on the boundary shape and size. To explore the size dependence of the standard deviation, Figure 6.13 shows the standard deviation of backscatter magnitude for changing boundary size and volume fraction for both the TM and TE polarization. It can be seen from the graphs that the variation in observed field is not strongly dependent on volume fraction, but does increase steadily as the boundary size increases. If we make the observation that the standard deviation increases by a factor of two between the boundary sizes of 1.5\(\lambda_i\) and 2.0\(\lambda_i\), to achieve a given accuracy of field magnitude, the larger boundary would require four times as many simulations. The ideal boundary size would then appear to fall somewhere between 1.0\(\lambda_i\) and 1.5\(\lambda_i\).

There are three basic geometries that have been tested: a circular disk, a rectangular slab and a square. Real and imaginary effective permittivities for these shapes are shown in Figure 6.14 (note that the imaginary component is multiplied by a factor of ten) as a function of volume fraction for both TM and TE polarizations. Given also for comparison are the 2-D mixing formula results derived in Chapter 3. From this figure it can be seen
Figure 6.14: Effective permittivity comparison for differing boundary shapes. Shown are the real and imaginary permittivities for three different boundary shapes: • – circular disk (diameter = 2λ_i), + – rectangular slab (3λ_i × λ_i) and and × – square box (1.5λ_i × 1.5λ_i). The imaginary part of the effective permittivity is multiplied by ten so that both parts of the effective permittivity may be displayed on the same graph. Lines indicate results from the two-dimensional Polder-Van Santen mixing formula.

that there is essentially an exact match between the real permittivities for all three shapes with some small deviation being noticed for the imaginary part of the effective permittivity. These differences are likely due to difficulties in estimating an imaginary component that is much smaller than the real component of the permittivity.

So far, in this section it has been demonstrated that the proposed technique yields stable results independent of boundary shape and size. It was also shown that the forward and backscattered field magnitudes accurately follow a Rice-Nakagami distribution whose variance increases as a function of boundary dimension. One final test is to show the dependence of minimum boundary size on particle diameter. As particle size increases, it is expected that increased scattering and reduction in the number scatterers for a given volume fraction will increase the minimum boundary dimension for which the algorithm
Figure 6.15: Real part of effective permittivity versus boundary dimension for three different particle sizes: $\lambda_i/10 \times, 2\lambda_i/10 \circ, 3\lambda_i/10 \ast$ and a volume fraction of 40%, TM polarization.

will converge. Figure 6.15 demonstrates this behavior by plotting the effective permittivity as a function of boundary dimension for three different particle sizes ($\lambda_i/10, 2\lambda_i/10, \text{ and } 3\lambda_i/10$) at a volume fraction of 40%, for a TM polarized field. From this figure it is evident that the $\lambda_i/10$ particles converge to a stable value even at the smallest of boundary sizes used. As particle size increases, so does the required boundary dimension. Particles of diameter $3\lambda_i/10$ require a boundary equal to, or larger than, two wavelengths before reaching convergence. Thus, care must be taken to insure that 1.) boundary size is large enough to insure convergence and 2.) a sufficient number of realizations is used to sufficiently calculate the coherent field.

6.3.4 Two-Dimensional Particle Arrangement Methods

In Chapter 3, the thoery was developed for the two-dimensional quasi-crystalline approximation where it was noted that the pair distribution function was the unknown which was most difficult to characterize. In reality the pair distribution function may be es-
timated in one of three ways: 1.) experimentally, 2.) theoretically or 3.) numerically. Experimental estimation of the pair distribution function is extremely difficult due to the fact that it entails a detailed study of the particle structure for each random medium being considered. A theoretical approach may be used to model the physical distribution of particles in a medium but we may be limited to only a certain class of media which may be described by the mathematical model. Alternatively, a numerical approach may be used to directly model the arrangements of particles via Monte-Carlo simulations based on a computer model the particle deposition. The numerical model, has the advantage of increased flexibility in addressing a variety of physical methods of particle deposition and interaction.

In this section a set of four distinct pair distribution functions is presented with the goal of using these to explore the dependence of effective permittivity on the pair distribution function. Each of these functions has been given a simple label (in parentheses) that will be used for reference in a later section.

**Hole Correction (HC).** The hole correction formula is the simplest of the theoretical pair distribution functions and can be used to model an ideal gas consisting of mono-sized particles of diameter \( b \) (see Chapter 3).

\[
g(\rho) = \begin{cases} 
0 & \rho < b \\ 
1 & \rho \geq b 
\end{cases}
\]  

(6.2)

HC has the effect of eliminating the \( \bar{I}_2 \) term in (3.43) and thus it is possible to use QCA-HC as a measure to gauge the effect of the pair distribution function on the QCA formulation.

**Classical fluid medium (PY).** Of the theoretical pair distribution functions, the most common is given by Percus and Yevick [1958] which can be used to model particle positions in a classical fluid of hard spheres. Three-dimensional closed form solutions of PY can be found in Wertheim [1963] and have been shown to agree closely with numerical simulations of particle arrangements [Ding et al., 1992]. In two dimensions, the PY equations have been solved numerically by Lado [1968] (Figure 6.16). The assumptions of hard-sphere PY are 1.) there are no external forces acting on the particles and 2.) the potential energy between particles is infinite when they overlap and zero when their centers are separated by a distance greater than one particle diameter. The first assumption allows the system energy to be directly related to the particle arrangement and the second assumption creates a basis from which this energy may be calculated. These assumptions are the physical parallel of placing particles randomly within a confining volume until a given volume fraction or particle density has been reached.
Figure 6.16: Simulation of a classical fluid for a volume fraction of 30%. Shown are results from Monte-Carlo numerical simulations and the PY equation in two dimensions solved by Lado.

In performing two-dimensional numerical simulations, it was found that volume fractions from 0 to approximately 48% were attainable without resorting to arrangement initialization techniques (such as given by Metropolis et al. [1953]). Initialization techniques allow high particle densities to be reached by initializing particle positions to a totally packed crystalline array. Individual realizations are performed by perturbing particles from their original positions by a random vector. It should be noted that by resorting to this method, we can no longer guarantee an axially symmetric pair distribution function and for this reason, only volume fractions below 45% are generally used for the analysis component of this paper. It may be however that it is possible to determine a mean pair distribution function which calculates probable particle locations based on radial distance only and ignores the angular dependence by averaging over all angles. While this violates the assumption made in determining (3.61), we can examine the effects of the approximation here.

**Particle extraction method (extract).** Particles are arranged together in a near crystalline fashion using a packing algorithm (PA) described in Siqueira et al. [1995]. Particles are removed one by one without disturbing the lattice until the desired volume fraction is achieved (Figure 6.17). Because of the effect of gravity, the pair distribution function is not axially symmetric. The pair distribution function is shown in the vertical direction (o), the horizontal direction (x) and for the azimuthal average (solid line).

**Snow-type medium (snow).** This two-dimensional simulation utilizes PA to simulate the process of falling snow (Figure 6.18). In this simulation, deposited particles are made to stick near their initial starting points after which the volume fraction is adjusted using
Figure 6.17: Particle arrangement simulation using particle extraction from a near perfect lattice for a volume fraction of 30%. Shown is the average pair distribution function over all angles and the pair distribution function from the vertical and horizontal directions which accentuate the azimuthal asymmetry. Because the basic structure of the lattice remains unchanged for different volume fractions, the pair distribution function does not change with particle number density.

the extraction method. Particles are not allowed to find their state of minimum potential energy. This stacking process is reflected in the pair distribution function which illustrates an ordered array in the vertical direction (o) and a disordered one in the horizontal direction (x).

In this section, we have discussed four different methods of arranging particles in a volume or area. Each of the different methods were presented to illustrate the variety of pair distribution functions that can be achieved by altering the method of particle deposition in the simulations. The presentation accentuated the fact that the pair distribution functions are not necessarily axially symmetric nor similar, effects that will be further explored in the paper. The resulting pair distribution functions can be used directly in the QCA theory developed in Chapter 2 to analyze the sensitivity of QCA to the pair distribution function, $g(r)$, or we can extend our evaluation one step farther by using the particle position simulations to directly determine the effective constant of propagations for a random medium.

6.3.5 Evaluation of Theoretical Methods

In this section, a comparison between the behavior of numerical technique compared to the theoretical methods developed in Chapter 3 as a function of particle size, polarization, volume fraction, scattering/dielectric losses and particle arrangement method is
explored. To begin, a set three sets of six plots (Figures 6.19, 6.20 and 6.21) are presented which demonstrate the theoretical and numerical methods dependence on particle size, volume fraction, polarization and dielectric loss. Figure 6.19 (TM polarization) and Figure 6.20 (TEpolarization) demonstrate real and imaginary $\varepsilon_{\text{eff}}$ performance for particles with a modest amount of dielectric loss ($\varepsilon_i = 3.6 + i0.1$) while Figure 6.21 gives the imaginary component of $\varepsilon_{\text{eff}}$ for particles with low dielectric loss ($\varepsilon_i = 3.6 + i0.01$) for both TM and TE polarizations. The real component of $\varepsilon_{\text{eff}}$ is not included in Figure 6.21 because it was found that the behavior of Re($\varepsilon_{\text{eff}}$) did not change appreciably from the examples given in Figures 6.19 and 6.20. In all three figures, a classical fluid (PY) was used to model particle positions for both QCA and the numerical method. The particle diameters used in each of the demonstrations range from $\lambda_i/10(kd = 0.33)$, $2\lambda_i/10(kd = 0.67)$ to $3\lambda_i/10(kd = 1.0)$ as the plots go from left to right ($k$ is the wavenumber of the included particles).

Referring to Figures 6.19 through 6.21, the following observations are in order:

1.) Re($\varepsilon_{\text{eff}}$), TM polarization. The real part of the effective permittivity is practically the same for the theoretical methods of PVS, EFA, QCA-PY, QCA-HC and NUM-PY for all volume fractions, particle size and both values of particle dielectric loss (Figure 6.19(a) through (c)). The performance of EFA and PVS degrades as particle size increases, an effect of an increase in scattering by the larger particles. Both QCA-PY and QCA-HC track the behavior of the numerical method well in this aspect because of the inclusion of multiple scattering terms in the QCA formulation. Note that PVS may be used as a reference as particle size varies because particle size is in general not a factor in mixing
Figure 6.19: Comparison between five methods of determining effective permittivity for a TM polarized field: EFA (\(-\)), PVS (\(\ldots\)), QCA-PY (\(\circ\)), QCA-HC (\(\oplus\)) and NUM-PY (*). Plots (a) through (c) illustrate Re\((\varepsilon_{\text{eff}})\) and (d) through (e) illustrate Im\((\varepsilon_{\text{eff}})\) as a function of volume fraction using a model of particles \((\varepsilon_i = 3.6 + i0.1)\) suspended in a classical fluid. Particle diameter ranges from \(\lambda_i/10(kd = 0.33)\) (a and d), \(2\lambda_i/10(kd = 0.67)\) (b and e), to \(3\lambda_i/10(kd = 1.0)\) (c and f).
Figure 6.20: Comparison between five methods (QCA-PY, QCA-HC, EFA, PVS and NUM-PY) of determining effective permittivity for a TE polarized field. See the caption of Figure 6.19 for details.
Figure 6.21: Comparison between five methods (QCA-PY, QCA-HC, EFA, PVS and NUM-PY) of determining the effective permittivity for TM and TE polarized fields. The permittivity of the included particles is $\varepsilon_i = 3.6 + i0.1$. The real component (not shown) is essentially unchanged from the previous example when $\varepsilon_i = 3.6 + i0.1$. See the caption in Figure 6.19 for details.
formulae. We may notice therefore, via PVS, that QCA-PY, QCA-HC and NUM-PY agree that phase velocity decreases with increasing particle size. The similarities between the results of Re(ε$_{\text{eff}}$) for both low loss and moderate loss inclusions indicate that dielectric loss in the particles does not appreciably effect the phase velocity. This may also highlight the effect that only near particle interactions effect the real part of ε$_{\text{eff}}$.

2.) Im(ε$_{\text{eff}}$), TM polarization. The imaginary part of the effective permittivity displays a more complex behavior than the real part as a function of volume fraction and particle size. The theoretical and numerical methods agree well at low volume fractions with the exception of small particle sizes for moderately lossy inclusions (Figure 6.19, part (d)). In this respect, while it is known in the low frequency limit that all the methods agree, the losses indicated by NUM-PY are significantly larger than results given by the theoretical methods of QCA-HC and QCA-PY. We believe that these differences may be caused by an overestimation of absorption losses with respect to the multiple scattering losses for the methods of QCA-PY and QCA-HC. That is, numerically, we detect more multiple scattering than QCA does for moderately lossy particles with sizes that are relatively small with respect to wavelength.

We may also note that QCA-PY does an excellent job of tracking the losses predicted by NUM-PY for the larger particle sizes shown in parts (e) and (f) of Figure 6.19. At a volume fraction of approximately 20% the methods of QCA-PY and QCA-HC diverge significantly with a trend reversal seen in QCA-PY due to the contribution from the pair distribution function. In both cases for the larger particles we also see a significant difference between EFA, QCA-PY, QCA-HC, NUM-PY and that of PVS, an effect that is expected because of the scattering losses incurred by the larger particles are not accounted for by the mixing formula.

The change in Im(ε$_{\text{eff}}$) is considerably more noticeable between Figure 6.19 parts (d) through (f) and Figure 6.21, parts (a) through (c). Proportional to the PVS mixing formula the losses are significantly larger for ε$_i$ = 3.6 + i0.01 than for ε$_i$ = 3.6 + 0.1, indicating that multiple scattering is a much more dominant factor in the low loss case. The multiple scattering however does not translate into greater losses overall as we can see that the numerical method predicts lower losses in general than the losses predicted for particles with higher dielectric loss. What this means is that although the field in the ε$_i$ = 3.6 + i0.01 case interacts with more particles, the field does not suffer enough additional absorption losses due to the multiple interactions to make up for the absorption losses incurred with the lossier ε$_i$ = 3.6 + i0.1 particles. We also make a final note that QCA does a comparably well
job at predicting Im($\epsilon_{\text{eff}}$) in this case as it did in the previous TM case when $\epsilon_i = 3.6 + i0.1$.

3.) $Re(\epsilon_{\text{eff}})$, TE polarization. The real parts of $\epsilon_{\text{eff}}$ for all methods and particle sizes agree well at the low volume fractions but begin to deviate at a volume fraction of about 20% (Figure 6.20, parts (a) through (c)). This effect is expected because of the necessary non-linear contribution from electrical dipoles to the total field for the TE polarization. The trends of EFA, QCA-PY, and QCA-HC all follow that of the PVS model relatively well despite an even poorer performance for the theoretical methods in the prediction of scattering losses (discussed below). We note that NUM displays the physically expected trend of $\epsilon_{\text{eff}}$ approaching $\epsilon_i$ as volume fraction increases towards unity.

4.) $Im(\epsilon_{\text{eff}})$, TE polarization. We may first note that all methods agree well with respect to losses at very low volume fractions irrespective of particle size. In the zero to twenty percent volume fraction range it is evident that QCA-PY and QCA-HC reflect the correct trend of increased scattering loss for increased particle size. However, for this polarization, the dominant term in (3.43) is $\overline{T}_e$ (the particle exclusion integral) and not $\overline{T}_2$ (the integral dependent on the pair distribution function). Thus Im($\epsilon_{\text{eff}}$) becomes unphysically negative be seen through the effect of QCA-PY following QCA-HC into the non-physical domain of negative Im($\epsilon_{\text{eff}}$). QCA-PY and QCA-HC do not adequately describe the multiple scattering losses at fractional volumes greater than 5% and in fact the scattering losses under-predicted by QCA-PY and QCA-HC significantly fall below the lower limit given by the PVS mixing formula.

In Figure 6.21, parts (d) through (f) we illustrate the behavior of Im($\epsilon_{\text{eff}}$) for low-loss particles whose permittivity is $\epsilon_i = 3.6 + i0.01$. Without the additional support of dielectric losses, QCA gives realistic values for Im($\epsilon_{\text{eff}}$) for only the smallest of volume fractions. As with the TM case, the losses predicted by NUM-PY are larger in proportion to the losses predicted by PVS but are smaller overall than the losses shown in Figure 6.20 (d) through (f).

It may be disturbing to see the poor performance of QCA in its ability to predict losses for TE polarized fields (Figures 6.20 and 6.21). To answer questions related to this effect, it is useful to examine the low frequency behavior of QCA (or more specifically QCA-HC) for both the TM and TE polarizations (Figure 6.22). Only the hole correction formula with QCA is used in this demonstration to examine the effect of the exclusion integral, $\overline{T}_e$, term in (3.43). The results of QCA-HC are compared with the PVS mixing formula (which is essentially the low frequency limit of EFA) so that a single curve can be used as a reference for different particle sizes. The real component of $\epsilon_{\text{eff}}$ for both polarizations follows that
Figure 6.22: Performance of QCA-HC at very low frequencies. Shown is \( \text{Im}(\epsilon_{\text{eff}}) \) for particles with diameter \( \lambda_i/800, \lambda_i/80, \lambda_i/20, \) and \( \lambda_i/10 \) for both TM and TE polarizations (\( \epsilon_i = 3.6 + i0.1 \)).

of PVS very closely for all particle sizes and therefore is not shown. Only for particle diameters of \( \lambda_i/20 \) and larger does \( \text{Im}(\epsilon_{\text{eff}}) \) deviate significantly from PVS for the two polarizations, but the deviation for the TM polarization is much milder than that shown for a TE polarized field in which \( \epsilon_{\text{eff}} \) actually becomes negative. We attribute these differences to the higher order singularity found in the Green’s function for a TE polarized field (i.e. dipole interactions instead of mono-pole interactions as is the case for TM polarization).

The negative trend seen for the TE polarized field is much more difficult for the \( \overline{I}_2 \) term in (3.43) to overcome and it is for this reason that we see the degraded performance of the TE polarization results shown in Figures 6.20 and 6.21.

Given the extensive analysis presented so far with respect to the performance of QCA, EFA, PVS and NUM, it is convenient to present the results in a more compact form. To this end, Figure 6.23 is presented to graphically illustrate the differences between the three theoretical method’s (QCA, EFA and PVS) and the numerical method’s (NUM) estimation of \( \epsilon_{\text{eff}} \) in terms of validity regions. The differences used to determine the validity regions were computed in terms of errors with respect to the numerical method given by

\[
\text{err} = \frac{\text{theory} - \text{NUM}}{\text{NUM}} \times 100\%.
\]
Figure 6.23: Validity regions based on 20% differences between imaginary $\varepsilon_{\text{eff}}$ for the numerical method of determining $\varepsilon_{\text{eff}}$ (NUM-PY) and the theoretical methods of QCA-PY (light gray), EFA (hatched) and PVS (dark gray) for (a) TM, $\varepsilon_i = 3.6 + i0.1$, (b) TM, $\varepsilon_i = 3.6 + i0.01$, (c) TE, $\varepsilon_i = 3.6 + i0.1$, (d) TE, $\varepsilon_i = 3.6 + i0.01$. The plain white regions indicate where none of the theoretical models yield satisfactory results.

The numerical method is used as a reference because there are no current exact formulations to determine $\varepsilon_{\text{eff}}$ in the regions under consideration and the numerical method is the only method presented thus far that displays the expected behavior of $\varepsilon_{\text{eff}}$ as a function of volume fraction, particle size and polarization. The validity regions were drawn to enclose areas where differences between the numerical and theoretical methods were less than 20%. The validity regions shown are based on a grid of numerical simulations that varied the volume fraction from 5% to 45% in 5% steps and varied particle sizes from $kd = 0.33$ to $kd = 1.0$ in steps of one third. It should be noted that because NUM is used as a reference, errors in NUM will manifest themselves as a systematic offset in the presented validity regions of QCA, EFA and PVS. Additional regions of validity have also been drawn for the limiting cases of low frequency and low fractional volume where all of the different methods employed are known to converge. Because of computational limitations, it was not possible to test the high frequency limits of the theoretical methods.

Figure 6.23 illustrates well the behavior of the theoretical methods as a function of
volume fraction, particle size and polarization. QCA-PY for the TM polarization does well with the exception of \( kd = 0.33 \) sized particles (a region which was discussed earlier) and the region of volume fractions extending between 30% and 40%. In this latter region, the reduced performance of QCA is most likely due to an enhanced component of multiple scattering with respect to the other volume fractions. This behavior has been observed both numerically and experimentally [Nashashibi and Sarabandi, 1995].

As a final analysis of QCA, we compare the numerical method's evaluation of \( \epsilon_{\text{eff}} \) with that of QCA for the array of different particle arrangement methods presented earlier (Figure 6.24). To simplify the treatment, only the angular averaged pair distribution functions were used. At a volume fraction of 30% and \( \epsilon_i = 3.6 + 0.01 \) we expect multiple scattering to play an important role in determining \( \epsilon_{\text{eff}} \). It can be noticed that the exact form of the pair distribution function has little effect on the performance of QCA or NUM for \( \text{Re}(\epsilon_{\text{eff}}) \) for both the TM and TE polarizations, with the possible exception of the snow simulation.

More interesting however is the behavior of \( \text{Im}(\epsilon_{\text{eff}}) \) to the different methods of particle arrangement. By examining Figures 6.16 through 6.18, it can be seen that the PY simulation yields a loose collection of scatterers whereas the extraction technique generally yields sets of compact groups. The snow-type medium simulation falls somewhere between these two extremes. The enhancement of scattering losses when particles are clumped together is reflected in the results given by NUM; \( \text{Im}(\epsilon_{\text{eff}}) \) is least for PY and greatest for the extraction method. Physically, this makes sense, the grouping together of particles acts as a coherent collection of scatterers whose cross section is greater than what it would be for all of the scatterers acting independently. The implications of this result argues strongly against the use of the Percus-Yevick pair distribution function (which models a classic fluid) in the determination of extinction for granular media deposited under the influence of gravity. Snow, sand and soils are good examples of the type of media which fall into this category.

6.3.6 Conclusions

A two-dimensional numerical technique based on the method of moments was discussed and developed which may to determine effective permittivity of a random medium. It was shown that the behavior of effective permittivity followed expected trends from low to high density and from low to high frequency. Results of the technique were used to evaluate theoretical methods of determining this same quantity. One of the theoretical methods in common use today is the quasi-crystalline approximation (QCA). Because QCA depends on the form of pair distribution function used, a variety of different particle arrangement
Figure 6.24: Effective permittivity comparison between particle arrangement methods. Volume fraction = 30%, $\epsilon_i = 3.6 + i0.01$, a.) TM Polarization and b.) TE Polarization.

methods were presented. The behavior of the methods and the general behavior of effective permittivity were then studied for a variety of different situations, from which it was possible to determine regions of validity for the theoretical methods based on the presented numerical method. Finally, a comparison was made between the effective permittivities found by the numerical method and the quasi-crystalline approximation as a function of particle arrangement method. From this analysis, the following conclusions have been made:

1.) The real component of effective permittivity is essentially the same for all methods up to a value of $kd \approx 1$. The TM polarization in this respect is valid for all volume fractions and the TE polarization is valid up to a volume fraction of 20%.

2.) Given 20% error bounds, the losses predicted by QCA for the TM polarization agree quite well with the numerical method (Figure 6.23a,b). It is important however to use the correct form of pair distribution function (Figure 6.24a).

3.) The losses predicted by QCA for the TE polarization agree very poorly with the numerical method (Figure 6.23c,d). At volume fractions greater than 15% it is not uncommon for $\text{Im}(\epsilon_{eff})$ to become unphysically negative. We believe this poor behavior is due to the strong singularity found in the Green’s function for this polarization.

4.) The effect of decreasing absorption losses of the inclusions has the expected effect of increasing multiple scattering but this does not translate into higher total losses.

5.) The pair distribution function (or similarly, the particle arrangement method) does play an important role in determining extinction (Figure 6.24). It is believed that this
is due to the effect of two neighboring particles acting together as a single larger particle. Thus it is inappropriate to use the Percus-Yevick pair distribution when analyzing a random medium whose particle locations do not resemble a classical fluid.

The work presented in the paper opens up a number of avenues for future work. In two dimensions the effect of the angular asymmetry in the pair distribution function on QCA can be explored by carrying out the two-dimensional integration in (3.41). It would also be informative to analyze the effect of varying \( \text{Re}(\epsilon) \) on \( \epsilon_{\text{eff}} \) and to determine an empirical method of determining the effective permittivity based on a combination of QCA and generalized results found by NUM. The most important and useful future work however, will be to bring the presented analysis and methods into three dimensions. In this sense, the study presented here offers an important set of methods and background that can be used to conduct that investigation.

### 6.4 Three-dimensional Technique

In the last section, the technique for determining the effective permittivity of a random medium was demonstrated in two dimensions to give reasonable, reliable results. The purpose of this section is to bring the technique that was so well explored in two dimensions into the three dimensional domain. The transformation of this process into three dimensions incurs a significant amount of complexity due to the added dimension of the problem. Issues that must be addressed, or issues that limit the ability of the algorithm to explore the full three-dimensional space can be enumerated as follows:

1. The number of particles that fill the bounding space has increased by an order of dimension (i.e. \( N^2 \rightarrow N^3 \)). The use of shapes other than spheres makes the particle arrangement a separate task within itself. While the packing algorithm can be used to address this problem efficiently, it is not explored here because of the added degree of complexity that this would add to the problem.

2. The variety of boundary shapes that can be used are limited to the small number that can analytically be solved for (i.e. a sphere is the most practical). Solving for the scattered field of other homogeneous bodies with variable permittivity would be very time consuming.

3. Three dimensional numerical methods that can address this problem in an accurate and efficient manner are limited. Initially, it was thought that the recursive T-matrix
algorithm (RATMA), discussed in Chapter 5 would be appropriate for this task, but it was later discovered that the recursive aspect of this algorithm has limitations which make the algorithm unusable for this purpose.

4. The number of electromagnetic unknowns in the problem has grown considerably, thus simple trials of the method can be time consuming and computationally intensive.

6.4.1 Convergence Considerations

The computational overhead incurred by the three-dimensional problem is significantly larger than that for the two-dimensional problem. Thus it is necessary to judiciously explore the limits of the method of determining effective permittivity so that the computation costs are minimized. The first consideration of interest is to determine how many realizations of the random medium are necessary to achieve convergence. In this case, one realization refers to a random medium sample that is confined within a spherical boundary (whose ideal dimension will be determined later). Within each realization of the random medium it is possible to choose an incident field direction and the orientation of the observing plane over which the scattered field is computed (see Figure 5.5). For different directions of incidence and different orientations of the observation plane, separated by a fixed distance of solid arc, it is expected that the scattered fields would be uncorrelated. In this way, the number of “independent” samples can be increased by changing the geometry of the incident field and the plane for calculating the scattered fields. This type of operation is the equivalent of rotating the sample of the random medium to generate independent samples for measurement. Furthermore, even if the scattered fields derived in this manner are correlated to some degree, the use of multiple independent realizations ensures that the correlation will not bias the answer. This is an important point because the calculation of the T-matrix for a collection of scatterers is computationally expensive compared to the cost of altering the incident and scattered field geometries.

With the above considerations in mind, it is informative to display the variation in the observed scattered fields for this problem, similar to what was demonstrated for the two-dimensional method. In Figure 6.25, 50 scattered fields calculated from a single realization of a random medium with a twenty percent volume fraction is shown. The variation in the signals between each calculated field is considerable, but when these fields are averaged together, a scattered field pattern that is indicative of a uniform dielectric sphere emerges (see Figure 6.26). This particular example has been for a single realization of the random
medium, and in of itself, is not appropriate to be used to determine effective permittivity. The scattered fields between realizations themselves need to be averaged to converge on the final coherent scattered field for the random medium, and this field is in turn used to determine the effective permittivity. Figure 6.26 displays both the vertically polarized averaged field for the scattered fields obtained from a single realization and the averaged scattered field determined using 30 and 50 realizations. From the figure it can be seen that between 30 and 50 realizations of the random medium are sufficient to converge on a single scattered field.

When the approach to the three-dimensional problem was first being designed, it was thought that the recursive aggregate T-matrix algorithm (RATMA) developed in Chapter 5 would be an ideal tool for the analysis of effective permittivity. What made this algorithm very appealing was its ability to calculate the scattering from a large number of spheres by recursively adding the effects of spheres in circumferential sets of shells. Thus, a large problem could be tackled with an efficient use of the computer. As was discussed in Chapter 5 however, RATMA is limited in its ability to efficiently calculate the multiple interactions between two neighboring spheres. This limitation has the effect of increasing the losses of the homogeneous sphere because terms in the spherical wave expansion (i.e. energy) are eliminated in the vector translation formulas. This problem is exacerbated as the volume fraction increases because multiple particle interactions also increase with volume fraction. Figure 6.27 demonstrates this effect by showing the scattered field from a 20% volume fraction medium using different quantities of spheres that are added by RATMA at each iteration. The direct T-matrix solution occurs when all of the spheres are added during the first iteration (i.e. \( n' = N \)) and is assumed to be numerically exact. The differences seen in the scattered field patterns calculated by RATMA compared to the direct T-matrix approach, illustrated in Figure 6.27, are large enough to eliminate the possibility of using RATMA for the purpose of determining effective permittivity.

The consequence of this limitation is that only the direct T-matrix algorithm can be used for solving for the scattered field from a collection of spheres. The direct T-matrix however is computationally limited because it requires the inversion of a large matrix whose dimension is directly proportional to the number of spheres that compose the composite scatterer. In general, it is not feasible to accommodate a large number of spheres (greater than 150) into the direct T-matrix algorithm; thus, an upper limit is placed on the diameter of the bounding sphere. This limit is proportional to (i) the volume fraction of the scatterers and (ii) the diameter of the subscatterers. Because of these limitations it is necessary to perform
Figure 6.25: Vertically polarized scattered fields (magnitude and phase) calculated for different orientations of the incident field and the plane containing the observed scattered field. Shown are 50 realizations for a two wavelength diameter sphere with 1/10 th free space wavelength dielectric spheres ($\varepsilon = 6.0 + i0.1$) and a volume fraction of 20%.
Figure 6.26: Vertically polarized averaged scattered field using (i) 330 different orientations of the incident field and plane of observation for a single realization of the random medium, (ii) 30 independent realizations of the random medium and (iii) 50 independent realizations of the random medium. See Figure 6.25 for further details.
Figure 6.27: Scattered field magnitude from 50 realizations of a 20% volume fraction random medium calculated using different values of $n'$ (number of spheres added at each iteration) using the recursive aggregate T-matrix algorithm. When $n' = N$, RATMA is the equivalent of the direct T-matrix algorithm (in this case $N = 115$).
an in-depth sensitivity analysis to determine if the coherent scattered field is sufficiently sensitive to accurately determine the effective permittivity.

6.4.2 Sensitivity Analysis

A Mie series solution can be used to generate the scattered field patterns of a dielectric sphere with uniform permittivity. Generating a series of curves for different values of permittivity shows that the scattered field pattern is mostly sensitive to the diameter of the sphere and the real component of the permittivity. The imaginary component, for spheres whose dimension is less than several wavelengths, has a secondary effect on the overall pattern and it is expected that this component will be the most difficult to detect. With this in mind, two sets of three plots are displayed in Figures 6.28 and 6.29 to illustrate the sensitivity of the scattered fields on the imaginary component of permittivity for varying diameters of the bounding sphere (0.67λ, 1.3λ and 2λ).

From the set of plots in Figures 6.28 and 6.29, the following conclusions can be drawn:

1. The overall shape of the scattered field is sensitive to the real part of effective permittivity while the backscatter direction is the most sensitive to the imaginary component of effective permittivity.

2. To detect meaningful differences in the backscatter field accurate enough to estimate the imaginary component of effective permittivity to within ±0.01, accuracies of approximately 0.05 dB (D = 0.67λ), 0.5 dB (D = 1.3λ), and 0.6 dB (D = 2λ) are required. This translates into 8300, 90, and 60 independent samples, respectively for the different diameters, averaged together. These numbers were obtained assuming a Rayleigh distribution for the backscatter field magnitude. By setting 30 degrees of arc between different incident field directions and orientations of the plane of observation, each individual realization of the random medium provides a total of 336 scattered field patterns, some portion of which are likely correlated; 30 independent realizations give a total of 10,000 scattered field patterns. Thus the accuracies required for the two larger sphere diameters are realizable, but the number required for the small sphere diameter may be unrealistic.

6.4.3 Calculation of Effective Permittivity in Three Dimensions

For the example that is about to be developed, glass spheres (ε = 6.93 + i0.1) with diameter of λ/5 are used as inclusions. Glass beads are chosen for this demonstration for
Figure 6.28: Scattered fields (vv-polarization) from homogeneous dielectric spheres of varying diameter. Each separate plot displays the scattered field for a dielectric sphere with a real permittivity of 2.1 and imaginary components (going from top to bottom) of 0.0, 0.02, 0.04, 0.06, 0.08, and 0.10 (these are typical values for a 46% volume fraction of dielectric spheres with a dielectric of 6.93 + i0.1).
Figure 6.29: Scattered fields (hh-polarization) from homogeneous dielectric spheres of varying diameters and imaginary permittivity. See figure 6.28 for further details.
several reasons, (i) this material has been measured experimentally by [Nashashibi and Sarabandi 1995], and (ii) the dielectric contrast between the glass and the background (free space) is sufficient to ensure that the beads interact strongly with the incident field. In the first set of examples, the beads are placed randomly within a confining volume, without overlapping, until the desired volume fraction is obtained (volume fractions up to 40% may be obtained in this manner). This method of arranging particles within a space is equivalent to the ideal fluid numerical solution given by [Percus and Yevick 1958] (see Chapter 3) and is spherically symmetric. The scattered field patterns and the best fit dielectric sphere (diameter, $A = 1.3\lambda$) solutions for 10%, 20%, 30% and 40% volume fractions are shown in Figures 6.30 through 6.33 respectively. With the exception of the 10% volume fraction example, it can be seen that there is an excellent fit between the dielectric sphere solution and the averaged scattered fields obtained from the Monte-Carlo simulations. The slight differences seen in the 10% volume fraction example are likely caused by an insufficient quantity of independent samples for estimating the coherent scattered field from the random medium. The lower volume fraction poses a problem because of the relatively small size of the bounding sphere (compared to a wavelength) and the small number of scatterers involved in each realization (at 10%, $N = 30$) may not be sufficient to randomize the scattered field enough to ensure proper fading statistics (i.e. Rayleigh distribution) for the field magnitude. Thus, more realizations may be necessary to obtain convergence for this particular volume fraction.

A plot of the differences between the Mie scattering solution and the averaged scattered fields from the random medium as a function of both the real and imaginary components of the homogeneous sphere's permittivity is given in Figure 6.34. It can be seen from this plot that there is a local minimum within the realistic range of real and imaginary permittivity for the volume fraction of 20%. Similar behavior is observed at the 10%, 30%, and 40% volume fractions studied in this section.

6.4.4 Dependence on Volume Fraction and Particle Size

The results of fitting the Mie solution for the homogeneous dielectric sphere to the coherent observed fields from the random medium sample at different volume fractions and particle sizes can be compiled into a single plot (similar to what was done in two dimensions) and the results compared to theoretical methods discussed in Chapter 3. In three dimensions, the scope of this comparison is currently limited to a narrow range of particle sizes and volume fractions due to computational considerations. In this context, it
Figure 6.30: Comparison between the average scattered fields for a random medium with 10% volume fraction (solid line) and the best fit Mie solution for a homogeneous dielectric sphere (dashed line) with $\epsilon_{\text{eff}} = 1.24 + i0.02$. 
Figure 6.31: Comparison between the average scattered fields for a random medium with 20% volume fraction (solid line) and the best fit Mie solution for a homogeneous dielectric sphere (dashed line) with $\epsilon_{\text{eff}} = 1.49 + i0.032$. 
Figure 6.32: Comparison between the average scattered fields for a random medium with 30% volume fraction (solid line) and the best fit Mie solution for a homogeneous dielectric sphere (dashed line) with $\varepsilon_{\text{eff}} = 1.73 + 0.044i$. 
Figure 6.33: Comparison between the average scattered fields for a random medium with 40% volume fraction (solid line) and the best fit Mie solution for a homogeneous dielectric sphere (dashed line) with $\epsilon_{\text{eff}} = 1.90 + i0.048$. 
Figure 6.34: Contour and gray-scale plot of the differences between the Mie solution for a dielectric sphere and the averaged scattered field obtained from the random medium as a function of real and imaginary effective permittivity. In this example the volume fraction is 20\% and the permittivity of the inclusions is $\epsilon = 6.93 + i0.1$. Dark areas represent areas where the difference is the least between the two solutions.
is possible to explore volume fractions ranging from 10% to 40% and particle sizes whose radius at 10 GHz varies from 3 mm to 3.5 mm (i.e. diameter varies from λ/5 to λ/4.3). This range is sufficient enough to explore the effects of increased scattering losses due to larger particle sizes and the behavior of both the real and imaginary components of effective permittivity as a function of particle density.

In contrast to the results shown for two dimensions, the quantities of interest will be given in terms of the effective refractive index \( n_{\text{eff}} = \sqrt{\varepsilon_{\text{eff}}} \) and the normalized extinction coefficient for the medium (see Section 3.3.2 on radiative transfer) which is given by

\[
\frac{\kappa_e}{k} = 2\text{Im}(\sqrt{\varepsilon_{\text{eff}}}) \tag{6.4}
\]

The real part of \( n_{\text{eff}} \) is directly proportional to the phase delay of an electromagnetic field as it passes through the random medium and \( \kappa_e/k \) is a measure of the power lost into the incoherent field. Figure 6.35 illustrates the numerically calculated results and provides a comparison to several of the theoretical models discussed in Chapter 3. The theoretical methods compared are the quasi-crystalline approximation with coherent potential (QCA, solid lines), the effective field approximation (EFA, dashed lines), and the Polder Van Santen mixing formula (PVS, dotted line).

The first plot of Figure 6.35 compares the real component of \( n_{\text{eff}} \), which is not expected to vary strongly as a function of particle size. This is a characteristic that is common between the theoretical and numerical method results. The three separate dashed lines in this plot indicate theoretical results from the effective field approximation for the three different particle sizes, with the effect of increasing particle size causing an increase in real refractive index. The numerical results obtained fall closely between the effective field approximation and the Polder-Van Santen mixing formula using a background dielectric of free space. The numerical calculations seem to indicate that the behavior of the fields near the inclusions, at these volume fractions, experience the full dielectric contrast between the inclusions and the host material rather than the dielectric contrast between the included material and the effective permittivity of the random medium. At some point, not modeled here, it is expected that this behavior should change as volume fraction increases and the medium becomes one dominated by inclusions rather than the spaces between inclusions. In this case, the background dielectric would no longer be similar to that of free space (as the numerical technique in this example would indicate) rather it would be closer to that of the effective permittivity, \( \varepsilon_{\text{eff}} \). The manner in which particles are arranged within the volume may have an effect on this behavior, as in this example, where the method of particle arrangement maximizes the average distance between inclusions.
The second plot of Figure 6.35 displays the normalized extinction coefficient given by (6.4) which reflects the power lost to the incoherent field. The numerical method is compared with the theoretical methods of the quasi-crystalline approximation with coherent potential and the effective field approximation (the supposed upper limit). Each of the method results is given in sets of three for each of the three particle sizes used (i.e. radius, $a = 3, 3.25$ and $3.5$ mm at 10 GHz), with the larger particle sizes having the effect of increasing $\kappa_p/k$ for all three methods. It is evident from this illustration that at 10% volume fraction, that the numerical method and QCA-CP agree closely for the three particle sizes, while as particle density increases, the two methods diverge with QCA-CP predicting lower scattering losses than the numerical method. This likely reflects the natural limitation of QCA-CP to address particle interactions that occur in groups larger than two (i.e. QCA models multiple interactions between pairs of particles and excludes the effect three or greater particle interactions). This change occurs most predominantly for volume fractions of 25% and greater and is more pronounced for larger particle sizes.

6.4.5 Limitations of the Three-Dimensional Technique

In the previous sub-section, the coherent numerical method presented in this chapter was used to compare with similar results obtained using theoretical methods for determining the extinction coefficient. In this manner, the numerical technique was used to explore the limitations of the other methods. The three-dimensional determination of effective permittivity however, has its own set of limitations, that are imposed due to computational concerns. The limits that are imposed are difficult to asses for a new technique such as the coherent method for determining effective permittivity because it is difficult to gauge when the technique is succeeding or failing. Figure 6.36 attempts to graphically display these limits as they have been explored thus far and to illustrate those points that have been demonstrated in the previous sub-section (indicated by x's).

The lower limit of the bounded region is labeled as $N_{\text{max}}$ in reference to the fact that the direct T-matrix cannot simultaneously solve for more than 150 Rayleigh sized spheres on a Convex MPP-1000 parallel computer with approximately 500 mega-bytes of random access memory. Using less spheres would require the use of a smaller bounding sphere, thus decreasing the sensitivity of the coherent method to the imaginary component of effective permittivity (see Section 6.4.2).

The volume fraction limit, labeled as “Packing Method” refers to an upper limit on the volume fraction that can be obtained using the random introduction of spheres into an
Figure 6.35: Real refractive index and normalized extinction coefficient comparison between the numerical method (symbols) and the theoretical techniques of quasi-crystalline approximation with coherent potential (solid lines) and the effective field approximation (dashed lines) for three particle radii ranging from 3 to 3.5 mm at 10 GHz. Normalized extinction (shown in the lower plot) consistently increases with particle size for all three methods shown.
Figure 6.36: Illustration of the volume fraction and particle radius limits for the determination of effective permittivity using the coherent method in three dimensions. X’s illustrate those points that have been calculated in the previous sub-sections (i.e. radius = 3mm to 3.5mm and volume fraction ranging from 10% to 40%). The observing frequency is 10 GHz ($\lambda = 3$ cm).

empty space (i.e. simulation of the Percus-Yevick pair distribution function for an ideal fluid). While other packing algorithms may be used to surpass this limit, the isotropy of the medium can no longer be guaranteed, and in turn, it may no longer be acceptable to alter the geometry of the incident field and the plane of observation to obtain a sufficient number of independent samples. This would have the effect of increasing the number of independent realizations to an impractical number, and thus the average scattered field may not be representative of a homogeneous dielectric.

The upper limit which dictates the maximum radius allowed for the inclusions is imposed because larger inclusions require more terms in the spherical wave expansion ($M_{\text{max}}$) in addition to the fact that a large boundary dimension may be required to enclose a sufficient number of inclusions to accurately represent the random medium. This large boundary is limited by the maximum number of spherical waves ($P_{\text{max}}$) allowed to represent the aggregated T-matrix.

The limits that have been discussed in this sub-section are a best guess for the limitations of the method that has been presented. It is critical to present them in some form to put the technique, as it has been developed, into a greater context as a method for determining effective permittivity for random media. In comparison to the technique demonstrated in two dimensions, these limits are very constraining, but at present they are mostly due to the
computational technique that has been utilized and it is likely that features of the technique such as the shape of the confining boundary may be optimized in some way to make the technique more robust. Furthermore, the T-matrix algorithm in general has proved tricky to use in this context because the truncation of a spherical wave expansion implies an overall power loss for the system. This power loss has the potential of directly appearing in the imaginary component of effective permittivity, and thus would be the source of a larger imaginary component than is appropriate for the random medium under study (for the examples generated in the previous sub-sections, care was taken to avoid this possibility). For this reason, while it is still believed that the T-matrix is an appropriate technique for this application, it would be useful to back up the results that have been presented thus far with an alternative numerical technique such as the Finite Element Method or the Method of Moments in three dimensions.

6.4.6 Conclusions and Recommendations for the Three-Dimensional Technique

In this section, the three-dimensional coherent field technique for determining effective permittivity for random media was developed. In the initial treatment of the method, it was shown that between 30 and 50 independent realizations of the random medium were required to converge on a representative coherent field. This coherent field can then be used to determine effective permittivity. A complete example was illustrated using a particle diameter of $\lambda/5$ (radius, $a = 3$ mm at 10 GHz) for volume fractions ranging from 10% to 40% where it was shown that the average scattered field obtained from the Monte-Carlo simulations agreed well with a Mie series solution for a homogeneous dielectric sphere. Additionally, the differences between the Mie series solution and the averaged scattered field were shown to have an isolated local minimum within the physical range of $\varepsilon_{\text{eff}}$ for a representative volume fraction of 20%. This example was then expanded to include two other particle diameters of $\lambda/4.6$ ($a = 3.25$ mm) and $\lambda/4.3$ ($a = 3.5$ mm) where a comparison was made between the numerical method and the theoretical methods of the quasi-crystalline approximation with coherent potential and the effective field approximation. It was shown that the numerical method predicted a lower real component of the index of refraction than these theoretical models and predicted an extinction coefficient that agreed well with QCA-CP at low volume fractions and the smaller of the particle diameters. At higher volume fractions and large particle diameters, the numerical technique indicates larger scattering losses, a possible consequence of a higher order of particle interaction than QCA-CP theoretically accounts for.
(i.e. two-particle interactions).

A discussion was then provided regarding the current limitations of the coherent technique in three dimensions. These limitations are imposed by the computational technique that has been implemented (direct T-matrix approach) and may be broadened as the technique is used to explore a wider range of problems. It is recommended that the technique is expanded/verified in the future by (i) exploring a variety of different boundary shapes and sizes to maximize the sensitivity of the coherent field technique to the imaginary component of effective permittivity (the dielectric slab used in two dimensions seems to be one such possibility), (ii) implementing and comparing alternative numerical techniques for solving scattered fields and (iii) using the results that have been obtained in the this chapter to explore theoretical/numerical methods of reducing the computational burden that a full Monte-Carlo simulation that the problem entails.

6.5 Incoherent Method of Determining Extinction

The coherent method for determining \( \epsilon_{\text{eff}} \) in this chapter can be contrasted against the incoherent method for determining the extinction coefficient, \( \kappa_e \) given by [Tsang et al., 1992; Chew et al., 1995]. The purpose of this section is to make the distinction between the two numerical methods clear and to emphasize potential difficulties in the application of the incoherent method. These difficulties can be summarized as follows:

- The incoherent field is dependent on boundary shape and size because the random medium sample is isolated in a free-space background.

- The conservation of energy approach used by the incoherent method cannot be applied when the included material exhibits absorption losses.

- Due to the existence of a boundary, the nature of wave propagation changes. As the mean field trapped within the boundary generates more incoherent power than would be observed if the boundary were submerged in a homogeneous dielectric with permittivity of \( \epsilon_{\text{eff}} \).

To begin, both methods examine the scattered field from a random collection of scatterers situated in free space (Figure 6.37). For a given incident field, numerical calculations are used to determine the scattered field which is composed of a coherent and incoherent component (the coherent component does not vary between each realization, \( n \)):

\[
\overline{E}_{n}^{\text{sca}} = \overline{E}_{n}^{\text{incoh}} + \overline{E}_{n}^{\text{coh}}. \tag{6.5}
\]
Figure 6.37: Illustration of a volume current due to dielectric fluctuation in a random medium. Shown are some spherical components of the random medium.

By performing many realizations, $N$, of the random arrangement of scatterers, the coherent field may be determined by averaging the scattered field

$$E^{\text{coh}} = \frac{1}{N} \sum_{n=1}^{N} E^{\text{sca}}_n. \quad (6.6)$$

The incoherent field for each realization may be found by solving (6.5) or by calculating the sum of the squares of the scattered field in addition to the square of the coherent field

$$\left|E^{\text{incoh}}(\phi)\right|^2 = \frac{1}{N} \sum_{n=1}^{N} \left|E^{\text{sca}}_n(\phi) - E^{\text{coh}}(\phi)\right|^2$$

$$= \frac{1}{N} \sum_{n=1}^{N} \left|E^{\text{sca}}_n(\phi)\right|^2 - \left|E^{\text{coh}}(\phi)\right|^2. \quad (6.7)$$

The coherent field is related to the size and shape of the confining boundary and arises from the random collection of scatterers behaving in part as a coherent structure with permittivity defined as $\varepsilon_{\text{eff}}$. The incoherent field arises from dielectric fluctuations between the inclusions and the background and it is this field which provides the basis for the incoherent technique.

Following the incoherent technique, the extinction coefficient is found by summing the power scattered into the incoherent field. This is accomplished via the integration

$$\sigma_N = R \int_0^{2\pi} \left\langle \left|E^{\text{incoh}}_n\right|^2 \right\rangle d\phi \quad (6.8)$$

in two dimensions and

$$\sigma_N = R^2 \int_0^{\pi} \int_0^{2\pi} \left\langle \left|E^{\text{incoh}}_n\right|^2 \right\rangle \sin \theta_s \, d\phi_s d\theta_s \quad (6.9)$$
for three dimensions. The $R$ factor normalizes the scattered power with respect to the distance from the origin. The extinction coefficient is determined by $\kappa_e = \sigma_N / V$, where $V$ is the volume (or equivalently the area in two dimensions) containing the random medium. Thus the extinction coefficient is directly related to the incoherent field scattered from the random medium. Because the source and the observer are located outside of the random medium a potential problem with the incoherent technique arises. That is, the dielectric contrast between the random medium sample and that of free space has the potential of altering the behavior of fields from the way they would appear if the source and observer had existed in a medium whose permittivity was $\varepsilon_{\text{eff}}$. Because the incoherent field is excited by the coherent field, the existence of a dielectric boundary on the incoherent fields would fundamentally alter the problem. The coherent method presented in this chapter circumvents this difficulty by directly taking into account the effective boundary of the random medium sample. To highlight the difficulties of the incoherent technique, either a theoretical or numerical approach can be taken.

The theoretical aspect of this problem goes as follows. Fluctuations in the scattered field between different particle arrangement realizations are attributed to spatial variations between the permittivity of the inclusions/spaces, $\varepsilon(x, y, z)$, and that of the background, $\varepsilon_{\text{eff}}$. These fluctuations act as a volumetric current distribution, $\vec{J}_f$, which can be concisely described by the wave equation as

$$\nabla \times \nabla \times \vec{E}_1 - \kappa^2 \vec{E}_1 = \omega^2 \mu (\varepsilon - \varepsilon_{\text{eff}}) \vec{E}_1 = i\omega \mu \vec{J}_f$$

(6.10)

where $\vec{E}_1$ is the electric field within the boundary containing the random medium and $\kappa$ is the effective propagation constant of the medium (as in Chapter 3). Two questions may be posed: (i) What is the contribution of a volume current $\vec{J}_f$ to the coherent field? and (ii) What is the contribution of a volume current $\vec{J}_f$ to the incoherent field? The answer to the first question is straightforward. By definition, the dielectric fluctuations do not contribute to the coherent field. The second question is addressed by relating the scattered field to the current fluctuation via the dyadic Green's function, $\overline{G}$:

$$\vec{E}^{\text{sca}} = \int_V \overline{G} \cdot \vec{J}_f dV.$$  

(6.11)

Here, $\overline{G}$ is the dyadic Green's function in the presence of a homogeneous dielectric scatterer with the prescribed boundary. For example, in the case of a spherical cluster of particles, the Green's function is

$$\overline{G} = \frac{ik_1}{4\pi} \sum_{m,n} C_{mn} \left[ C_n \overline{M}(k_0 \vec{R}) \overline{M}(\kappa \vec{R}') + D_n \overline{N}(k_0 \vec{R}) \overline{N}(\kappa \vec{R}') \right].$$

(6.12)
where \( \overline{\mathbf{M}} \) and \( \overline{\mathbf{N}} \) are vector spherical wave functions (further details can be found in [Ruck et al. 1970]).

From the above discussion, it can be seen that the scattered field is a function of both the effective permittivity and the shape of the boundary, as is expected. In contrast, the incoherent method uses the free space Green's function and does not take into account these factors (a sparse medium assumption). This assumption runs counter to the incoherent method's original premise that the random collection of scatterers behave in part as a coherent structure with permittivity, \( \varepsilon_{\text{eff}} \).

To numerically illustrate that the incoherent field is dependent on the boundary shape, the incoherent field calculated by (6.7) is plotted as a function of observation angle in Figure 6.38 for three different square boundary dimensions ranging from 0.75\( \lambda_t \) to 1.5\( \lambda_t \) and an inclusion permittivity of \( \varepsilon_t = 3.6 + i0.01 \) for the two-dimensional problem. This figure clearly shows that the incoherent field is a function of the boundary dimension; a small boundary dimension demonstrates a slowly varying function with respect to observation angle and for a large boundary dimension, the incoherent field is peaked in the forward direction, as would be expected. This set of plots can be contrasted with the coherent field observed for the same set of boundaries in Figure 6.39.
Figure 6.39: Normalized coherent field as a function of observation angle for three different square boundary dimensions (0.75λᵣ(--), λᵣ(---), and 1.5λᵣ(···)) and an inclusion permittivity of εᵢ = 3.6 + i0.01. The diameter of the inclusions is λᵣ/10.

The similarity in the shape of the incoherent power (Figure 6.38) and the coherent field plots (Figure 6.39) is a strong indication that the contribution of the current sources to the incoherent field is a function of the boundary. This dependence was theoretically described by (6.11) and (6.12) and demonstrated by Figures 6.38 and 6.39. These results indicate that the incoherent energy generated from random fluctuations in the medium must pass through an effective boundary that occurs because the random medium is confined in a background of free space (i.e. there is a statistical likelihood that the incoherent energy will interact with one or more discontinuities at or near the confining boundary). Accurate implementation of the incoherent method would occur only if the random medium sample was located within a background medium of permittivity εᵣeff (i.e. the wavenumber outside of the particles should not be the same as free space, but the effective wavenumber). In this instance the incoherent field would not be a function of the observation angle.

In Figure 6.40 it is demonstrated that the conservation of energy approach, that the incoherent method relies upon, is not appropriate for inclusions that demonstrate absorption losses. This figure illustrates the normalized extinction coefficient, κᵣ/k, calculated by the coherent method (--), the incoherent method (---), and the Polder-VanSanten mixing formula (···) as a function of volume fraction for two different particle permittivities, εᵢ =
Figure 6.40: Normalized extinction coefficient comparison between the coherent method (---), the incoherent method (--), and the Polder-VanSanten mixing formula (•••) for two different inclusion permittivities: low-loss, $\varepsilon_i = 3.6 + i0.01(\ast)$ and lossy, $\varepsilon_i = 3.6 + i0.1(\circ)$. It is expected that the Polder-VanSanten mixing formula provides the lower limit for the extinction coefficient because it only accounts for losses due to absorption (inclusion diameter in this example is $\lambda_i/10$).

For the lossy case, indicated by $\circ$'s, the extinction coefficient calculated by the incoherent method becomes unphysically smaller than the extinction coefficient predicted by the mixing formula and is even less than the extinction coefficient predicted by the incoherent method for the low loss inclusions. This clearly indicates that the incoherent method is incapable of predicting the absorption loss in evaluating the extinction coefficient. It is interesting to note that by adding the absorption loss calculated by the Polder-VanSanten formula to the extinction calculated by the incoherent method, the result calculated by the coherent method can be reproduced approximately. However, this is not the case for the low loss example indicated by $\ast$'s in Figure 6.40. In this case the mean-field trapped within the boundary bounces many times which gives rise to an overestimation of extinction.

In three dimensions, Figure 6.41 illustrates the behavior of the coherent technique (solid lines), the incoherent technique (dashed lines) and the quasi-crystalline approximation with coherent potential (dotted lines) for determining the normalized extinction coefficient for
volume fractions ranging from 10% to 40% and particle radii of 3.0 mm, 3.25 mm and 3.5 mm at 10 GHz. In this set of figures, the inclusion radii are converted to volumes because it is expected that the extinction is linearly proportional to volume for small variations in inclusion radius.

At the low volume fractions of 10% and 20% (bottom two graphs of Figure 6.41) very good agreement between the QCA-CP, the incoherent method and the coherent method of determining $\kappa_e/k$ can be seen. At these volume fractions the coherent and incoherent method are expected to agree closely because the inclusion density is relatively sparse and therefore the boundary between the random medium sample and free space has a low dielectric contrast and is effectively unseen. At the low volume fractions of 10% and 20% the numerical methods agree quite well with the theoretical method of QCA-CP. This is likely due to the fact that the scattering mechanism of the random medium is dominated by single- and two-particle interactions in this relatively sparse arrangement.

At the higher volume fractions of 30% and 40% (upper two plots of Figure 6.41), the behavior of the three methods with respect to one another diverges. Error bars are provided for the coherent method to illustrate the range of Im($\epsilon_{\text{eff}}$) which the coherent method gives satisfactory results. This is a result of the coherent method relying on precise values of the scattered fields, and thus the exact value obtained for $\kappa_e/k$ may be a function of the fitting method used. In contrast, the incoherent method is an integrated quantity as reflected in (6.9) and therefore provides a single, unique answer that varies slightly as a function of boundary diameter and the number of independent realizations. These variations are within 10% of the values shown if Figure 6.41.

While the uncertainty for the coherent method in comparison to the incoherent method of determining $\kappa_e/k$ is significant, the general differences between two methods is revealing. The coherent method consistently provides results that indicate scattering losses are greater than those calculated by the incoherent method. This is consistent with the previous discussion regarding possible limitations of the incoherent method when absorption losses are present in the included material (in this case, $\epsilon_1 = 6.93 + i0.1$). The difference between the two methods is directly due to the phenomenon of absorptive losses, a process not accounted for by the incoherent method.

In this section, the similarities and differences between the coherent and incoherent method of determining the extinction coefficient for a random medium were outlined. It was demonstrated both theoretically and numerically that the incoherent method may have shortcomings for the three reasons that (i) the incoherent field is dependent on the boundary
Figure 6.41: Comparison between the coherent (solid lines) and incoherent (dashed lines) numerical techniques for determining normalized extinction coefficient $\kappa_e/k$ for different volume fractions and inclusion volumes at 10 GHz. The three volumes used in the comparison relate to particle radii of 3, 3.25 and 3.5 mm. The dotted line indicates comparable results obtained from the quasi-crystalline approximation with coherent potential.
shape and size because the random medium sample is isolated in a free-space background, (ii) the conservation of energy approach used by the incoherent method cannot be applied when the included material exhibits absorption losses and (iii) due to the existence of a boundary, the nature of wave propagation in the random medium changes. For these reasons, it is thought that the incoherent method of determining the extinction coefficient may in general provide unreliable results.

6.6 Summary and Conclusions

In this chapter a Monte-Carlo numerical technique for determining effective permittivity based on the coherent scattered fields from bounded realisations of random media for both two- and three-dimensional problems was developed. In two dimensions the method of moments was used to determine effective permittivity for a wide variety of particle sizes and volume fractions. These results were compared with calculations provided by the quasi-crystalline approximation, the effective field approximation and the Polder-VanSanten mixing formula for TM and TE polarized fields. Based upon this comparison, it was possible to delineate regions of applicability for the theoretical techniques.

In three dimensions, similar calculations were performed by utilizing the T-matrix method for determining the scattered fields from a collection of spheres. It was shown that the recursive version of this algorithm (RATMA) could not be used in this treatment, and thus it was not possible to explore as wide range of situations such as was done with the two-dimensional technique. For a small range of particle sizes and volume fractions, it was possible to show that the coherent technique provided meaningful results. These results were used to compare with the theoretical methods of the quasi-crystalline approximation and the effective field approximation. The treatment of the three dimensional technique ended with a discussion of the limitations of the technique and gave suggested directions for future research.

The final section of this chapter was devoted to a comparison between the two alternative numerical techniques of the coherent and incoherent methods for determining the extinction coefficient for random media. Limitations of the incoherent method were discussed and demonstrated with numerical examples in both two and three dimensions. It was concluded that the incoherent method may not provide accurate results when the included material exhibits absorption losses or when the volume fraction becomes larger than 30%.

This chapter represents the cumulative efforts of the previous chapters of this disser-
tation. The objective has been to provide a reliable, consistent method for determining the fundamental parameter of effective permittivity (the behavior of coherent fields) for random media. In general, the two-dimensional implementation of this technique has proved to be applicable to a wider range of problems than its three-dimensional counterpart. In both sets of data however, it was possible to compare results obtained by the numerical method with other, established theoretical methods in common use. The impact has been to provide an independent method through which these theoretical methods can be gauged or evaluated and also provides a basis that the numerical method can be used to explore other random media problems of interest.
CHAPTER 7
Scattering from Wheat Grain Heads

7.1 Introduction

Up to this stage, a very broad basis has been established to address theoretical problems in wave propagation encountered in remote sensing of random media. The tools and techniques employed to this end can be applied to a number of more simple problems that occur in electromagnetic analysis. This chapter addresses one such problem that has been highlighted by a coherent wheat scattering model at L-, C-, and X-band frequencies [Stiles, 1995]. In his dissertation, Dr. Stiles noted that a first order coherent scattering model of a wheat field could accurately predict experimental observations at these frequencies, that is, until the plant had reached full maturity (i.e. the grain head of the wheat plant became developed). In the first order coherent model, a circular cylinder was used to model the scattering properties of the grain head. It is believed, particularly at C- and X-bands that the cylinder model is not appropriate to correctly model the scattering behavior of the grain head. The material covered in this chapter addresses this problem by combining a more elaborate physical model of the grain head with the T-matrix electromagnetic solution technique to improve the fidelity of the grain head scattering model. Because it is impractical in a general sense to use this numerical technique in a complete analysis of the scattering from a wheat field, a semi-empirical model is developed based on the numerical scattering model. Thus, the grain head model fidelity is increased at no cost to the model utility.

The approach to obtain the electromagnetic model follows a five step process that can be applied to a range of problems. The approach, as it applies to the specific problem of scattering from a grain head goes as follows:

1. The zero order scattering terms of a simple geometric model are derived. In the case of a grain head, a dielectric cylinder is used and the dependencies on the observing parameters of the radar (frequency, polarization and angle of incidence) and the physical
grain head parameters (moisture content, length and width) are made specific.

2. The full order scattering cross section of a dielectric cylinder is computed numerically for a variety of radar and grain head parameters. These calculations will be used for comparison with the more elaborate, high fidelity grain head model.

3. An elaborate physical model is constructed for the grain head structure using components that can be analyzed with an electromagnetic numerical code. In this case, individual grains are modeled as dielectric ellipsoids which can be ordered into a full grain head structure.

4. A high fidelity numerical electromagnetics code is used to analyze the scattering behavior of the physical structure. For the grain head problem, a T-matrix algorithm is used.

5. The functional forms of the zero order scattering terms calculated in the first step of this process are used as basis functions for a semi-empirical model that is fit to the high fidelity numerical calculations obtained in step four. By relying on the basic functional forms, the dependencies of the semi-empirical model on parameters such as moisture content and observation angle are more robust than would be the case if simple polynomials were used to perform the fit.

This approach is developed in detail here so as to provide a usable model for the wheat grain head and to demonstrate a methodology for future problems in need of similar rigor.

7.2 Theoretical Construction

The goal of this section is to relate the physically observable parameters of a wheat grain head to an electromagnetic model that may be used in a full scattering analysis for a wheat field. Figure 7.1 displays a photograph of a typical wheat grain head along with two electromagnetic models that will be explored here. These are the truncated dielectric cylinder model and the wheat grain model (where contributions from individual grains are taken into account). The overall goal of this chapter will be to relate the scattered field to the incident field for a wheat grain head, with known physical parameters, via the scattering matrix defined by

\[
\begin{bmatrix}
    E^\text{sca}_u \\
    E^\text{sca}_h
\end{bmatrix} = \frac{e^{ikr}}{kr} \begin{bmatrix}
    S_{uu} & S_{uh} \\
    S_{hu} & S_{hh}
\end{bmatrix} \begin{bmatrix}
    E^\text{inc}_u \\
    E^\text{inc}_h
\end{bmatrix}.
\]  

(7.1)
Figure 7.1: Two models for the grain head of wheat. Individual grains may contribute more strongly to the backscatter field than the "smooth" cylinder model most commonly employed.

In this treatment, the cross polarized scattering terms, $S_{vh}$ and $S_{hv}$ are not of concern in the context of a first order scattering model.

The incident field in this problem is defined by

$$\overline{E}_i = \hat{a}e^{i\mathbf{k}_i \cdot \mathbf{r}}$$

where the pilot vector, $\hat{a}$ may be broken up into $\hat{a}_v = \hat{x}\cos \theta + \hat{z}\sin \theta$ for vertical polarization and $\hat{a}_h = -\hat{y}$ for horizontal polarization. Here, the incident field is propagating in the positive $\hat{z}$ and negative $\hat{z}$ directions so that $k_i = \hat{z}\sin \theta - \hat{z}\cos \theta$ where $\theta$ is the incidence angle measured from nadir (the $z$-axis).

In general, three components of the grain head scattering behavior are of interest for a first order coherent wheat field scattering model. These components are (i) direct backscatter, (ii) specular scatter (for the ground bounce term), and (iii) forward scatter (or the imaginary part of the forward scatter to be used for determining the extinction coefficient).
Figure 7.2: Schematic diagram of the scattering components of interest for the wheat grain head. Note that the backscatter from the grain layer is unattenuated by other layers in the vegetation.

These directions are illustrated in relation to the grain head by Figure 7.2 and are given by

\[ \tilde{\hat{\mathbf{k}}}^{\text{back}} = -\hat{z} \sin \theta + \hat{\hat{z}} \cos \theta \]  (7.3)

\[ \tilde{\hat{\mathbf{k}}}^{\text{forw}} = \hat{z} \sin \theta + \hat{\hat{z}} \cos \theta \]  (7.4)

\[ \tilde{\hat{\mathbf{k}}}^{\text{spec}} = -\hat{\hat{z}} \sin \theta - \hat{\hat{z}} \cos \theta \]  (7.5)

respectively. Given the physical parameters of the grain head length \( L \), cross-sectional area \( A \) (or equivalently diameter \( D \)), volumetric moisture content \( M_v \), and volume fraction \( f \), it is desired to calculate the co-polarized terms of the scattering matrix for the three principle scattering directions described above.

7.2.1 Truncated Cylinder Model

Of these two models that will be addressed, the truncated cylinder model is the most simple and straightforward (Figure 7.1). In the low frequency limit, the scattering matrix can be determined by approximating the currents on a truncated cylinder with those of an infinite cylinder [Sarabandi and Senior 1990]. Integration over the finite length of the actual cylinder introduces a \( \sin U/U \) or \( \text{sinc}U \) function into the scattered field, where \( U \) is related
to the electrical length of the cylinder. Specifically, the scattering matrix is given by

$$\mathbf{S} = -2\pi^2 \frac{LA}{\lambda_0^3} \left\{ \mathbf{k}_{\mathbf{s}} \times \hat{k}_{\mathbf{s}} \times \left[ \mathbf{P} \cdot \hat{a} \right] \right\} \text{sinc} U$$

(7.6)

and

$$U = \frac{KL}{2} (\cos \theta_s - \cos \theta_i).$$

(7.7)

For an infinitely long cylinder, sinc\(U = \delta(\theta_s - \theta_i)\) and the solution given by (7.6) is exact. For a truncated cylinder, the currents at either end of the cylinder are not correctly terminated, thus the accuracy of the truncated cylinder model is best in the broadside incidence and scattering directions, and becomes less accurate towards the axis of the cylinder (where the effect of the end caps will eventually dominate).

In (7.6), the polarizability tensor \(\mathbf{P}\) relates the incident field to induced currents within the cylinder at low frequencies. This is a diagonal tensor whose elements for a circular cross section are given by \(P_{xx} = P_{yy} = 2(\epsilon - 1)/(\epsilon + 1)\) and \(P_{zz} = \epsilon - 1\) (see [Sarabandi and Senior, 1990] for details). Substituting values for the incident and scattered field directions for both \(v\) and \(h\) polarizations yields the co-polarized scattering matrix components for the low frequency model. These are given by

$$S_{vu}^{\text{back}} = 2\pi^2 \frac{LA}{\lambda_0^3} \left[ P_{zz} \sin^2 \theta + P_{xx} \cos^2 \theta \right] \text{sinc} [kL \cos \theta]$$

(7.8)

$$S_{AA}^{\text{back}} = 2\pi^2 \frac{LA}{\lambda_0^3} P_{yy} \text{sinc} [kL \cos \theta]$$

(7.9)

$$S_{vu}^{\text{forw}} = 2\pi^2 \frac{LA}{\lambda_0^3} \left[ P_{zz} \sin^2 \theta + P_{xx} \cos^2 \theta \right]$$

(7.10)

$$S_{AA}^{\text{forw}} = -2\pi^2 \frac{LA}{\lambda_0^3} P_{yy}$$

(7.11)

$$S_{uu}^{\text{spec}} = 2\pi^2 \frac{LA}{\lambda_0^3} \left[ P_{zz} \sin^2 \theta - P_{xx} \cos^2 \theta \right]$$

(7.12)

$$S_{A\hat{a}}^{\text{spec}} = 2\pi^2 \frac{LA}{\lambda_0^3} P_{yy}$$

(7.13)

In all cases, the magnitude of the scattering matrix is proportional to the product of the length, \(L\), and cross-sectional area, \(A\), of the cylinder.

The elements of the polarizability tensor are solely dependent upon the permittivity of the cylinder. For vegetation type media, the dielectric constant can be related to the volumetric moisture content using formulas developed by [El Rayes and Ulaby 1987]. The volumetric moisture content is determined by first physically weighing grain head samples before and after drying to determine the total water content of the grain head and then dividing by the volume of the grain head. In this case, the volume is determined by the
Table 7.1: Measured physical parameters of wheat grain heads on different dates [Stiles, 1995].

<table>
<thead>
<tr>
<th>date</th>
<th>$M_{v}^{\text{cyl}}$</th>
<th>$M_{v}^{\text{grain}}$</th>
<th>diameter (cm)</th>
<th>height (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6/4</td>
<td>0.19</td>
<td>0.38</td>
<td>0.79</td>
<td>6.8</td>
</tr>
<tr>
<td>6/10</td>
<td>0.11</td>
<td>0.22</td>
<td>0.97</td>
<td>7.2</td>
</tr>
<tr>
<td>6/15</td>
<td>0.08</td>
<td>0.16</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>6/18</td>
<td>0.12</td>
<td>0.24</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>6/22</td>
<td>0.16</td>
<td>0.32</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>6/25</td>
<td>0.16</td>
<td>0.32</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>6/29</td>
<td>0.16</td>
<td>0.32</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>7/2</td>
<td>0.16</td>
<td>0.32</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>7/7</td>
<td>0.14</td>
<td>0.28</td>
<td>1.05</td>
<td>7.4</td>
</tr>
<tr>
<td>7/15</td>
<td>0.14</td>
<td>0.28</td>
<td>1.05</td>
<td>7.4</td>
</tr>
</tbody>
</table>

boundaries of the cylinder model. Alternatively, a volumetric moisture content can be calculated for the individual grains making up the grain head, and the dielectric constant of the complete grain head related to the dielectric constant of the grain heads by the Polder-VanSanten mixing formula discussed in Chapter 3. In the treatment that follows, the cylinder permittivity is calculated by the former of these two approaches.

Measured physical parameters from a wheat field under study have been performed by [Stiles 1995]. The volumetric moisture content of the grain head and the individual grains (assuming a 50% volume fraction) and the physical dimensions of the grain head, are given in Table 7.1 over the period of one full growing season in the state of Michigan. The range of dielectric values dependent on the volumetric moisture content calculated by the formulas developed by [El-Rayes and Ulaby 1987] are summarized in Table 7.2 at L-, C- and X-band frequencies for both the dielectric cylinder and the grains that compose the complete grain head.

The low frequency version of the truncated cylinder model just developed is in general not appropriate for modeling the scattering from a grain head at the higher frequencies of C- and X-band. For this reason, it is necessary to use more terms in the Bessel and Hankel function expansions to represent the incident and scattered fields. The complete expansion for an infinite length dielectric cylinder can be found in [Ruck et al. 1970, pg. 205; Ulaby and Elachi 1990, pg. 92]. The low frequency model described above consists of the zeroth
Table 7.2: Dielectric values for the wheat grain head and wheat grains for varying moisture content. The dielectric model is based upon [El-Rayes and Ulaby, 1987].

order terms of this expansion and will be used to aid in the development of a semi-empirical model. This model is based upon calculations performed using the T-matrix algorithm in conjunction with a physical model for the arrangement of individual grains making up the complete grain head.

The truncated cylinder model used to represent the grain head is expected to be deficient for four reasons: (i) the dielectric cylinder model is based upon the solution for an infinite length cylinder, thus away from the broadside direction the model becomes inaccurate, (ii) a unique equivalent dielectric constant for the cylinder cannot be obtained due to the small number of particles that constitute the cylinder, (iii) the permittivity of the grain head is anisotropic due to the vertical alignment of the individual grains (modeled as ellipsoids), and (iv) the surface of the grain head is not smooth and thus it is expected that backscatter away from broadside incidence would be underestimated by the cylinder model.

7.2.2 Physical Grain Head Model

While the differences between the grain head and cylinder model may appear at first glance to be second order, especially since the total biomass volume occupied by the grain heads is relatively small, in a coherent model, the effect of the grain heads dominates the observed backscatter. This can be attributed to two reasons (i) illumination of and direct backscatter from the layer of grain heads is unattenuated by other components of the vegetation layer, and (ii) all the remaining backscatter components of the vegetation layer are attenuated by the the grain head layer. Differences in the scattering components of the grain head of a few dB may have a very strong effect on the predicted backscatter from a
mature wheat field. This concern is especially relevant for observations at incidence angles near the nadir direction where the cylinder model of the grain heads itself is of questionable accuracy.

Physical inspection of a wheat grain head reveals that it can be considered to be composed of a collection of ellipsoidal grains centered around a vertical axis (Figure 7.1). A physical model of the wheat head can be constructed by considering the center of each ellipsoid to be positioned along one of four helical coils that wrap around this vertical axis at intervals of 90 degrees (the number of coils may be adjusted for alternate grain models that need to be studied). The pitch of the coil and number of grains per unit length may be directly related to the physical dimension of individual grains (measured to have semi-axis lengths of 3.2mm, 1.5mm and 1.5mm). Thus, given the average dimensions of individual grains, a physical model may be created as shown in Figure 7.1.

7.2.3 Electromagnetic Analysis of the Physical Grain Head Model

The recursive aggregate T-matrix algorithm was used to determine the principle scattered field components for the three frequencies (L-, C-, and X-band), the range of grain permittivities (obtained from Table 7.2) extending from $5 + i0.0$ to $25 + i10.0$, grain height from 6-8cm and nominal grain diameter of 1.2cm. A representative example of these results are shown in Figure 7.3. For each of the three frequency bands, the back-scatter, forward-scatter and specular-scatter is shown for both vv- and hh-polarizations along with the results obtained from the cylinder model. Inspection of this set of figures indicates that

- The general shape of the scattering functions are very similar between the cylinder and grain head models for all three frequencies and all three scattering components.

- Agreement between the cylinder and grain head model is best at broadside incidence and deteriorates towards the nadir direction. This behavior is expected because the cylinder model itself becomes inaccurate at these incidence angles.

- Back-scatter nulls are absent or minimized in the grain head model at C- and X-band. This is due to the “volume scattering” nature of the grain head model.

- At nadir incidence, both polarizations at all three frequencies saturate to a minimum value. At these angles, the top of the grain head is contributing to the backscatter, an effect not accounted for in the dielectric cylinder model of the grain head.
Figure 7.3: Electromagnetic comparison of the grain head model with the cylinder model at L-, C- and X-band. Example shown is for $M_o = 14\%$, $L = 7\text{cm}$, and $D = 1.1\text{cm}$. 
At the initial time that this model was being developed, the limitation with RATMA discussed in Chapter 5 had not yet been fully explored. Instead, for each frequency and grain head length, the value of $P_{\text{max}}$ was determined by increasing this value until the scattered field patterns converged. Once additional insight about the limitations of the recursive aggregate T-matrix algorithm was further understood, the direct T-matrix method was used to analyze the grain head for a typical length and volumetric moisture content. Shown in Figure 7.4 is a comparison between the RATMA derived result and the direct T-matrix result. As can be seen from the figure, although minor differences between the two algorithms occur in the backscatter pattern, for the most part the agreement is very good. The good agreement between the two forms of the T-matrix algorithm can be attributed to three reasons: (i) a large number of terms in the spherical wave expansion was used, (ii) dielectric losses in this problem are high with respect to the real component, and thus multiple interactions are not a strong factor in the overall pattern, and (iii) only the principle scattering directions are investigated which implies that most of the energy in these directions is from single grain interactions with the incident field.

7.3 A Semi-Empirical Grain Head Model

Up to this point, the details of developing a more accurate grain head model have been presented. The accuracy obtained has been at the expense of utility however (i.e. the T-matrix algorithm is complicated, cumbersome and relatively slow). In this section, the scattering calculations obtained by the T-matrix algorithm are used as the driving component behind a semi-empirical model whose functionality is based upon the low frequency truncated cylinder model described in Section 7.2.1. This is not to say that the dielectric cylinder model will be reconstructed, rather, the functional form of the truncated cylinder model will provide basis functions for which to construct the semi-empirical model. By relying on the same machinery that makes up the dielectric cylinder model, but tailoring the fit to match the T-matrix grain head calculations, the overall fit as a function of grain permittivity (volumetric moisture), length and cross section will be much more stable.

Additionally, to make the task of creating the semi-empirical model more simple, only the critical incidence angles ranging from 20 to 70 degrees angle from broadside are matched. This relaxes restrictions on the fit of the semi-empirical model while emphasizing the conditions under which observations are most likely to be made. The validity regions and the scattering components that make up the semi-empirical model are illustrated in Figure 7.5.
Figure 7.4: Comparison between RATMA (solid) and the direct T-matrix algorithm (dashed) method of determining the scattered from a wheat grain head at C-Band. Shown is a typical example of a 7cm long head with volumetric moisture, $M_o = 14\%$, consisting of 35 grains whose dimensions are $6.4 \times 3.0 \times 3.0$mm.
Figure 7.5: Scattering terms of interest for the wheat grain head. Shown are the validity regions most critical for the semi-empirical model.

The scattered field for the principle components of back-, forward-, and specular-scatter are a minimum at nadir incidence (θ = 0) and maximum at broadside (θ = π/2). This general behavior should be well represented by a Fourier sine series given by

\[
|E^{\text{sc}}| = \sum_{n=0}^{\infty} a_{2n} \sin 2n\theta \quad \text{for} \quad 0 \leq \theta \leq \pi/2
\]  

(7.14)

The coefficients \(a_{2n}\) may vary as a function of grain head length, cross-sectional diameter, and grain permittivity (volumetric moisture). Based on the low frequency analysis for a truncated dielectric cylinder, it is expected that the dependence on the physical dimensions of length and cross-sectional area will be linear. The dependence on permittivity, however, may be quite complicated. To overcome this difficulty, we may use our understanding of electromagnetic principles to render this dependence in terms of a Taylor series that utilizes the polarizability tensor at normal incidence for the dielectric cylinder as the basis function.

The co-polarized components of the scattering matrix for the semi-empirical model are given by the equation (derived by using (7.6) and (7.7))

\[
S_{pp} = \frac{LA}{\lambda^3} [a_0 + a_2 \cos(2\theta)] K_{pp}^{m} 
\]

\[
a_n = e_{1n}P_{pp}(\epsilon) + e_{2n}P_{pp}^2(\epsilon) + e_{3n}P_{pp}^3(\epsilon)
\]

(7.15)

In (7.15), \(L\) and \(A\) are the grain head length and cross sectional area respectively, \(p\) is the polarization, \(K_{pp}^{m}\) is a function that is dependent on the three different types of scatter-
ing mechanisms being modeled (m=back for backscatter, m=forw for forward-scatter and m=spec for specular-scatter) and $P_{pp}(\epsilon)$ is the functional form of the polarizability tensor at normal incidence defined by

$$P_{vv} = (\epsilon - 1) \quad \text{or} \quad P_{hh} = (\epsilon - 1)/(\epsilon + 1) \quad (7.16)$$

For the backscatter direction,

$$K_{pp}^{\text{back}} = \left[ a_i + \text{sinc} \left( \frac{2L}{\lambda_{pp}} \cos \theta \right) \right]$$

$$\lambda_{vv} = \lambda_0 \sqrt{1.1} \quad (7.17)$$

$$\lambda_{hh} = \lambda_0 \quad (7.18)$$

where the electrical length of the cylinder is observed to be polarization dependent due to an anisotropic permittivity that reflects the preferential alignment of grains in the vertical direction.

The backscatter field model contains an additional term, $a_i$, that is due to the incoherent contribution of energy to the total field by individual grains. This is because the electric fields scattered from individual grains are not likely to cancel out one another. Thus, the deep nulls that are observed in the cylinder model will not be present at C- and X-band grain model. Furthermore, the incoherent term shows up only in the backscatter direction because in this direction, the signal is the most sensitive to the phenomenon of volume scattering. So while it is necessary to maintain an additive incoherent term here, it is eliminated in the forward- and specular-scatter directions.

In the forward-scatter direction, the coefficient, $K$, is a relatively weak function with respect to the imaginary component of grain permittivity. This is due to the fact that the grain head is relatively thin in cross section, and therefore the magnitude of the signal that propagates through any one grain head suffers only minor absorption losses. The forward-scatter coefficient is found to be

$$K_{vv}^{\text{forw}} = 1 + 0.022e^{-0.18(\epsilon' - \frac{\epsilon' - 5}{2})^2} \quad (7.20)$$

$$K_{hh}^{\text{forw}} = 1 + 0.012e^{-0.18(\epsilon'')^2}. \quad (7.21)$$

For the specular direction, a "Brewster angle" absorption effect is observed for the vertical polarization. This is related to the two components of the bracketed term in (7.12) summing to zero. For a low frequency dielectric cylinder, the Brewster angle is given by $\tan \theta = \sqrt{(\epsilon + 1)/2}$ whereas, for a dielectric half space, this angle is $\tan \theta = \sqrt{\epsilon}$. The
Brewster angle for the wheat grain model is likely to fall at an intermediate value between these two angles. By using the functional form of the dielectric half space however, it is possible to mimic the behavior of the scattered field using the vertical polarization reflection coefficient given by \( R_{vv} \)

\[
R_{vv} = \frac{\sqrt{\varepsilon_{\text{brew}} \cos \theta} - \sqrt{1 - \sin^2 \theta / \varepsilon_{\text{brew}}}}{\sqrt{\varepsilon_{\text{brew}} \cos \theta} + \sqrt{1 - \sin^2 \theta / \varepsilon_{\text{brew}}}}
\]

where \( \varepsilon_{\text{brew}} \) is the permittivity related to the Brewster angle observed for vertically polarized scattered fields. This angle can be determined for each L-, C-, and X-band frequencies for the range of grain permittivities under study and then related to the Brewster angle permittivity, \( \varepsilon_{\text{brew}} \). By examining the behavior of \( \varepsilon_{\text{brew}} \) of the parameter space of \( \varepsilon \) (or equivalently \( M_e \)), a relation can be derived between \( \varepsilon_{\text{brew}} \) and \( \varepsilon \). The linear relation that can be used to model this dependence is \( \varepsilon_{\text{brew}} = b_0 + b_1(\varepsilon - 1) \) where the coefficients \( b_0 \) and \( b_1 \) are given by

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>C</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_0 )</td>
<td>1.86</td>
<td>1.60</td>
<td>1.97</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0.10</td>
<td>0.14</td>
<td>0.066</td>
</tr>
</tbody>
</table>

It should be noted that while this model provides an excellent fit for \( \varepsilon' \) between 5 and 25, it does not approach the correct limiting value of \( \varepsilon_{\text{brew}} = 1 \) when \( \varepsilon = 1 \). Thus the dielectric portion of this model should not be employed for grain permittivities below 5 (at these permittivities, the grain heads would be uncharacteristically dry and would not be an occurrence found in nature). Thus, for the specular component of the scattered field, \( \kappa_{\text{spec}}^{\nu \nu} = R_{vv} \) and \( \kappa_{\text{spec}}^{\nu \nu} = 1 \).

A final comparison of the semi-empirical model, the dielectric cylinder model and the numerical grain head model is given in Figure 7.6 for typical values of grain head length, diameter and moisture content. Overall, it can be seen that the semi-empirical model agrees very well with the numerically derived model. This agreement can best be illustrated by comparing the results directly between the semi-empirical model and the numerical model over the entire range for which it was constructed (Figure 7.6 illustrates the agreement for one particular permittivity). Figures 7.7 through 7.9 illustrate this for L-, C- and X-bands, for varying real and imaginary permittivity such that \( 5 \leq \varepsilon' \leq 25, 0.0 \leq \varepsilon'' \leq 10.0 \) and observation angle varying from \( 20^\circ \leq \theta \leq 70^\circ \) for a typical grain head length and diameter \( (L = 7\text{cm and } D = 1.1\text{cm}) \). For each frequency this gives a total number of 600 points. As can be seen from the set of figures, while the overall performance of the semi-empirical model is good, this performance degrades as frequency is increased. This behavior
is expected because the volume currents of the grain head can no longer be represented by the first few terms of a cosine expansion. Increasing the order of this expansion and the order of dependence on the polarizability tensor would undoubtably increase the accuracy at higher frequencies, but the model would become much more complex.

7.4 Extinction Coefficient

The optical theorem relates the extinction coefficient (proportional to the amount of energy a signal loses per unit volume) to the imaginary component of the electric field \[ \text{Tsang et al., 1986] by \]

\[
\kappa_e^{pp} = 4\pi n_0 \langle \text{Im} \{ S_{pp}\} \rangle
\]

(7.22)

where \( n_0 \) is the density of the scatterers whose scattering matrix, \( \overline{S} \) is known. In this case, that scattering matrix is for the grain heads. Because the extinction coefficient is dependent on the imaginary component of the scattered field, rather than its magnitude, the angular dependence modeled previously by (7.14) requires more terms to track both the magnitude and phase. Rather than using the cosine expansion, a first order angular dependence can be determined by deriving the first term in the exact series solution for oblique incidence on a dielectric cylinder given by [Ruck et al., 1970, pg. 266]. Following this method of analysis, the sought after angular dependence of the imaginary component of the scattered field is given by

\[
\text{Im} \{ S_{\nu\nu} \} = \frac{L A}{\lambda_0^3} \left\{ a_0 + a_1 \cos^{5/2} \theta \right\}
\]

(7.23)

\[
\text{Im} \{ S_{hh} \} = \frac{L A}{\lambda_0^3} a_0
\]

(7.24)

The dependence of the coefficients \( a_0 \) and \( a_1 \) on the real and imaginary components of grain permittivity may also be determined through a similar analysis. Overall, the dependence of the imaginary component of the scattered field on incidence angle and grain permittivity is not as straightforward a function as the magnitude functions that were laid out in the previous section. Nevertheless, an overall good fit was found by making small adjustments in the derived dependencies mentioned above. A consequence of making these adjustments however is that the functional form of the coefficients \( a_0 \) and \( a_1 \) changes depending on the
Figure 7.6: Overall comparison of the grain head model (solid lines) with the cylinder model (dotted lines) and semi-empirical model (×) at L-, C- and X-band. Example shown is for $M_w = 14\%$, $L = 7\text{cm}$, and $D = 1.1\text{cm}$. 
Figure 7.7: Agreement between the semi-emperical model and numerical model for grain head scattering at L-band. Shown are 600 points for back-, forward-, and specular-scattering over the full range of incidence angles (20 ≤ θ ≤ 70) and grain permittivities (5 ≤ ε' ≤ 25, 0 ≤ ε'' ≤ 10).

Figure 7.8: Agreement between the semi-emperical model and numerical model for grain head scattering at C-band. See Figure 7.7 for details.
Figure 7.9: Agreement between the semi-emperical model and numerical model for grain head scattering at X-band. See Figure 7.7 for details.

observing frequency. These coefficients, which are used in (7.23) and (7.24) are

\[ \begin{align*}
L\text{-Band} & \quad \begin{cases} 
    a_0 = 4.5 \times 10^{-3} + 7.3 \text{Im} \{P_{hh}(\epsilon + 1)\} \\
    a_1 = \epsilon'' \left( 1.7 - 0.27\sqrt{\epsilon'} \right) + 0.00144(\epsilon')^{1.5}
\end{cases} \\
C\text{-Band} & \quad \begin{cases} 
    a_0 = 0.14 + 0.011\epsilon' + 10.3 \text{Im} \{P_{hh}(\epsilon + 2)\} \\
    a_1 = 0.8\epsilon' - 2.7 + \epsilon'' \left( 2.1 - 0.37\sqrt{\epsilon'} \right)
\end{cases} \\
X\text{-Band} & \quad \begin{cases} 
    a_0 = 0.47 + 0.04\epsilon' + 17.6 \text{Im} \{P_{hh}(\epsilon + 4)\} \\
    a_1 = 7.3 \log(\epsilon') - 8.8 + \epsilon''(0.67 - 0.026\epsilon')
\end{cases}
\] (7.25) (7.26) (7.27)

The performance of the semi-emperical extinction model, given by (7.23) through (7.27), is demonstrated at the L-, C- and X-band frequencies in Figures 7.10 through 7.12 for typical values of grain head length, diameter and moisture content. In this same set of figures, the equivalent results obtained from the dielectric cylinder model are also shown as dashed lines, where it is seen that the dielectric cylinder grossly overestimates the extinction caused by the grain heads. This effect may possibly be due to the reduced volume that the grain head occupies in relation to a filled cylinder. Further accuracy of the semi-emperical model may be obtained by retaining more cosine dependent terms derived from the dielectric cylinder expansion; this approach would give a significantly better match between the numerically derived extinction and the semi-emperical model for the horizontal component of the extinction coefficient.
Figure 7.10: Imaginary component of $S_{pp}$ at L-Band to be used in the calculation of extinction coefficient. This figure shows results for the grain head model (solid), cylinder model (dashed) and semi-empirical model ($\times$); vv- and hh-polarizations. In this example, $L = 7 cm$, $A = 1.3 cm^2$, $\epsilon = 20 + i6.25 (M_v = 14\%)$.

Figure 7.11: Imaginary component of $S_{pp}$ at C-Band to be used in the calculation of extinction coefficient. This figure shows results for the grain head model (solid), cylinder model (dashed) and semi-empirical model ($\times$); vv- and hh-polarizations. In this example, $L = 7 cm$, $A = 1.3 cm^2$, $\epsilon = 15 + i5.0 (M_v = 14\%)$. 
Figure 7.12: Imaginary component of $S_{pp}$ at X-Band to be used in the calculation of extinction coefficient. This figure shows results for the grain head model (solid), cylinder model (dashed) and semi-empirical model ($\times$); vv- and hh-polarizations. In this example, $L = 7\text{cm}$, $A = 1.3\text{cm}^2$, $\epsilon = 15 + i5.0(M_v = 14\%)$.

7.5 Conclusion

Chapters previous to this one have addressed a variety of experimental, theoretical and numerical issues generally associated with the science of remote sensing. In this chapter, the machinery and understanding developed in the previous chapters was put to use to address a specific problem for a first order coherent scattering model of a wheat field. Specifically, that problem was to determine an efficient, accurate method of calculating the principle scattering components (i.e. back–, forward–, and specular–scatter) from a wheat grain head. A general methodology was presented that first began with the physical modeling of grains on the wheat head, followed by a full numerical calculation of the scattering from this dielectric structure. To make the model usable, a semi-empirical model was developed based on the numerical calculations. The semi-empirical model relied on physical knowledge of the interaction of electromagnetic waves with a dielectric cylinder. Thus, the machinery and generality of the dielectric cylinder equations were used to create a broad scope over which the semi-empirical model would be valid. This validity region extends for grain head lengths between 5 and 9 cm, grain head diameters in the nominal range of 1 cm, and volumetric moisture contents ranging from very dry at 8% up to very lush at 19%. 
<table>
<thead>
<tr>
<th>freq</th>
<th>vv-forward scatter coeffs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_0$</td>
</tr>
<tr>
<td>L</td>
<td>$e_{10} = 6.4$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = -0.34$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 6.8(-3)$</td>
</tr>
<tr>
<td>C</td>
<td>$e_{10} = 6.8$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = -0.30$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 5.2(-3)$</td>
</tr>
<tr>
<td>X</td>
<td>$e_{10} = 7.4$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = -0.42$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 8.4(-3)$</td>
</tr>
</tbody>
</table>

Table 7.3: Forward-scatter coefficients for vv-polarization.

7.6 Semi-Empirical Model Coefficients

Coefficients for the model given in Tables 7.3 – 7.8 were obtained by fitting the semi-empirical expression to the mean scattered fields evaluated by the T-matrix model for many realizations of the grain head. As a method of saving space, exponential components are given in parenthesis (i.e. $10^x \leftrightarrow (x)$).
<table>
<thead>
<tr>
<th>freq</th>
<th>hh-forward scatter coeffs</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$a_0$</td>
<td>$a_2$</td>
</tr>
<tr>
<td>L</td>
<td>$e_{10} = 16.5$</td>
<td>$-3.6(-3)$</td>
<td>$e_{12} = -3.6(-3)$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = 5.0$</td>
<td>$-0.011$</td>
<td>$e_{22} = -0.011$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 0.0$</td>
<td>$0.0$</td>
<td>$e_{32} = 0.0$</td>
</tr>
<tr>
<td>C</td>
<td>$e_{10} = 15.7$</td>
<td>$0.84$</td>
<td>$e_{12} = 0.84$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = 7.4$</td>
<td>$-2.5$</td>
<td>$e_{22} = -2.5$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 0.0$</td>
<td>$0.0$</td>
<td>$e_{32} = 0.0$</td>
</tr>
<tr>
<td>X</td>
<td>$e_{10} = 14.6$</td>
<td>$3.5$</td>
<td>$e_{12} = 3.5$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = 10.6$</td>
<td>$-9.3$</td>
<td>$e_{22} = -9.3$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 0.0$</td>
<td>$0.0$</td>
<td>$e_{32} = 0.0$</td>
</tr>
</tbody>
</table>

Table 7.4: Forward-scatter coefficients for hh-polarization.

<table>
<thead>
<tr>
<th>freq</th>
<th>vv-backscatter coeffs</th>
<th>$a_0$</th>
<th>$a_2$</th>
<th>$a_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$a_0$</td>
<td>$a_2$</td>
<td>$a_i$</td>
</tr>
<tr>
<td>L</td>
<td>$e_{10} = 5.0$</td>
<td>$1.8$</td>
<td>$-0.03$</td>
<td>$0.073$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = -0.25$</td>
<td>$0.0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 5.2(-3)$</td>
<td></td>
<td></td>
<td>$-6.2(-3)$</td>
</tr>
<tr>
<td>C</td>
<td>$e_{10} = 6.5$</td>
<td>$2.6$</td>
<td></td>
<td>$4.3(-4)$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = -0.43$</td>
<td>$-0.055$</td>
<td></td>
<td>$1.5(-3)$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 9.2(-3)$</td>
<td>$0.0$</td>
<td></td>
<td>$2.9(-5)$</td>
</tr>
<tr>
<td>X</td>
<td>$e_{10} = 4.3$</td>
<td>$1.8$</td>
<td></td>
<td>$4.6(-3)$</td>
</tr>
<tr>
<td></td>
<td>$e_{20} = -0.39$</td>
<td>$-0.40$</td>
<td></td>
<td>$3.0(-3)$</td>
</tr>
<tr>
<td></td>
<td>$e_{30} = 9.4(-3)$</td>
<td>$9.6(-3)$</td>
<td></td>
<td>$7.0(-5)$</td>
</tr>
</tbody>
</table>

Table 7.5: Back-scatter coefficients for vv-polarization.
Table 7.6: Back-scatter coefficients for hh-polarization.

<table>
<thead>
<tr>
<th>freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
</tr>
<tr>
<td>e_{10} = 12.9</td>
</tr>
<tr>
<td>e_{20} = 3.4</td>
</tr>
<tr>
<td>e_{30} = 0.0</td>
</tr>
<tr>
<td>a_0</td>
</tr>
<tr>
<td>a_2</td>
</tr>
<tr>
<td>a_i</td>
</tr>
<tr>
<td>e_{1_1} = 0.74</td>
</tr>
<tr>
<td>e_{2_1} = -0.91</td>
</tr>
<tr>
<td>e_{3_1} = 0.37</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>e_{10} = 15.9</td>
</tr>
<tr>
<td>e_{20} = 6.5</td>
</tr>
<tr>
<td>e_{30} = 0.0</td>
</tr>
<tr>
<td>a_0</td>
</tr>
<tr>
<td>a_2</td>
</tr>
<tr>
<td>a_i</td>
</tr>
<tr>
<td>e_{1_1} = -1.7(-3)</td>
</tr>
<tr>
<td>e_{2_1} = 5.9(-3)</td>
</tr>
<tr>
<td>e_{3_1} = 0</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>e_{10} = 17.3</td>
</tr>
<tr>
<td>e_{20} = 4.0</td>
</tr>
<tr>
<td>e_{30} = 0.0</td>
</tr>
<tr>
<td>a_0</td>
</tr>
<tr>
<td>a_2</td>
</tr>
<tr>
<td>a_i</td>
</tr>
<tr>
<td>e_{1_1} = 0.076</td>
</tr>
<tr>
<td>e_{2_1} = -0.2</td>
</tr>
<tr>
<td>e_{3_1} = 0.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
</tr>
<tr>
<td>e_{10} = 28.8</td>
</tr>
<tr>
<td>e_{20} = -2.1</td>
</tr>
<tr>
<td>e_{30} = 0.046</td>
</tr>
<tr>
<td>a_0</td>
</tr>
<tr>
<td>a_2</td>
</tr>
<tr>
<td>e_{1_2} = 19.3</td>
</tr>
<tr>
<td>e_{2_2} = -1.4</td>
</tr>
<tr>
<td>e_{3_2} = 0.031</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>e_{10} = 31.3</td>
</tr>
<tr>
<td>e_{20} = -1.9</td>
</tr>
<tr>
<td>e_{30} = 0.037</td>
</tr>
<tr>
<td>a_0</td>
</tr>
<tr>
<td>a_2</td>
</tr>
<tr>
<td>e_{1_2} = 22.2</td>
</tr>
<tr>
<td>e_{2_2} = -1.3</td>
</tr>
<tr>
<td>e_{3_2} = 0.024</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>e_{10} = 39.4</td>
</tr>
<tr>
<td>e_{20} = -3.0</td>
</tr>
<tr>
<td>e_{30} = 0.068</td>
</tr>
<tr>
<td>a_0</td>
</tr>
<tr>
<td>a_2</td>
</tr>
<tr>
<td>e_{1_2} = 29.7</td>
</tr>
<tr>
<td>e_{2_2} = -2.7</td>
</tr>
<tr>
<td>e_{3_2} = 0.063</td>
</tr>
</tbody>
</table>

Table 7.7: Specular-scatter coefficients for vv-polarization.
<table>
<thead>
<tr>
<th>freq</th>
<th>hh-specular scatter coeffs</th>
<th>a₀</th>
<th>a₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>e₁₀ = 16.5</td>
<td>e₁₂ = −0.01</td>
<td>e₂₂ = −0.018</td>
</tr>
<tr>
<td></td>
<td>e₂₀ = 5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>e₃₀ = 0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>e₁₀ = 15.4</td>
<td>e₁₂ = 0.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e₂₀ = 7.2</td>
<td>e₂₂ = −2.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e₃₀ = 0.0</td>
<td>e₃₂ = 0.0</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>e₁₀ = 13.7</td>
<td>e₁₂ = 2.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e₂₀ = 10.3</td>
<td>e₂₂ = −9.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e₃₀ = 0.0</td>
<td>e₃₂ = 0.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.8: Specular–scatter coefficients for hh-polarization.
CHAPTER 8

Conclusions and Directions for Future Work

The contents of this dissertation summarizes a large volume of work whose aim it was to better understand how electromagnetic waves propagate through and interact with random media at frequencies where the wavelength exists on a similar dimensional scale as the discontinuities that make up the media. To investigate this phenomenon, Chapter 2 described an experimental procedure to determine effective permittivity of a layer of sand at 35 GHz. The execution of this experiment led to several important theoretical questions, that of how to relate the permittivity of the sand to the physical and electromagnetic characteristics of the sand constituents (i.e. grains of silica). A variety of theoretical methods (the Polder-VanSanten mixing formula, the effective field approximation, the quasi-crystalline approximation, the Born approximation and Radiative transfer) for characterizing electromagnetic wave behavior for this purpose were described and developed in Chapter 3. These two chapters laid the groundwork for the treatment that followed. In Chapter 4, a packing algorithm was developed for simulating particle arrangements in dense, gravity deposited media (such as snow or sand). Results from this algorithm were shown to provide useful unknown functions for characterizing random media such as the correlation function of permittivity fluctuations or the pair distribution function.

The packing algorithm may also be used as a first step in a full Monte-Carlo electromagnetic analysis for fields within random media. In two dimensions, this analysis can be conveniently be performed with the aid of the well developed method of moments technique for numerically solving Maxwell’s equations. In three dimensions, the treatment requires a more elaborate technique that is amenable to Monte-Carlo analysis of a random collection of spherically shaped discontinuities. To this end, Chapter 5 was dedicated to the development of the T-matrix algorithm which relates the spherical wave expansion for an incident field upon a collection of scatterers to the spherical wave expansion of the scattered field. In this chapter, the recursive aggregate T-matrix algorithm (RATMA) was described where it was
shown in theory and by example the limited ability of RATMA to account for interactions between closely spaced particles.

In Chapter 6, the work of the previous chapters is used to numerically address the calculation of effective permittivity in two and three dimensions. This was accomplished by comparing the average scattered fields from bounded sample of a random medium to that of a homogeneous dielectric. In two dimensions, this technique was used to evaluate the performance of the Polder-VanSanten mixing formula, the effective field approximation and the quasi-crystalline approximation and to demarcate regions of validity for these techniques. In three dimensions, the direct T-matrix algorithm was used to perform a similar task where estimates of effective permittivity were compared with results derived from the quasi-crystalline approximation with coherent potential, the effective field approximation and an incoherent numerical method for determining the extinction coefficient of a random medium.

In the final chapter, Chapter 7, the tools and methodologies that had been developed in the previous six chapters were put to use to address the problem of scattering from the grain head of a wheat plant. In this chapter, the T-matrix algorithm is used to analyze an a grain model of the wheat head. Results from this analysis were used to generate a semi-empirical formulation based upon a low frequency analysis of the scattering from a dielectric cylinder. The purpose of this treatment was to utilize a high fidelity numerical method to calculate the principle scattering components and then in turn develop a simplified polynomial based scattering model that can be used as a tool in computational analysis of the wheat field as a whole.

8.1 Summary of Accomplishments

The accomplishments that have been made in this thesis can be summarized as follows

1. Characterization and bistatic measurement of find sand at 35 GHz. Measurements were used to determine the real component of effective permittivity for the medium.

2. Development of the two-dimensional version of the quasi-crystalline approximation.

3. Development of the two-dimensional version of the Born approximation and graphic relation of the predicted backscatter to the power spectral density of the permittivity fluctuation correlation function.
4. The development of the packing algorithm for efficiently determining particle arrangements in two and three dimensions.


6. Numerical determination of effective permittivity in both two and three dimensions.

7. Evaluation of the quasi-crystalline approximation, the effective field approximation and the Polder-VanSanten mixing formula in both two and three dimensions.

8. Development of a semi-empirical model for the scattering and extinction due to wheat grain heads.

### 8.2 Directions for Future Work

The breadth of analysis that has been performed for this dissertation leads to a variety of different research directions that could be followed in the future. The directions envisioned by the author are

- Analyze bistatic and backscatter controlled measurements performed on materials such as sand to provide the imaginary component of effective permittivity of this medium. The theoretical/numerical tools developed in this dissertation could be used to compare with results obtained from this experiment.

- Quantify the effects of material anisotropy for three-dimensional theoretical methods such as the Born approximation and the quasi-crystalline approximation. To this end, alternative functional forms of the correlation function and pair distribution function could be developed.

- Expand the three-dimensional version of the packing algorithm to account for other than spheroidal particles. The packing algorithm may be of great use to such disciplines as material science, civil and soil engineering. These avenues need to be further explored.

- Implement alternative numerical techniques (including different formulations of the T-matrix algorithm) to improve or surpass the difficulties that RATMA has with accounting for particle interactions.
• Use the Monte-Carlo results obtained in determining effective permittivity as a basis for developing a theoretical method to circumvent much of the numerical burden that the method requires for addressing the three-dimensional problem.

• Use the methodology for deriving a semi-empirical scattering model of the wheat grain head to address other remote sensing problems of interest.
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