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This dissertation expounds on the thesis that numerical methods and models can be developed which are sufficiently accurate to enable a microwave engineer to design microstrip-fed slot devices, without resorting to the empirical or semi-empirical techniques characteristic of more traditional methods. This possibility is of importance since the traditional approaches are typically time-consuming and therefore expensive. The advantages of numerical models are widely recognized, not only in the microwave industry, but in many other fields as well. With the rapid development of personal computers and workstations in terms of availability and processing power, computer-aided design (CAD) capability is becoming even more important for the development of technology.

Slots have been used in microwave designs for many years, particularly in waveguide-fed antenna arrays. Stripline, and more recently, microstrip line has also been used frequently, especially when there are active microwave components involved. It is now recognized that combinations of these types of structures and devices offer many significant advantages and will be needed to meet the requirements for advanced, state-of-the-art systems which have recently been proposed. Additional changes in technology have created the need for the ability to analyze structures with multi-layered substrates and superstrates and, increasingly, there has been a push toward higher and higher operating frequencies. For these reasons, we have developed the analytical and numerical methods to be presented here. It will be shown that many of these issues can be addressed in terms of computer-aided design and a considerable advancement and improvement over previous work in this
area has been achieved.

In Chapter I, we begin by introducing various historical aspects of the use of slots in microwave antennas. Through an examination of these devices in the context of present thinking, we will define the types of problems to be analyzed in this work; specifically, microstrip-fed slot antenna elements and couplers. The basis for the numerical models will be formulated in terms of integral equations. Full-wave analysis by means of exact Green's functions is used with a view toward application of these methods at high frequencies where other methods generally fail.

Chapter II will present the derivations of the necessary dyadic Green's functions which will be used throughout the remainder of the work. The approach will use a 'field expansion method' in terms of vector wave functions which will be explained and defined. The method of scattering superposition will be used and a method, not previously presented for this approach, employing impedance boundary conditions and field matching procedures will be developed. The entire approach is in contrast to the more widely used, and perhaps more familiar, 'vector potential method'. Some comparisons to and deficiencies with past usages of the latter approach will be pointed out. To further illustrate the differences, the method of scattering superposition with impedance boundary conditions as applied to the vector potential method will be illustrated by example in the appendix, since even for this method, there are significant advantages that have not previously been presented.

The application of the method of moments to the integral equations is detailed in Chapter III. The treatment will be generalized to include variations on the main thrust of the work, to show how slots and lines can be modelled with arbitrary orientations relative to each other and the shielding structure. Although the applications discussed in later chapters impose some simplifying assumptions on the geometry, the material here lays the groundwork for further extensions to the work which may be implemented at a later date.
Also included in Chapter III is some discussion of mathematical relations and programming
techniques which have been used to greatly reduce the computation time for generating
the required matrix elements.

Several applications are introduced in Chapter IV. This chapter is devoted to the
discussion of problems which can be reduced to two dimensions. The first part demon-
strates the procedures for treatment of layered structures through analytical field matching
throughout the layers. Applications discussed include the evaluation of transmission line
parameters for microstrip lines and the visualization of field behavior for both shielded
strip and slot lines. The accuracy of the technique is verified for microstrip by comparing
to data available in the literature and a commercial computer-aided design package. The
second part deals with the development of a model for scattering from vertical wires in
waveguides. For small diameter wires, the model can be greatly simplified compared to
approaches used in the literature. The validity of the model is verified by comparison to
experimental measurements. The motivation for the work in this chapter is to support the
modelling of applications discussed in Chapter VI.

Chapter V presents the analysis of microstrip-fed slot couplers. Expressions for the
S-parameters which characterize their behavior are derived based on network analysis of
even- and odd-mode excitations of the structure. The procedure is referred to as the
'Standing Wave Method' and involves an interpretation of the method of moments solution
for currents on the microstrip lines. This has become a sort of 'standard' approach to a
variety of similar problems but has some drawbacks as will be pointed out. Also presented
in this chapter is a discussion of the fixture design and experimental results which verify
the accuracy and validity of the method.

Chapter VI introduces the radiating slot or antenna element problem by deriving an al-
ternative approach for finding network parameters. The method is based on an application
of the Reciprocity Theorem and is here referred to as the 'Reaction Theorem Method' or 'Reaction Method'. The requirement for a new approach is a consequence of the limitations of the Standing Wave Method discussed in Chapter V. Historically, the Reaction Method was introduced many years ago for application to simple waveguide-fed slots; however, for our use, the structures are more complex and as a result, the application of the method is also. The details of how the technique is applied are discussed in this chapter, together with experimental results which demonstrate the capability of the numerical methods.

In Chapter VII, a variation of the radiating slot is explored. In this case, a slot of finite thickness is introduced. Instead of simply making the slot thicker, which can also be modelled by this approach and has been treated through more approximate methods in the past, the case where the strip-fed slot couples to the radiating slot through an intervening section of rectangular waveguide is presented. In this case, we find the important result that the slots can be detuned to extend the bandwidth of the element.

The dissertation concludes with Chapter VIII which summarizes the techniques developed. The points where the effort is judged to have succeeded are outlined as well as where the numerical models fail. In the latter cases, the suspected causes for deficiencies in the approach are discussed along with recommendations for remedies. These issues form the basis of suggestions for the extension of this work and exploration of related areas. Specifically, the treatment of a 'T-bar' fed slot is discussed. This is a slot fed by a microstrip line terminated in a T-junction, whose branch arms are short-circuited to the cavity side walls. A similar device has been previously shown to provide extended bandwidth for cavity-backed aperture antennas.

A few final comments about the mechanics of this work: A number of programs were developed for the numerical modelling and analysis of the structures discussed as well as for post-processing the data. These programs were written almost exclusively in FORTRAN
and run on a variety of machines, including the University of Michigan IBM 3090/600E mainframe and IBM RS6000 workstations for the numerically intensive operations. A majority of the remaining processing was performed on HP/Apollo workstations, primarily a DN2500. The manuscript was typeset using \LaTeX\ text processing software with macros developed at the University of Michigan for dissertation formats. Rectangular two-dimensional plots used throughout were produced in PostScript by a menu-driven plotting program developed jointly by the author and Dr. Leland Pierce. Smith Chart plots were produced by similar programs developed by the author. Most of the drawings were generated using either XFig or directly with PostScript and incorporated in PostScript form.
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CHAPTER I

INTRODUCTION

1.1 Motivation and Background

The use of slots in microwave circuits can be traced back at least as far as the 1940’s to the research efforts associated with World War II. This is particularly true in antenna designs where slots have been used extensively as the primary radiating elements, but also in feed networks as couplers. With the advent of monolithic microwave circuit technology and also for more traditional construction methods, transitions from microstrip to slotline are also becoming increasingly important in the design of microwave and millimeter-wave circuit elements. Two such transitions can be combined to form interconnects between lines and by using lines on opposite sides of the slot plane, a vertical transition can be made without the use of via-holes. The basic structure, in a variety of forms, has a wide range of applications to both broadband and narrowband connections and can be used as a building block for interconnects [35], phase shifters and inverters [30], directional couplers [80], filters [50], and many other microwave components [2]. Whether used as a coupling element between guided wave structures or to free space, both applications require accurate analysis and design tools in order to minimize costly, time-consuming empirical techniques and rework.

Many papers have been published on the design of slotted waveguide antennas over the past forty-five years including “classics” by Stevenson [71] and Oliner [57], among
others [51, 4, 5]. Elliot and his associates have contributed many important works on the analysis and design of slotted rectangular waveguides and arrays [22, 23, 58, 70, 40]. More recently, slots which are fed by microstrip or stripline have received attention [59, 62, 67] due to advantages in cost, size, weight and conformability, among others. The development of variations and new analytical techniques is ongoing [16, 8, 17, 87].

Numerous investigators have also presented approximate analytical techniques to characterize these types of structures with applications to circuit elements [12, 49, 50, 41, 2]. For example, a quasi-static analysis has been provided in [89], however, this may not be sufficient, particularly for higher frequencies where end effects and higher order mode coupling become more significant. A more recent paper [66] presents a transmission line analysis with excellent results, however, similar shortcomings would be expected. Hybrid methods which combine two-dimensional full-wave analysis with transmission line theory as in [56], should certainly extend the validity of such models, but still may not account for all discontinuity effects. Exact methods for microstrip-to-slotline transitions have only recently begun to appear, such as the case reported in [91] which has applications to open structures.

For couplers, practical considerations suggest that a shielding structure will almost always be present. In fact, in many cases, a shielding structure must be introduced in order to reduce crosstalk and to control undesirable coupling to other structures in the package (for example, DC control lines in phase shifters have been known to unexpectedly become part of the microwave circuit). For antennas, cavity-backed slots have been used for similar reasons; for example, to reduce internal mutual coupling on the feed network side of an array. This often both simplifies the design process and improves the achievable performance. For instance, it has been shown that the internal isolation of the slots in phase steerable antennas can significantly improve scanning performance [47].
For these reasons, the slots studied here will be enclosed by a cavity at least on one side. The dimensions of the cavity can have a strong influence on the electrical behavior of the slot. In some cases, these dimensions are used to control the slot characteristics and in others they are used to suppress undesirable effects. In practice, slot antennas are often covered by a protective dielectric sheet. The capability to handle these cases will also be included in the analysis discussed here by employing the exact Green's function for an infinite covered ground plane. This function will be evaluated by a combination of numerical and analytical techniques as described in [36], however, the details will not be reiterated here. Also included is the capability to model multi-layered substrates and superstrates which is becoming increasingly important for monolithic circuits and for systems which may combine many circuit functions through three dimensional integration over multiple layers.

An example of a hypothetical structure which employs numerous transitions of the type to be analyzed is illustrated in Figure 1.1. Shown is a slot antenna array loosely based on a conventional waveguide fed slot array. Conventional arrays typically use waveguide-to-waveguide slot coupling to feed slotted waveguide branch lines. Here we assume the individual slots are fed by microstrip-to-microstrip slot couplers as illustrated by the lowest three layers of Figure 1.1. Each radiating slot is internally isolated by a cavity which may contain active devices for power generation for example. The feed network may contain additional active sources coupled by combinations of microstrip and slotlines and may be built on multilayered substrates for integration of additional antenna functions, such as phase control, frequency conversion, detection, etc. This example illustrates just one application with features drawn from topics being considered in the current literature which also verifies the need for more accurate and advanced analysis and design tools for the types of structures to be considered.
Figure 1.1: A hypothetical integrated antenna employing numerous slot coupling structures.
1.2 General Description of Analysis Approach

For coupling through slots, the distribution (shape, amplitude and phase) of the field in the slot is vital to the determination of the slot coupling behavior. For radiating slots, this distribution has been investigated by Elliott [23] and others [59, 67, 70] by treating the case of an isolated slot in an infinite ground plane. With the Green's function for a half space and the fields in rectangular waveguide, they were able to write an integral equation. The equation was solved by the Method of Moments to determine the field distribution. Subsequently, the scattering parameters of the slot were found by an application of the Reciprocity Theorem.

The same approach will be used here for radiating slots, referred to here as the 'Reaction Theorem Method' or 'Reaction Method'; although the presence of the strip and, especially for microstrip, the inhomogeneous filling of the rectangular cross section precludes the use of simple rectangular waveguide field solutions. In previous works [67], the presence of the strip has been neglected by assuming a similarity between the strip modes and empty waveguide modes. This not only places certain restrictions on the position of the strip between the ground planes but also does not take into account the influence of the strip on the fields near the slot. Here, the formulation will be generalized to include not only the case of stripline where the cross section is homogeneously filled, but also the possibility of multiple layer substrates and superstrates, allowing microstrip or more complex structures to be analyzed. This will require the solution to the two-dimensional 'waveguide' problem in addition to the three-dimensional 'cavity' solution which is the primary focus of this work. The relative position of the strip within the shield will also be unrestricted which has not been the case in some of the previous works.

For couplers, the same shielded strip substrate/superstrate capability will be included. However, in this case, an alternative method will be used to extract the coupling parame-
ters. This will be referred to as the 'Standing Wave Method' and is based on a more detailed modelling of the strip current. The scattering parameters are extracted from the positions of peaks in the strip current standing wave pattern, evaluated for even and odd excitations of the structure. Although the Reciprocity Method is more general, the Standing Wave Method is somewhat simpler and therefore may be more convenient.

In many cases the thickness of the ground plane is very small and the slot can be considered infinitesimally thin. However, for both types elements it may be necessary to make a 'thick' slot for structural purposes or heat dissipation, for example. In fact, we have found that this feature may be used to another advantage which is to broaden the operating bandwidth of the element. These cases can be treated by the same techniques and will be included in the formulation.

Highly accurate models are needed to reliably design these types of elements. Therefore, a full-wave space-domain integral equation approach solved by the Method of Moments will be used as opposed to quasi-static, modified quasi-static dispersion analysis, or other similarly limited techniques. This approach is preferred since we can find exact Green's functions for the structures described which account for all possible electromagnetic interactions. It also allows application of these techniques to problems without restriction as to the size of dimensions relative to wavelength.

1.3 Integral Equations and Notation

In this section, appropriate integral equations will be derived. One of the primary purposes of this section is to introduce the notation and conventions used throughout the text and some of the fundamental equations and relationships which will be needed.
1.3.1 Dyadic Green's Functions for Physical Quantities

It is well known that time harmonic electromagnetic fields must satisfy Maxwell's Equations (\( e^{j\omega t} \) time convention assumed and suppressed throughout):

\[
\nabla \times \mathbf{E} = -j\omega \mu \mathbf{H} \tag{1.1}
\]
\[
\nabla \times \mathbf{H} = \mathbf{J} + j\omega \varepsilon \mathbf{E} \tag{1.2}
\]

where the constitutive relations \( \mathbf{D} = \varepsilon \mathbf{E} \) and \( \mathbf{B} = \mu \mathbf{H} \) have been assumed. Also, \( \mathbf{J} \) is defined in terms of the movement of electric charge with time by the Continuity relation:

\[
\nabla \cdot \mathbf{J} = -j\omega \rho \tag{1.3}
\]

Understanding these to be the governing independent equations, by taking the divergence of Equations (1.1) and (1.2), it is found that the fields also obey

\[
\nabla \cdot \mathbf{E} = \frac{\rho}{\varepsilon} \tag{1.4}
\]
\[
\nabla \cdot \mathbf{H} = 0 \tag{1.5}
\]

That the fields must satisfy the Helmholtz wave equation is readily derived by taking the curl of Equation (1.1) and substituting (1.2) into the result, yielding

\[
\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E} = -j\omega \mu \mathbf{J} \tag{1.6}
\]

where \( k^2 = \omega^2 \mu \varepsilon \). Similarly, it can be shown that \( \mathbf{H} \) must satisfy

\[
\nabla \times \nabla \times \mathbf{H} - k^2 \mathbf{H} = \nabla \times \mathbf{J} \tag{1.7}
\]

Dyadic Green's functions can be introduced to represent the solutions to these equations for infinitesimal current sources. For instance, \( \tilde{G}_{eJ} \) will be used to represent the solution to Equation (1.6) in the form

\[
\tilde{G}_{eJ} = [E^{(x)} \hat{x} + E^{(y)} \hat{y} + E^{(z)} \hat{z}] \tag{1.8}
\]
Here, \( \mathbf{E}^{(x)} \) is the field resulting from an \( \hat{x} \) directed current source
\[
\mathbf{j}^{(x)} = -\frac{\delta(\mathbf{R} - \mathbf{R}')}{j\omega\mu} \mathbf{\hat{x}}
\]  
(1.9)
and so forth for the \( \hat{y} \) and \( \hat{z} \) components so that
\[
\nabla \times \nabla \times \xi_{\mathbf{eJ}} - k^2 \xi_{\mathbf{eJ}} = \bar{I}\delta(\mathbf{R} - \mathbf{R}')
\]  
(1.10)
where
\[
\bar{I}\delta(\mathbf{R} - \mathbf{R}') = -j\omega\mu[\mathbf{j}^{(x)} \mathbf{\hat{x}} + \mathbf{j}^{(y)} \mathbf{\hat{y}} + \mathbf{j}^{(z)} \mathbf{\hat{z}}]
\]  
(1.11)
Likewise, for the magnetic fields, the dyadic Green's function must satisfy
\[
\nabla \times \nabla \times \xi_{\mathbf{mJ}} - k^2 \xi_{\mathbf{mJ}} = \nabla \times [\bar{I}\delta(\mathbf{R} - \mathbf{R}')]\]
(1.12)
where \( \xi_{\mathbf{mJ}} \) represents
\[
\xi_{\mathbf{mJ}} = -j\omega\mu[\mathbf{H}^{(x)} \mathbf{\hat{x}} + \mathbf{H}^{(y)} \mathbf{\hat{y}} + \mathbf{H}^{(z)} \mathbf{\hat{z}}]
\]  
(1.13)
From Equation (1.10) and (1.12) it is seen that \( \xi_{\mathbf{eJ}} \) is related to \( \xi_{\mathbf{mJ}} \) by
\[
\nabla \times \xi_{\mathbf{eJ}} = \xi_{\mathbf{mJ}}
\]  
(1.14)
\[
\nabla \times \xi_{\mathbf{mJ}} = \bar{I}\delta(\mathbf{R} - \mathbf{R}') + k^2 \xi_{\mathbf{eJ}}
\]  
(1.15)
The terminology and notation which we use to refer to these functions is that \( \xi_{\mathbf{eJ}} \) is the dyadic Green's function of the electric field type (subscript 'e') for an electric current (subscript 'J'). Similarly, \( \xi_{\mathbf{mJ}} \) represents the dyadic Green's function of the magnetic field type (subscript 'm') for an electric current.

1.3.2 Dyadic Green's Functions for "Dual" Quantities

The Duality Principle entails the proposal of a system of equations where
\[
\nabla \times \mathbf{E} = -j\omega\mu \mathbf{H} - \mathbf{K}
\]  
(1.16)
\[
\nabla \times \mathbf{H} = j\omega\epsilon \mathbf{E}
\]  
(1.17)
\( \mathcal{K} \) representing a fictitious magnetic current. This current is introduced as a matter of convenience by which we can represent tangential electric fields in terms of equivalent magnetic currents according to the Equivalence Principle. We then can take advantage of the duality between these and the "physical" quantity equations to generate solutions to the equations [32, pp.98-116]. The Helmholtz wave equations for this system are

\[
\nabla \times \nabla \times \mathcal{H} - k^2 \mathcal{H} = -j \omega \mathcal{K} \tag{1.18}
\]

\[
\nabla \times \nabla \times \mathcal{E} - k^2 \mathcal{E} = -\nabla \times \mathcal{K} \tag{1.19}
\]

Using the representation

\[
\mathcal{G}_{mk} = [\mathcal{H}^{(x)} \hat{x} + \mathcal{H}^{(y)} \hat{y} + \mathcal{H}^{(z)} \hat{z}] \tag{1.20}
\]

\( \mathcal{G}_{mk} \) satisfies

\[
\nabla \times \nabla \times \mathcal{G}_{mk} - k^2 \mathcal{G}_{mk} = \mathcal{I} \delta (\mathcal{R} - \mathcal{R}') \tag{1.21}
\]

where the inhomogeneous term represents

\[
\mathcal{I} \delta (\mathcal{R} - \mathcal{R}') = -j \omega \epsilon [\mathcal{K}^{(x)} \hat{x} + \mathcal{K}^{(y)} \hat{y} + \mathcal{K}^{(z)} \hat{z}] \tag{1.22}
\]

with

\[
\mathcal{K}^{(x)} = -\frac{\delta (\mathcal{R} - \mathcal{R}')} {j \omega \epsilon} \hat{x} \tag{1.23}
\]

and so forth for the \( \hat{y} \) and \( \hat{z} \) components. Similarly, \( \mathcal{G}_{ek} \) satisfies

\[
\nabla \times \nabla \times \mathcal{G}_{ek} - k^2 \mathcal{G}_{ek} = \nabla \times \mathcal{I} \delta (\mathcal{R} - \mathcal{R}') \tag{1.24}
\]

where \( \mathcal{G}_{ek} \) represents

\[
\mathcal{G}_{ek} = j \omega \epsilon [\mathcal{E}^{(x)} \hat{x} + \mathcal{E}^{(y)} \hat{y} + \mathcal{E}^{(z)} \hat{z}] \tag{1.25}
\]

Here it is evident that

\[
\nabla \times \mathcal{G}_{mk} = \mathcal{G}_{ek} \tag{1.26}
\]

\[
\nabla \times \mathcal{G}_{ek} = \mathcal{I} \delta (\mathcal{R} - \mathcal{R}') + k^2 \mathcal{G}_{mk} \tag{1.27}
\]
The notation and terminology are the same as before with the magnetic current represented by the subscript 'K'.

1.3.3 Integral Solutions to Helmholtz Equations using Dyadic Green's Functions

Once $\tilde{G}_{ej}$, $\tilde{G}_{mj}$, $\tilde{G}_{ek}$ and $\tilde{G}_{mk}$ are known for a particular geometry and set of boundary conditions, it is possible to find the corresponding field quantity for any distribution of electric or magnetic current. The relationship to be used can be derived from the vector-dyadic Green's second identity:

$$
\iiint \left[ \mathbf{F} \cdot \nabla \times \nabla \times \mathbf{Q} - (\nabla \times \nabla \times \mathbf{F}) \cdot \mathbf{Q} \right] dV
= -\iint \left\{ (\hat{n} \times \nabla \times \mathbf{F}) \cdot \mathbf{Q} + (\hat{n} \times \mathbf{F}) \cdot \nabla \times \mathbf{Q} \right\} dS
$$

(1.28)

To find the integral solution to

$$
\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E} = -j\omega \mathbf{J}
$$

(1.29)

we use the electric dyadic Green's function with an electric current source, $\tilde{G}_{ej}$. By letting $\mathbf{F} = \mathbf{E}$ and $\mathbf{Q} = \tilde{G}_{ej}$ in Equation (1.28), we find that

$$
\mathbf{E}(\mathbf{R}) = -j\omega \mu \iiint \iint \mathbf{J}(\mathbf{R'}) \cdot \tilde{G}_{ej}(\mathbf{R'}, \mathbf{R}) dV''
- \iiint \left\{ [\hat{n} \times \nabla' \times \mathbf{E}(\mathbf{R'})] \cdot \tilde{G}_{ej}(\mathbf{R'}, \mathbf{R})
+ [\hat{n} \times \mathbf{E}(\mathbf{R'})] \cdot \nabla' \times \tilde{G}_{ej}(\mathbf{R'}, \mathbf{R}) \right\} dS'
$$

(1.30)

Note that in the process of deriving this result, the notation of $\mathbf{R}$ and $\mathbf{R'}$ has been interchanged in keeping with our conventional usage of $\mathbf{R'}$ as the source position vector and $\mathbf{R}$ as the observation position vector. (Primes throughout will be used to indicate source coordinates.) Using the vector-dyadic identity of triple products:

$$
\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c}) = -\mathbf{b} \cdot (\mathbf{a} \times \mathbf{c}) = (\mathbf{a} \times \mathbf{b}) \cdot \mathbf{c}
$$

(1.31)
Equation (1.30) can be re-written as

$$
\mathbf{E}(\mathbf{r}) = -j\omega \mu \iiint \mathbf{j}(\mathbf{r'}) \cdot \mathbf{G}_{eJ}(\mathbf{r'}, \mathbf{r}) dV' \\
+ \iint_S \{ [\nabla' \times \mathbf{E}(\mathbf{r'})] \cdot [\hat{n} \times \mathbf{G}_{eJ}(\mathbf{r'}, \mathbf{r})] \\
- [\hat{n} \times \mathbf{E}(\mathbf{r'})] \cdot [\nabla' \times \mathbf{G}_{eJ}(\mathbf{r'}, \mathbf{r})] \} dS'
$$

(1.32)

In our application, $\mathbf{G}_{eJ}$ is used in a cavity with impedance walls representing the source layer. It is assumed that the region outside this layer is bounded by the impedance walls and a surface which requires either the radiation condition or the Dirichlet condition for the $\mathbf{E}$ and $\mathbf{G}_e$ functions so that the $[\hat{n} \times ]$ terms in Equation (1.32) evaluate to zero on the boundary. We also assume that this region contains no sources. If such is the case, the surface integrals of Equation (1.32) disappear and we are left with

$$
\mathbf{E}(\mathbf{r}) = -j\omega \mu \iiint \mathbf{G}_{eJ}(\mathbf{r}, \mathbf{r'}) \cdot \mathbf{j}(\mathbf{r'}) dV'
$$

(1.33)

Here, the symmetry property of the dyadic Green's function:

$$
\mathbf{G}_{eJ}(\mathbf{r}, \mathbf{r'}) = [\mathbf{G}_{eJ}(\mathbf{r'}, \mathbf{r})]^T
$$

(1.34)

has been applied ("$T$" indicating 'the transpose'), which can be shown using dyadic-dyadic Green's second identity as outlined in [76] under the assumptions stated above.

We can find the integral solution to

$$
\nabla \times \nabla \times \mathbf{H} - k^2 \mathbf{H} = \nabla \times \mathbf{j}
$$

(1.35)

by returning to Equation (1.28) which with $\mathbf{F} = \mathbf{H}$ and $\mathbf{Q} = \mathbf{G}_{mJ}$, reduces to

$$
\mathbf{H}(\mathbf{r}) = \iiint \mathbf{G}_{mJ}(\mathbf{r}, \mathbf{r'}) \cdot \mathbf{j}(\mathbf{r'}) dV'
$$

(1.36)

using assumptions similar to those for the $\mathbf{E}$ fields with the appropriate radiation or Neumann boundary conditions enclosing the impedance walls. Alternatively, Equation (1.36)
can be obtained directly from Equation (1.33) by using

$$\mathcal{H}(\vec{r}) = -\frac{1}{j\omega \mu} \nabla \times \mathcal{E}(\vec{r})$$  \hspace{1cm} (1.37)$$

and

$$\nabla \times \vec{G}_{ej} = \vec{G}_{mj}$$ \hspace{1cm} (1.38)$$

The procedure for the magnetic currents is exactly the same resulting in

$$\mathcal{H}(\vec{r}) = -j\omega \int \int \int \vec{G}_{mk}(\vec{r}, \vec{r}') \cdot \mathcal{K}(\vec{r}') dV'$$ \hspace{1cm} (1.39)$$

and

$$\mathcal{E}(\vec{r}) = -\int \int \int \vec{G}_{ek}(\vec{r}, \vec{r}') \cdot \mathcal{K}(\vec{r}') dV'$$ \hspace{1cm} (1.40)$$

1.4 Formulation by Application of Boundary Conditions

We now derive a set of integral equations by enforcing the boundary conditions for the problem. To begin, we replace the slot openings in each region by a tangential, conductor-backed equivalent magnetic current in accordance with the Equivalence Principle as illustrated in Figure 1.2 (all conducting walls will be assumed to have perfect conductivity). The problem is thereby separated into independent regions, coupled together by the magnetic currents as shown in the figure which also illustrates the treatment of finite slot thickness. Since \( \vec{K} = -\hat{n} \times \vec{E} \), using the same current on either side of the slot openings enforces the continuity of the electric field in the slot.

In addition to the boundary conditions at the cavity walls, slot walls, ground plane surface and dielectric interfaces which will be satisfied by finding the appropriate Green's functions, we must also satisfy the following boundary conditions:

$$\hat{n} \times \vec{E}^{int} = \vec{E}$$ \hspace{1cm} (1.41)$$
Figure 1.2: Cavity layout and equivalent magnetic currents for a radiating slot.

on the microstrip;

\[ \hat{n} \times \vec{H}^{\text{int}} - \hat{n} \times \vec{H}^{\text{slot}_{L}} = \vec{\mathcal{H}} \tag{1.42} \]

at the slot opening to the cavity; and

\[ \hat{n} \times \vec{H}^{\text{slot}_{UV}} - \hat{n} \times \vec{H}^{\text{ext}} = \vec{\mathcal{H}} \tag{1.43} \]

at the slot opening in the dielectric covered plane. The \( \mathcal{E} \) function is a vector describing the source and is normally set to zero except when a gap generator is used to excite the line\(^1\). The \( \mathcal{H} \) function is used in Equation (1.42) when the slot is excited internally\(^2\), or in Equation (1.43) when the source is external\(^3\). When \( \mathcal{E} \) is set identically to zero, Equation (1.41) enforces the boundary condition that the tangential electric field is to be zero on the strip. Equations (1.42) and (1.43) enforce continuity of the tangential magnetic fields over the slot openings when \( \mathcal{H} \) is set to zero. The 'U' and 'L' subscripts will be used

\(^1\)The gap generator is used only for the coupler problem as a mechanism for even and odd excitation of the lines.
\(^2\)The right hand side will be set to the incident \( \vec{H} \) field of the dominant strip mode for the Reaction Method formulation.
\(^3\)The right hand side can be set to an incident plane wave field for the analysis of the slot as a scatterer or receiving antenna, however, this problem will not be discussed further in this work.
throughout to indicate the upper and lower slot openings for the general case of a ‘thick’ slot.

The electric field, \( \mathbf{E}^{\text{int}} \), in the interior of the cavity can be written as an integral in terms of the electric and magnetic currents in the cavity using the relationships outlined in Section 1.3.3:

\[
\mathbf{E}^{\text{int}} = -j \omega \mu_0 \int_{\text{strip}} \bar{\mathbf{G}}_{\text{eJ,int}} \cdot \mathbf{J}_s \, dS' - \int_{\text{slot}_L} \bar{\mathbf{G}}_{\text{eK,int}} \cdot \mathbf{K}_L \, dS' \quad (1.44)
\]

Similarly, \( \mathbf{H}^{\text{int}} \) anywhere in the cavity is given by

\[
\mathbf{H}^{\text{int}} = \int_{\text{strip}} \bar{\mathbf{G}}_{\text{mJ,int}} \cdot \mathbf{J}_s \, dS' - j \omega \epsilon_0 \int_{\text{slot}_L} \bar{\mathbf{G}}_{\text{mK,int}} \cdot \mathbf{K}_L \, dS' \quad (1.45)
\]

For a thick slot as shown, the \( \mathbf{H} \) field in the slot can be written as

\[
\mathbf{H}^{\text{slot}} = j \omega \epsilon_0 \int_{\text{slot}_L} \bar{\mathbf{G}}_{\text{mK,slot}} \cdot \mathbf{K}_L \, dS' - j \omega \epsilon_0 \int_{\text{slot}_U} \bar{\mathbf{G}}_{\text{mK,slot}} \cdot \mathbf{K}_U \, dS' \quad (1.46)
\]

The external \( \mathbf{H} \) field is given by

\[
\mathbf{H}^{\text{ext}} = j \omega \epsilon_0 \int_{\text{slot}_U} \bar{\mathbf{G}}_{\text{mK,ext}} \cdot \mathbf{K}_U \, dS' \quad (1.47)
\]

Using these expressions in the boundary conditions given by Equations (1.41–1.43), we arrive at the integral equations for the problem:

\[
-j \omega \mu_0 \int_{\text{strip}} \mathbf{n} \times \bar{\mathbf{G}}_{\text{eJ,int}} \cdot \mathbf{J}_s \, dS' - \int_{\text{slot}_L} \mathbf{n} \times \bar{\mathbf{G}}_{\text{eK,int}} \cdot \mathbf{K}_L \, dS' = \mathbf{E} \quad (1.48)
\]

\[
\int_{\text{strip}} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mJ,int}} \cdot \mathbf{J}_s \, dS' - j \omega \epsilon_0 \int_{\text{slot}_L} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mK,int}} \cdot \mathbf{K}_L \, dS'
\]

\[-j \omega \epsilon_0 \int_{\text{slot}_L} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mK,slot}} \cdot \mathbf{K}_L \, dS' + j \omega \epsilon_0 \int_{\text{slot}_U} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mK,slot}} \cdot \mathbf{K}_U \, dS' = \mathbf{H} \quad (1.49)
\]

\[
-j \omega \epsilon_0 \int_{\text{slot}_L} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mK,ext}} \cdot \mathbf{K}_L \, dS' + j \omega \epsilon_0 \int_{\text{slot}_U} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mK,ext}} \cdot \mathbf{K}_U \, dS'
\]

\[ - j \omega \epsilon_0 \int_{\text{slot}_U} \mathbf{n} \times \bar{\mathbf{G}}_{\text{mK,ext}} \cdot \mathbf{K}_U \, dS' = \mathbf{H} \quad (1.50)\]
where the superscripts on the dyads imply evaluation of the dyad at the indicated location. Throughout this work, Equation (1.48) and similar types will be referred to as an electric field integral equation (EFIE) since it is derived from a boundary condition on the electric field. Similarly, both Equations (1.49) and (1.50) are magnetic field integral equations (MFIEs).

Since each of Equations (1.48–1.50) involve the \( \hat{n} \times \) term, from here on it will be dropped with the understanding that only the tangential components of the various dyads are used. Equations (1.48–1.50) can then be written:

\[
-j \omega \mu_0 \int \left( \int_G^{\text{strip}} \mathbf{E}_1 \cdot \mathbf{J}_s \right) dS' - \int \left( \int_G^{\text{slot}} \mathbf{E}_K \cdot \mathbf{K}_L \right) dS' = \hat{\epsilon}
\]

(1.51)

\[
\int \left( \int_G^{\text{slot}} \mathbf{H}_m \cdot \mathbf{J}_s \right) dS' - j \omega \int \left( \int_G^{\text{slot}} \left[ \epsilon_s \mathbf{G}^{\text{slot}}_{mK,int} + \epsilon_d \mathbf{G}^{\text{slot}}_{mK,slot} \right] \cdot \mathbf{K}_L \right) dS' + j \omega \epsilon_s \int \left( \int_G^{\text{slot}} \mathbf{H}_m \cdot \mathbf{K}_U \right) dS' = \hat{\mu}
\]

(1.52)

\[
j \omega \epsilon_s \int \left( \int_G^{\text{slot}} \mathbf{H}_m \cdot \mathbf{K}_L \right) dS' - j \omega \int \left( \int_G^{\text{slot}} \left[ \epsilon_s \mathbf{G}^{\text{slot}}_{mK,slot} + \epsilon_d \mathbf{G}^{\text{slot}}_{mK,ext} \right] \cdot \mathbf{K}_U \right) dS' = \hat{\mu}
\]

(1.53)

where all the terms involving \( \hat{z} \) are excluded\(^4\). The unknown currents \( \mathbf{J}_s \), \( \mathbf{K}_L \) and \( \mathbf{K}_U \) can have only tangential components on each of their respective structures, we therefore have six scalar unknowns. Since only the tangential components of \( \mathbf{G} \) are used, Equations (1.51–1.53) represent six scalar integral equations which are sufficient to solve for the unknown currents.

For convenience of notation, we redefine Equations (1.51–1.53) as:

\[
\int \left( \int_G^{(11)} \mathbf{E}_1 \cdot \mathbf{J}_s \right) dS' + \int \left( \int_G^{(13)} \mathbf{E}_K \cdot \mathbf{K}_L \right) dS' = \hat{\epsilon}
\]

(1.54)

\[
\int \left( \int_G^{(31)} \mathbf{H}_m \cdot \mathbf{J}_s \right) dS' + \int \left( \int_G^{(33)} \mathbf{H}_m \cdot \mathbf{K}_L \right) dS' + \int \left( \int_G^{(35)} \mathbf{H}_m \cdot \mathbf{K}_U \right) dS' = \hat{\mu}
\]

(1.55)

\[
\int \left( \int_G^{(53)} \mathbf{K}_L \cdot \mathbf{K}_L \right) dS' + \int \left( \int_G^{(55)} \mathbf{K}_U \cdot \mathbf{K}_U \right) dS' = \hat{\mu}
\]

(1.56)

---

\(^4\)Throughout most of this work we will consistently use \( \hat{n} = \hat{z} \) where \( \hat{n} \) will be orthogonal to the currents involved. Therefore, no integral equation or Green's function evaluation will involve the \( \hat{z} \) components which will subsequently be ignored.
where

\[ G^{(1)} = -j \omega \mu \bar{G}_{e1, int} \]  
\[ G^{(3)} = -G_{eK, int} \]  
\[ G^{(31)} = \bar{G}_{mL, int} \]  
\[ G^{(33)} = -j \omega \left[ \epsilon_{sL} \bar{G}_{mK, int} + \epsilon_{dL} \bar{G}_{mK, slot} \right] \]  
\[ G^{(35)} = j \omega \epsilon_{sL} \bar{G}_{mK, slot} \]  
\[ G^{(53)} = j \omega \epsilon_{sU} \bar{G}_{mK, slot} \]  
\[ G^{(55)} = -j \omega \left[ \epsilon_{sU} \bar{G}_{mK, slot} + \epsilon_{dU} \bar{G}_{mK, ext} \right] \]  

For the radiating slot problem, it remains to find the various dyadic Green's function components, solve the equations for the unknown currents, and interpret the results to obtain parameters which characterize the slot's electrical behavior and properties.

The coupler problem differs only in the final equation. Equation (1.56) which involves the Green's function for the half-space is replaced by an EFIE as follows. The field on the upper slot is now contained by another cavity which may also have a conducting strip as illustrated in Figure 1.3. Under these circumstances, we then have the following integral equations:

\[-j \omega \mu \iint_{\text{strip}_L} \bar{G}_{e1} \cdot J_L \, ds' - \iint_{\text{slot}_L} \bar{G}_{eK} \cdot K_L \, ds' = \hat{e} \]  
\[-j \omega \mu \iint_{\text{strip}_U} \bar{G}_{mU} \cdot J_U \, ds' - j \omega \iint_{\text{slot}_U} \left[ \epsilon_{UL} \bar{G}_{mK} + \epsilon_{slot} \bar{G}_{mK} \right] \cdot K_U \, ds' + j \omega \epsilon_{slot} \iint_{\text{slot}_U} \bar{G}_{mK} \cdot K_U \, ds' = \hat{v} \]  
\[-j \omega \mu \iint_{\text{strip}_U} \bar{G}_{mJ} \cdot J_U \, ds' + j \omega \iint_{\text{slot}_U} \left[ \epsilon_{UL} \bar{G}_{mK} + \epsilon_{slot} \bar{G}_{mK} \right] \cdot K_U \, ds' - j \omega \epsilon_{slot} \iint_{\text{slot}_U} \bar{G}_{mK} \cdot K_L \, ds' = \hat{v} \]  
\[-j \omega \mu \iint_{\text{strip}_U} \bar{G}_{eJ} \cdot J_U \, ds' + \iint_{\text{slot}_U} \bar{G}_{eK} \cdot K_U \, ds' = \hat{e} \]

The subscripts \( U \) and \( L \) here indicate whether the source is associated with the upper or
Figure 1.3: Electric and equivalent magnetic currents for microstrip-to-microstrip coupler with a 'thick' slot.

lower cavity strip or slot opening.
CHAPTER II

DYADIC GREEN'S FUNCTIONS

In this chapter, the dyadic Green's functions needed to evaluate the integral equations are derived. The method used in all cases is a 'field expansion method' using Vector Wave Functions (VWFs) as opposed to the perhaps more conventional, 'vector potential method'. Some of the Green's functions derived will not be needed in the later analysis but are included in this chapter for completeness.

The use of vector wave functions with dyadic analysis is presented as an alternative. It has the advantage of producing the complete dyadic Green's function in one solution. The process also may involve a reduced number of simultaneous algebraic equations which must be solved for unknown coefficients as compared to the vector potential method. The disadvantage of the approach is that it requires dyadic analysis which may be unfamiliar, although it is quite straightforward.

The field expansion approach using VWFs has been extensively detailed by Tai over an extended period of time [72]-[79]. Nevertheless, the method is not widely employed which may be due to several factors including:

1. Early development of the technique involved the use of the vector wave functions designated $\tilde{L}$, $\tilde{M}$ and $\tilde{N}$. As will be shown, the $\tilde{M}$ and $\tilde{N}$ functions have clear, physical interpretations, however, the interpretation of the $\tilde{L}$ functions is somewhat obscure
and its handling, at times, somewhat difficult. Consequently, the approach may have been avoided.

2. An oversight in [72] but corrected in [77], stirred up some controversy which may have caused some to avoid the method (see [11] also for details and a list of references).

The current method is more mature, having evolved to a stage where the previous difficulties have been eliminated. Problems can now be solved in a methodical and straightforward manner with no difficulties in physical interpretation (the need for the $\mathbf{L}$ functions can be avoided).

2.1 Impedance Boundary Conditions for Layered Structures

It can be shown that a plane wave in a homogeneous region exhibits a constant wave impedance defined by the ratio of a component of the electric field to an orthogonal component of the magnetic field, both transverse to a given direction [6, p.142]. A 'plane wave expansion' of the field is convenient in many problems due to this property. For many canonical structures, the expansion itself is unnecessary since wave impedances can be derived directly. For instance, modal wave impedances for homogeneously filled rectangular waveguides are well known. In somewhat more complex structures such as those treated here, the boundaries are still always planar owing to the rectangular geometry. As a result, wave impedance surfaces can be chosen to conform to the boundaries and the wave impedance concept becomes a vehicle through which the boundary conditions can be applied in a simple way.

The dyadic Green's functions for all of the structures treated here will be derived using this approach. As the Equivalence Principle states, the fields in a given layer depend only on the fields at the boundaries and internal sources. We therefore can derive the Green's function for the source layer alone with the other layers represented by impedance
boundary conditions applied at the layer interfaces. In this way the Green's function can be generalized to represent any number of layers above or below the source layer. The approach greatly simplifies the analysis of the total structure by allowing the fields to be found first for the source layer alone. Once they are found, expressions for the fields in the remaining layers can be immediately written in terms of the homogeneous solutions by matching tangential components on the boundaries. As in [13], this process is greatly facilitated by expanding the solutions in terms of 'Longitudinal-Section Electric' (LSE) and 'Longitudinal-Section Magnetic' (LSM) fields because the field matching procedure can then be done on a one-to-one basis. (An individual mode on one side of an interface matches an identical mode on the other side exactly, with an appropriate coefficient.)

The impedance boundary conditions, as used here, are not to be confused with the approximate impedance boundary conditions discussed in [63, 64]. Both usages may be exact under certain circumstances. The present usage is in the context of the modal impedances of various structures and is exact under the assumption of perfectly conducting walls where applicable. For example, the approach is exact for a closed, perfectly-conducting rectangular cavity with uniform side walls. A counter-example is a cavity with perfectly conducting side walls, but which is open on one end: terminating the open end with the impedance of free-space as proposed by some, is not exact since this condition is not exact. For all structures studied in this work, the geometries are such that the representation is exact to the extent that perfectly conducting walls can be assumed.

In our structures, the impedance boundary conditions require the fields to satisfy

\[ \eta = \frac{\hat{z} \cdot \mathbf{E}}{\hat{y} \cdot \mathbf{H}} \]  

(2.1)

For electric currents, this becomes

\[ \frac{\hat{z} \cdot \mathbf{G}_{ej}}{\hat{y} \cdot \mathbf{G}_{mj}} = \frac{j\eta}{\omega \mu} \quad \text{or} \quad \frac{\hat{z} \cdot \nabla \times \mathbf{G}_{mj}}{\hat{y} \cdot \mathbf{G}_{mj}} = j\omega \eta \]  

(2.2)
Similarly for the equivalent magnetic current Green's functions, the impedance boundary conditions are:

\[
\frac{\hat{x} \cdot \vec{G}_{eK}}{\hat{y} \cdot \vec{G}_{mK}} = j\omega\eta_e \quad \text{or} \quad \frac{\hat{x} \cdot \vec{G}_{eK}}{\hat{y} \cdot \nabla \times \vec{G}_{eK}} = \frac{j\eta_m}{\omega\mu}
\]  

(2.3)

For simpler notation, \(\eta_e\) will be the wave impedance associated with the LSE modes and \(\eta_m\) will be used for the LSM modes. Furthermore, \(\tilde{\eta}_e\) and \(\tilde{\eta}_m\) will denote normalization to the intrinsic modal impedance in the layer and are defined as

\[
\tilde{\eta}_{ei} = \frac{k_{zi}\eta_{ei}}{\omega\mu}
\]

(2.4)

\[
\tilde{\eta}_{mi} = \frac{\omega\epsilon\eta_{mi}}{k_{zi}}
\]

(2.5)

where \(i\) is an index associated with the \(i^{th}\) layer.

We can then evaluate the impedance conditions using transmission line analysis and wave impedances for the various layers as illustrated in Figure 2.1. The impedances on a given layer's upper boundary are found by the transmission line equation

\[
\tilde{\eta}_{ei} = \frac{k_{zi}}{k_{zi(i-1)}} \left[ \frac{\tilde{\eta}_{ei(i-1)} + j\tan k_{zi(i-1)}\ell(i-1)}{1 + j\tilde{\eta}_{ei(i-1)}\tan k_{zi(i-1)}\ell(i-1)} \right]
\]

(2.6)

\[
\tilde{\eta}_{mi} = \frac{\epsilon_{i} k_{zi(i-1)}}{\epsilon_{i(i-1)} k_{zi}} \left[ \frac{\tilde{\eta}_{mi(i-1)} + j\tan k_{zi(i-1)}\ell(i-1)}{1 + j\tilde{\eta}_{mi(i-1)}\tan k_{zi(i-1)}\ell(i-1)} \right]
\]

(2.7)

Figure 2.1: Impedance boundary condition representation of a multi-layered structure.
where the index \(i\) is iterated from the top layer through successive lower layers to the layer of interest with \(l_i\) the thickness of the \(i^{th}\) layer. (We have assumed that \(\mu_r = 1\) throughout this work.) Similarly, for the lower layers, since the wave impedance is negative,

\[
\eta_{e_i} = \frac{k_{e_i}}{k_{z_{(i+1)}}} \left[ \frac{\eta_{e_{(i+1)}} - j \tan k_{z_{(i+1)}} l_{(i+1)}}{1 - j \eta_{e_{(i+1)}} \tan k_{z_{(i+1)}} l_{(i+1)}} \right] \\
\eta_{m_i} = \frac{\epsilon_{e_i} k_{z_{(i+1)}}}{\epsilon_{(i+1)} k_{z_{i}}} \left[ \frac{\eta_{m_{(i+1)}} - j \tan k_{z_{(i+1)}} l_{(i+1)}}{1 - j \eta_{m_{(i+1)}} \tan k_{z_{(i+1)}} l_{(i+1)}} \right]
\]

(2.8) (2.9)

where here the iteration proceeds from the lowest layer upwards.

### 2.2 Dyadic Green’s Functions for an Infinite Covered Half Space

We begin with the derivation of the Green’s function for an infinite covered half-space.

The method of solution closely parallels that of the other cases, except for the boundary conditions, so that by covering this case in greater detail some of the steps for the later cases may be omitted. For completeness, we also include the solutions for electric currents in this section, although this function is not needed for the characterization of the slot. It is, however, widely used in the analysis of open microstrip and microstrip patch antennas.

#### 2.2.1 Magnetic Current

The dyadic Green’s functions for the slot problems use a magnetic current \((\tilde{K})\) as the source. They are the solutions to the dyadic Helmholtz equations:

\[
\nabla \times \nabla \times \tilde{G}_{mK} - k^2 \tilde{G}_{mK} = \tilde{I} \delta(\tilde{R} - \tilde{R}')
\]

(2.10)

\[
\nabla \times \nabla \times \tilde{G}_{eK} - k^2 \tilde{G}_{eK} = \nabla \times \tilde{I} \delta(\tilde{R} - \tilde{R}')
\]

(2.11)

The key to eliminating the need for the \(\tilde{L}\) vector wave functions, and thus simplifying the analysis, is in the choice of which of Equations (2.10) or (2.11) to solve first.

The functions \(\tilde{L}, \tilde{M}\) and \(\tilde{N}\) form a complete set of solutions to the homogeneous equation
\[ \nabla \times \nabla \times \vec{F} - \kappa^2 \vec{F} = 0 \] . They are defined in the general forms

\[ \vec{L} = \nabla \Psi \]  
(2.12)

\[ \vec{M} = \nabla \times \Psi \hat{z} = \frac{1}{\kappa} \nabla \times \vec{N} \]  
(2.13)

\[ \vec{N} = \frac{1}{\kappa} \nabla \times \nabla \times \Psi \hat{z} = \frac{1}{\kappa} \nabla \times \vec{M} \]  
(2.14)

where \( \Psi \) is a scalar function solution to the equation \( \nabla^2 \Psi + \kappa^2 \Psi = 0 \) chosen to satisfy the boundary conditions of the problem; \( \hat{z} \) is a unit vector called the 'piloting vector'; and \( \kappa \) is the separation constant \( \kappa^2 = k_x^2 + k_y^2 + k_z^2 \).

Following the Ohm-Rayleigh method as described by Tai [72], we can find the particular solutions by expanding the right hand sides of (2.10–2.11) in terms of the eigenfunctions \( \vec{L} \), \( \vec{M} \) and \( \vec{N} \) with unknown vector coefficients; deriving the values of the coefficients using the orthogonality properties of the VWFs; expanding the dyadic in terms of the same functions with scalar coefficients; and enforcing the equations by performing the derivative operations. From Equations (2.12–2.14) it can be seen that only \( \vec{L} \) can have a non-zero divergence and since the right hand side of (2.11) has no divergence, the \( \vec{L} \) function is not needed in its solution. We therefore find the solution of (2.11) first. It can also be shown that \( \vec{G}_{mK} \) and \( \vec{G}_{eK} \) are related by

\[ \nabla \times \vec{G}_{mK} = \vec{G}_{eK} \]  
(2.15)

\[ \nabla \times \vec{G}_{eK} = i\delta(\vec{R} - \vec{R}') + k^2 \vec{G}_{mK} \]  
(2.16)

so that \( \vec{G}_{mK} \) can be found from (2.16) once \( \vec{G}_{eK} \) is known. This is the essence of the method described in [77].

As with the vector potential method (see Appendix C), we begin as if the space were infinite and homogeneous. We therefore expand the field in terms of VWF’s for free space defined by

\[ \Psi = e^{-j(k_x z + k_y y + k_z z)} \]  
(2.17)
To simplify later application of the boundary conditions, we choose the piloting vector to be \( \hat{z} \). The orthogonality properties of these functions are then

\[
\iiint_V \vec{M}(k_x, k_y, k_z) \cdot \vec{N}(-k_x', -k_y', -k_z') \, dV = 0
\]  
(2.18)

\[
\begin{align*}
\iiint_V \vec{M}(k_x, k_y, k_z) \cdot \vec{M}(-k_x', -k_y', -k_z') \, dV \\
= \iiint_V \vec{N}(k_x, k_y, k_z) \cdot \vec{N}(-k_x', -k_y', -k_z') \, dV \\
= (2\pi)^3(k_x^2 + k_y^2)\delta(k_x - k'_x)\delta(k_y - k'_y)\delta(k_z - k'_z)
\end{align*}
\]  
(2.19)

where the volume of integration corresponds to the entire space.

To find \( \vec{G}_{ek} \) we first let

\[
\nabla \times \left[ \mathcal{I} \delta(\vec{R} - \vec{R}') \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x dk_y dk_z \left[ \vec{M}(k_x, k_y, k_z) \vec{A} + \vec{N}(k_x, k_y, k_z) \vec{B} \right]
\]  
(2.20)

By taking the anterior scalar product of Equation (2.20) with \( \vec{M}(-k_x', -k_y', -k_z') \) and \( \vec{N}(-k_x', -k_y', -k_z') \) respectively, and integrating throughout \( V \), we can determine the unknown vector coefficients \( \vec{A} \) and \( \vec{B} \) through the orthogonality properties. The results are

\[
\begin{align*}
\vec{A} &= \frac{\kappa \vec{N}'(-k_x, -k_y, -k_z)}{(2\pi)^3(k_x^2 + k_y^2)} \\
\vec{B} &= \frac{\kappa \vec{M}'(-k_x, -k_y, -k_z)}{(2\pi)^3(k_x^2 + k_y^2)}
\end{align*}
\]  
(2.21)

(2.22)

in which the primed functions are defined with respect to \( (x', y', z') \), the site of the source at \( \vec{R} = \vec{R}' \). Thus,

\[
\nabla \times \left[ \mathcal{I} \delta(\vec{R} - \vec{R}') \right] = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\kappa dk_x dk_y dk_z}{(k_x^2 + k_y^2)}
\begin{align*}
&\cdot \left[ \vec{M}(k_x, k_y, k_z)\vec{N}'(-k_x, -k_y, -k_z) + \vec{N}(k_x, k_y, k_z)\vec{M}'(-k_x, -k_y, -k_z) \right]
\end{align*}
\]  
(2.23)

Now we let

\[
\vec{G}_{ek} = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\kappa dk_x dk_y dk_z}{(k_x^2 + k_y^2)}
\begin{align*}
&\cdot \left[a\vec{M}(k_x, k_y, k_z)\vec{N}'(-k_x, -k_y, -k_z) + b\vec{N}(k_x, k_y, k_z)\vec{M}'(-k_x, -k_y, -k_z) \right]
\end{align*}
\]  
(2.24)
with $a$ and $b$ unknown scalar coefficients, and substitute into Equation (2.11) yielding
\[
a = b = \frac{1}{\kappa^2 - k^2} = \frac{1}{[k_z^2 - (k^2 - k_x^2 - k_y^2)]}
\] (2.25)

The integration with respect to $k_z$ in Equation (2.24) can now be carried out in closed form by applying Cauchy’s theorem:
\[
\tilde{G}_{eK} = -\frac{jk}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_z^2 + k_x^2 + k_y^2)} \left[ \tilde{M}(\pm k_z) \tilde{R}'(\mp k_z) + \tilde{N}(\pm k_z) \tilde{M}'(\mp k_z) \right]
\] \[z > z'
\] (2.26)

where $k_z = \sqrt{k^2 - k_x^2 - k_y^2}$ (note that $\kappa$ becomes $k$). As indicated, the top sign applies when $z > z'$ and the bottom sign when $z < z'$. This condition is a result of requiring the solution to satisfy the radiation condition at infinity which determines whether the contour of integration is closed in the upper or lower half-plane. Also, from here on it will be understood that the primed functions, $\tilde{M}'$ and $\tilde{N}'$, have $-k_x$, $-k_y$ or $-k_z$ arguments, unless indicated otherwise.

We now can write $\tilde{G}_{mK}$ by performing the operations indicated by Equation (2.16).

This can be done almost by inspection using the relations between $\tilde{M}$ and $\tilde{N}$ from Equations (2.13) and (2.14) except for the discontinuity which occurs at $z = z'$. As in [77], it can be shown that these relations apply but an additional term is needed to account for the discontinuity at the source; specifically,
\[
\nabla \times \tilde{G}_{eK} = -\frac{j k^2}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_z^2 + k_x^2 + k_y^2)} \left[ \tilde{M}(\pm k_z) \tilde{R}'(\mp k_z) + \tilde{N}(\pm k_z) \tilde{N}'(\mp k_z) \right]
\] + $\tilde{I}_t \delta(\tilde{R} - \tilde{R}')$
\] \[z > z'
\] (2.27)

where the transverse idemfactor, $\tilde{I}_t = \tilde{\epsilon} \tilde{x} + \tilde{\epsilon} \tilde{y}$, appears in this case as a result of the combination of the choice of the piloting vector $\tilde{z}$ and the partitioning of the $z$ dependence. Notice that the singular terms come from the second derivative of
\[
f(z) = \begin{cases} 
e^{-jk_z(z-z')} & z > z' \\
e^{jk_z(z-z')} & z < z' \end{cases}
\] (2.28)
or the first derivative of
\[
g(z) = \frac{\partial f(z)}{\partial z} = jk_z \begin{cases} 
- e^{-jk_z(z-z')} & z > z' \\
- e^{jk_z(z-z')} & z < z'
\end{cases}
\] (2.29)

which is
\[
\frac{\partial g(z)}{\partial z} = \frac{\partial^2 f(z)}{\partial z^2} = -k_z^2 \begin{cases} 
- e^{-jk_z(z-z')} & z > z' \\
- e^{jk_z(z-z')} & z < z'
\end{cases} - 2jk_z \delta(z-z')
\] (2.30)

This term has sometimes been overlooked in the potential function method as well, as discussed in Appendix B. Thus, Equation (2.16) leads to
\[
\bar{G}_{mk} = -\frac{1}{k_z^2} \frac{\partial}{\partial z} (\bar{R} - \bar{R}') - \frac{j}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_x^2 + k_y^2)}
\]
\[
\quad \cdot \left[ \bar{M}(\pm k_z) \bar{M}'(\mp k_z) + \bar{N}(\pm k_z) \bar{N}'(\mp k_z) \right] z \leq z'
\] (2.31)

We now divide the infinite space into layers surrounding the source point above and below. The layered structure can be represented by impedance boundary conditions for the source layer as previously described and as illustrated in Figure 2.2. We then apply

![Layered infinite space](image)

Figure 2.2: Layered infinite space as represented by impedance boundary conditions.

the method of scattering superposition to this case by letting
\[
\bar{G}_{eK} = \bar{G}_{eK}^{(P)} + \bar{G}_{eK}^{(S)}
\] (2.32)
\( \bar{G}_{eK}^{(P)} \) is the particular solution found above for the infinite space which may be referred to as the primary term, and \( \bar{G}_{eK}^{(S)} \) - the secondary or scattered fields - is made up of solutions to the homogeneous equation as follows:

\[
\bar{G}_{eK}^{(S)} = -\frac{jk}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_z^2 + k_x^2)} \left[ \bar{M}(k_z) \bar{A}^+ + \bar{M}(-k_z) \bar{A}^- + \bar{N}(k_z) \bar{B}^+ + \bar{N}(-k_z) \bar{B}^- \right] \tag{2.33}
\]

where \( \bar{A}^+, \bar{A}^-, \bar{B}^+ \) and \( \bar{B}^- \) are unknown vector coefficients to be determined. The physical interpretation of this procedure is that the \( \pm \) coefficients represent the waves traveling in the \( \pm \xi \) directions as a result of reflections, i.e., scattering, from the interfaces. In evaluating the boundary conditions, it is also useful to find \( \bar{G}_{mK} \) through \( \nabla \times \bar{G}_{eK} = k^2 \bar{G}_{mK} \) which is the source-free version of Equation (2.16). Hence,

\[
\bar{G}_{mK}^{(S)} = -\frac{j}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_z^2 + k_x^2)} \left[ \bar{N}(k_z) \bar{A}^+ + \bar{N}(-k_z) \bar{A}^- + \bar{M}(k_z) \bar{B}^+ + \bar{M}(-k_z) \bar{B}^- \right] \tag{2.34}
\]

Note that additional boundary conditions need only be imposed at the newly introduced interfaces and not at the source, since the primary fields satisfy all boundary conditions at the source and the secondary terms are continuous there.

Applying the boundary conditions at the top and bottom of the source layer, we derive the following set of algebraic equations for the unknown coefficients:

\[
(\bar{\eta}_{nU} - 1)e^{-jk_c} \bar{A}^+ - (\bar{\eta}_{nU} + 1)e^{jk_c} \bar{A}^- = -(\bar{\eta}_{nU} - 1)e^{-jk_c} \bar{N}'(-k_z) \tag{2.35}
\]

\[
(\bar{\eta}_{nL} - 1)e^{-jk_d} \bar{A}^+ - (\bar{\eta}_{nL} + 1)e^{jk_d} \bar{A}^- = (\bar{\eta}_{nL} + 1)e^{jk_d} \bar{N}'(k_z) \tag{2.36}
\]

and

\[
(\bar{\eta}_{mU} - 1)e^{-jk_c} \bar{B}^+ + (\bar{\eta}_{mU} + 1)e^{jk_c} \bar{B}^- = -(\bar{\eta}_{mU} - 1)e^{-jk_c} \bar{M}'(-k_z) \tag{2.37}
\]

\[
(\bar{\eta}_{mL} - 1)e^{-jk_d} \bar{B}^+ + (\bar{\eta}_{mL} + 1)e^{jk_d} \bar{B}^- = -(\bar{\eta}_{mL} + 1)e^{jk_d} \bar{M}'(k_z) \tag{2.38}
\]
Here the 'U' and 'L' notation indicates the upper and lower interface conditions respectively.

These four equations decouple into two pairs due to a judicious choice of the piloting vector in the VWFs. Because the piloting vector was chosen as the unit vector normal to the layer interfaces, the \( \tilde{M} \) and \( \tilde{N} \) VWFs appearing in \( \tilde{G}_{\text{mK}} \) correspond to the LSM and LSE modes of the structure respectively. (In contrast, it should be noted that \( \tilde{M} \) and \( \tilde{N} \) correspond to the LSE and LSM modes, respectively, when they appear in \( \tilde{G}_{\text{ek}} \).) As is well known, the LSE and LSM modes are decoupled on the interfaces, that is, the tangential components of an individual mode on the interface can be matched by an identical mode in the adjacent layer, therefore the coefficients are decoupled. That there are only four equations is a result of the fact that the field in a given layer depends only on the field in the adjacent layers.

The solutions are easily found to be

\[
\hat{A}^+ = -\frac{\epsilon^{j k_y d} \left[ (\tilde{\eta}_{U} - 1)(\tilde{\eta}_{L} + 1)e^{-j k_y c \tilde{N}'(-k_z)} - (\tilde{\eta}_{U} + 1)(\tilde{\eta}_{L} - 1)e^{j k_y c \tilde{N}'(k_z)} \right]}{(\tilde{\eta}_{U} + 1)(\tilde{\eta}_{L} - 1)e^{j k_y d c(-d)} - (\tilde{\eta}_{L} - 1)(\tilde{\eta}_{L} + 1)e^{-j k_y d c(-d)}}
\]

\[
\hat{A}^- = -\frac{\epsilon^{-j k_y c} \left[ (\tilde{\eta}_{U} - 1)(\tilde{\eta}_{L} + 1)e^{-j k_y d \tilde{N}'(-k_z)} + (\tilde{\eta}_{U} + 1)(\tilde{\eta}_{L} - 1)e^{j k_y d \tilde{N}'(k_z)} \right]}{(\tilde{\eta}_{U} + 1)(\tilde{\eta}_{L} - 1)e^{j k_y d c(-d)} - (\tilde{\eta}_{L} - 1)(\tilde{\eta}_{L} + 1)e^{-j k_y d c(-d)}}
\]

\[
\hat{B}^+ = \frac{\epsilon^{j k_y d} \left[ (\tilde{\eta}_{mU} - 1)(\tilde{\eta}_{mL} + 1)e^{-j k_y c \tilde{M}'(-k_z)} - (\tilde{\eta}_{mU} + 1)(\tilde{\eta}_{mL} + 1)e^{j k_y c \tilde{M}'(k_z)} \right]}{(\tilde{\eta}_{mU} + 1)(\tilde{\eta}_{mL} - 1)e^{j k_y d c(-d)} - (\tilde{\eta}_{mU} - 1)(\tilde{\eta}_{mL} + 1)e^{-j k_y d c(-d)}}
\]

\[
\hat{B}^- = -\frac{\epsilon^{-j k_y c} \left[ (\tilde{\eta}_{mU} - 1)(\tilde{\eta}_{mL} + 1)e^{-j k_y d \tilde{M}'(-k_z)} + (\tilde{\eta}_{mU} + 1)(\tilde{\eta}_{mL} + 1)e^{j k_y d \tilde{M}'(k_z)} \right]}{(\tilde{\eta}_{mU} + 1)(\tilde{\eta}_{mL} - 1)e^{j k_y d c(-d)} - (\tilde{\eta}_{mU} - 1)(\tilde{\eta}_{mL} + 1)e^{-j k_y d c(-d)}}
\]

With some algebraic manipulation and use of the relations found in Appendix A, we now can write

\[
\tilde{G}_{\text{ek}} = \frac{j k}{4 \pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d k_x d k_y}{k_z (k_x^2 + k_y^2)}
\]
\[
\begin{bmatrix}
\tilde{\eta}_{eU} \tilde{M}_o [k_z (z - c)] - j \tilde{M}_o [k_z (z - c)] \\
\tilde{\eta}_{eL} \tilde{N}_o' [k_z (z' - d)] - j \tilde{N}_o' [-k_z (z' - d)] \\
\tilde{\eta}_{eL} \tilde{M}_e [k_z (z - d)] - j \tilde{M}_e [k_z (z - d)] \\
\tilde{\eta}_{eU} \tilde{N}_e' [k_z (z' - c)] - j \tilde{N}_e' [-k_z (z' - c)] \\
\end{bmatrix}
\frac{(\tilde{\eta}_{eU} - \tilde{\eta}_{eL}) \cos k_z (c - d) - j (\tilde{\eta}_{eU} \tilde{\eta}_{eL} - 1) \sin k_z (c - d)}
\]
\[
+ \begin{bmatrix}
\tilde{\eta}_{mU} \tilde{N}_o [k_z (z - c)] + j \tilde{N}_o [k_z (z - c)] \\
\tilde{\eta}_{mL} \tilde{M}_o' [k_z (z' - d)] + j \tilde{M}_o' [-k_z (z' - d)] \\
\tilde{\eta}_{mL} \tilde{N}_e [k_z (z - d)] + j \tilde{N}_e [k_z (z - d)] \\
\tilde{\eta}_{mU} \tilde{M}_e' [k_z (z' - c)] + j \tilde{M}_e' [-k_z (z' - c)] \\
\end{bmatrix}
\frac{(\tilde{\eta}_{mU} - \tilde{\eta}_{mL}) \cos k_z (c - d) - j (\tilde{\eta}_{mU} \tilde{\eta}_{mL} - 1) \sin k_z (c - d)}
\]
\text{for } z' > z \quad (2.43)
\]

where the $\tilde{M}_o$ and $\tilde{N}_e$ functions are defined by
\[
\Psi_z (k_z) = \begin{cases} 
\cos (k_z z) e^{-j (k_z z + k_y y)} \\
\sin (k_z z) e^{-j (k_z z + k_y y)} 
\end{cases}
\quad (2.44)
\]

This expression contains all components of the dyadic Green’s function separated into LSE and LSM modes. Note that our convention will be to denote even and odd trigonometric dependence by the subscripts ‘e’ and ‘o’. In order to avoid any ambiguity when these subscripts are used, the corresponding $k_z$, $k_y$ or $k_z$ arguments will be shown explicitly in the same order, sometimes followed by other arguments as appropriate (see Appendix A).

The magnetic field type is given by
\[
\tilde{\mathcal{F}}_{MK} = -\frac{1}{k^2} z^2 \delta (\tilde{R} - \tilde{R}') + \frac{j}{4 \pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z (k_x^2 + k_y^2)} 
\begin{bmatrix}
\tilde{\eta}_{mU} \tilde{M}_o [k_z (z - c)] + j \tilde{M}_o [k_z (z - c)] \\
\tilde{\eta}_{mL} \tilde{M}_o' [k_z (z' - d)] + j \tilde{M}_o' [-k_z (z' - d)] \\
\tilde{\eta}_{mL} \tilde{M}_o [k_z (z - d)] + j \tilde{M}_o [k_z (z - d)] \\
\tilde{\eta}_{mU} \tilde{M}_o' [k_z (z' - c)] + j \tilde{M}_o' [-k_z (z' - c)] \\
\end{bmatrix}
\frac{(\tilde{\eta}_{mU} - \tilde{\eta}_{mL}) \cos k_z (c - d) - j (\tilde{\eta}_{mU} \tilde{\eta}_{mL} - 1) \sin k_z (c - d)}
\]
\[
\left( \tilde{\eta}_e U - \tilde{\eta}_e L \right) \cos k_x (c - d) - j (\tilde{\eta}_e U \tilde{\eta}_e L - 1) \sin k_x (c - d)
\]

for \( z > z' \)  \( \text{(2.45)} \)

When applied to the case of a slot on an infinite, perfectly conducting ground plane, \( \tilde{\eta}_L \) is set to zero. For a single dielectric cover layer, on the upper interface we set

\[
\tilde{\eta}_e U = \frac{k}{k_o} \quad \text{(2.46)}
\]

\[
\tilde{\eta}_m U = \epsilon_r \frac{k_o}{k} \quad \text{(2.47)}
\]

corresponding to the normalized impedance boundary conditions for free-space above the slab. For a slot in the ground plane with its axis along \( \hat{z} \), we take the \( z > z' \) terms which results in

\[
G_{m'k'zz} = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z (k_x^2 + k_y^2)} e^{-jk_z (x - x') + k_y (y - y')}
\]

\[
\left\{ \begin{array}{l}
\epsilon_r k_n \sin k_z (z - d) + j k_z \cos k_z (z - d) \\
\epsilon_r k_n \cos k_z (c - d) + j k_z \sin k_z (c - d)
\end{array} \right\} \quad \quad \left\{ \begin{array}{l}
k_z^2 \sin k_z (z - d) + j k_n \cos k_z (z - d) \\
k_z^2 \cos k_z (c - d) + j k_n \sin k_z (c - d)
\end{array} \right\}
\]

\( \text{(2.48)} \)

By transforming the spectral integrals to a cylindrical coordinate system the double integrations can be replaced by a single radial integral on recognition of the integral representations of Bessel functions in the angular variable. Through some very tedious algebraic manipulations, the result can be transformed from the present form, which separates the LSE and LSM modes, to a hybrid form which can be compared to the result in Appendix C or with previously published forms [38, 36]; although not necessary for numerical evaluation.
2.2.2 Electric Current

For the case of the electric current source, the steps are exactly the same as in the preceding section, except here the Helmholtz equations take the forms:

\[
\nabla \times \nabla \times \vec{G}_e J - k^2 \vec{G}_e J = \vec{I} \delta (\vec{R} - \vec{R}')
\]

\[
\nabla \times \nabla \times \vec{G}_{mJ} - k^2 \vec{G}_{mJ} = \nabla \times \vec{I} \delta (\vec{R} - \vec{R}')
\]

where now we solve for \( \vec{G}_{mJ} \) first. Due to the similarity to the previous set of Helmholtz equations and because of the way the VWFs have been defined – particularly the symmetry introduced in the curl relationships – the solution proceeds with identical equations but with the following notational replacements:

\[
\vec{M} \leftrightarrow \vec{N}
\]

\[
\vec{G}_{eK} \Rightarrow \vec{G}_{mJ}
\]

\[
\vec{G}_{mK} \Rightarrow \vec{G}_{eJ}
\]

The process is similar to replacements made under the guidance of the Duality Principle, however, it is important to note the difference. The replacements dictated by the Duality Principle alone would result in functions which satisfy ‘dual’ boundary conditions, i.e., the electric field dyadics would satisfy the Neumann rather than the Dirichlet conditions on the conducting boundaries [13, pp. 29–39]. By replacing the \( \vec{M} \) and \( \vec{N} \) functions with each other, the true boundary conditions remain valid since these functions are complementary with respect to these boundary conditions. Although it would be interesting to more generally state and define this process under a heading such as say, the ‘Similarity Principle’, the development and proof is beyond the intended scope of this work, however, we will use it repeatedly.
The final result then is

\[
\tilde{G}_{mJ} = \frac{j k}{4 \pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_x^2 + k_y^2)} \left\{ \begin{array}{l}
\left[ \tilde{\eta}_{mU} \tilde{\tilde{M}}_o[k_z(z - c)] + j \tilde{\tilde{M}}_e[k_z(z - c)] \right] \left[ \tilde{\eta}_{mL} \tilde{\tilde{N}}'_o[k_z(z' - d)] + j \tilde{\tilde{N}}'_e[-k_z(z' - d)] \right] \\
\left[ \tilde{\eta}_{mL} \tilde{\tilde{M}}_o[k_z(z - d)] + j \tilde{\tilde{M}}_e[k_z(z - d)] \right] \left[ \tilde{\eta}_{mU} \tilde{\tilde{N}}'_o[k_z(z' - c)] + j \tilde{\tilde{N}}'_e[-k_z(z' - c)] \right] \\
\end{array} \right\} \\
(\tilde{\eta}_{mU} - \tilde{\eta}_{mL}) \cos k_z(c - d) - j(\tilde{\eta}_{mU} \tilde{\eta}_{mL} - 1) \sin k_z(c - d) \\
\right. \\
+ \left. \left\{ \begin{array}{l}
\left[ \tilde{\eta}_{eU} \tilde{\tilde{N}}_e[k_z(z - c)] - j \tilde{\tilde{N}}_o[k_y(z - c)] \right] \left[ \tilde{\eta}_{eL} \tilde{\tilde{M}}'_e[k_z(z' - d)] - j \tilde{\tilde{M}}'_o[-k_y(z' - d)] \right] \\
\left[ \tilde{\eta}_{eL} \tilde{\tilde{N}}_e[k_z(z - d)] - j \tilde{\tilde{N}}_o[k_y(z - d)] \right] \left[ \tilde{\eta}_{eU} \tilde{\tilde{M}}'_e[k_z(z' - c)] - j \tilde{\tilde{M}}'_o[-k_y(z' - c)] \right] \\
\end{array} \right\} \\
(\tilde{\eta}_{eU} - \tilde{\eta}_{eL}) \cos k_z(c - d) - j(\tilde{\eta}_{eU} \tilde{\eta}_{eL} - 1) \sin k_z(c - d) \\
\right) \right\} \\
\text{for } z \geq z' \hspace{1cm} (2.54)
\]

\( \tilde{G}_{eJ} \) can be found by substituting the coefficients into equations similar to Equations (2.32–2.34), but also can be derived from \( \tilde{G}_{mJ} \) directly, applying Equation (1.15) with special care in performing the derivatives at the source discontinuity. The final expression is

\[
\tilde{G}_{eJ} = -\frac{1}{k_z^2} \tilde{z} \tilde{z} \delta(\tilde{R} - \tilde{R}') + \frac{j}{4 \pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{k_z(k_x^2 + k_y^2)} \left\{ \begin{array}{l}
\left[ \tilde{\eta}_{eU} \tilde{\tilde{M}}_e[k_z(z - c)] - j \tilde{\tilde{M}}_o[k_y(z - c)] \right] \left[ \tilde{\eta}_{eL} \tilde{\tilde{M}}'_e[k_z(z' - d)] - j \tilde{\tilde{M}}'_o[-k_y(z' - d)] \right] \\
\left[ \tilde{\eta}_{eL} \tilde{\tilde{M}}_e[k_z(z - d)] - j \tilde{\tilde{M}}_o[k_y(z - d)] \right] \left[ \tilde{\eta}_{eU} \tilde{\tilde{M}}'_e[k_z(z' - c)] - j \tilde{\tilde{M}}'_o[-k_y(z' - c)] \right] \\
\end{array} \right\} \\
(\tilde{\eta}_{eU} - \tilde{\eta}_{eL}) \cos k_z(c - d) - j(\tilde{\eta}_{eU} \tilde{\eta}_{eL} - 1) \sin k_z(c - d) \\
\right. \\
+ \left. \left\{ \begin{array}{l}
\left[ \tilde{\eta}_{mU} \tilde{\tilde{N}}_o[k_z(z - c)] + j \tilde{\tilde{N}}_e[k_z(z - c)] \right] \left[ \tilde{\eta}_{mL} \tilde{\tilde{N}}'_o[k_z(z' - d)] + j \tilde{\tilde{N}}'_e[-k_z(z' - d)] \right] \\
\left[ \tilde{\eta}_{mL} \tilde{\tilde{N}}_o[k_z(z - d)] + j \tilde{\tilde{N}}_e[k_z(z - d)] \right] \left[ \tilde{\eta}_{mU} \tilde{\tilde{N}}'_o[k_z(z' - c)] + j \tilde{\tilde{N}}'_e[-k_z(z' - c)] \right] \\
\end{array} \right\} \\
(\tilde{\eta}_{mU} - \tilde{\eta}_{mL}) \cos k_z(c - d) - j(\tilde{\eta}_{mU} \tilde{\eta}_{mL} - 1) \sin k_z(c - d) \\
\right) \right\} \\
\text{for } z \geq z' \hspace{1cm} (2.55)
\]
2.3 Dyadic Green's Functions for Layer Filled Rectangular Waveguides

The electric and magnetic dyadic Green's functions for an electric current source in rectangular waveguide are needed for the radiating slot problem. As will be shown later, the electric type is used in an integral equation approach to solve for the propagation constants of the structure. Once a propagation constant has been determined for a selected mode, both the electric and magnetic fields on the entire cross-section are required to apply the Reaction Method to the three-dimensional cavity problem. The magnetic current case is not needed in the main body of this work but will be discussed briefly in Chapter IV.

As in (79), the solution for the multi-layered waveguide problem is built upon the solution for the parallel plate problem. The parallel plate waveguide solution has already been obtained in the previous section if we set \( \hat{n}_U = \hat{n}_L = 0 \) on the source layer boundaries. However, although the parallel plate solution we need is based on VWFs defined with respect to a piloting vector \( \hat{z} \) as was used above, the desired planes for the parallel plates are defined by \( z = 0 \) and \( z = a \) which do not correspond to the impedance boundaries used previously. Therefore, the parallel plate solution will first be derived based on the appropriate conducting planes followed by the layered rectangular waveguide solution.

2.3.1 The Parallel Plate Green's Function

A parallel plate waveguide shown in Figure 2.3 is formed by bounding walls at \( z = 0 \) and \( z = a \) filled with a uniform dielectric material represented by the wavenumber \( k_i \), where \( i \) will ultimately represent the \( i^{th} \) layer of a waveguide containing a source. We now define the functions

\[
\tilde{M}_o(k_z) = \nabla \times \Psi_o(k_z) \hat{z} = \nabla \times \left[ \sin \left( m \pi x / a \right) e^{-j(k_y y + k_z z)} \hat{z} \right] \\
\tilde{N}_e(k_z) = \frac{1}{k} \nabla \times \nabla \times \Psi_e(k_z) \hat{z} = \frac{1}{k} \nabla \times \nabla \times \left[ \cos \left( m \pi x / a \right) e^{-j(k_y y + k_z z)} \hat{z} \right]
\]  

(2.56)  

(2.57)
which satisfy \( \nabla \times \nabla \times \mathbf{F} - \kappa^2 \mathbf{F} = 0 \) where \( \kappa = \sqrt{k_x^2 + k_y^2 + k_z^2} \) and the boundary condition
\[
\hat{z} \times \mathbf{F} = 0 \quad \text{(i.e.,} \quad \hat{z} \times \mathbf{E} = 0) \tag{2.58}
\]
at \( z = 0 \) and \( z = a \). The wavenumbers \( k_y \) and \( k_z \) are two continuously distributed eigenvalues and \( k_x = m\pi/a \) where \( m \) is an integer including \( m = 0 \) for \( \tilde{N}_e \).

The orthogonality properties of these functions are
\[
\iint_V \tilde{M}_e(m, k_y, k_z) \cdot \tilde{N}_e(m', k_y', k_z') \, dV = 0 \tag{2.59}
\]
for any combination of even and odd functions and for any two sets of eigenvalues \( (m, k_y, k_z) \) and \( (m', k_y', k_z') \). The volume of integration corresponds to the entire space inside the parallel plate waveguide. The normalization constants of these functions are stated by the following relations:
\[
\begin{align*}
\iint_V \tilde{M}_e(m, k_y, k_z) \cdot \tilde{M}_e(m', -k_y', -k_z') \, dV &= \\
&= \iint_V \tilde{N}_e(m, k_y, k_z) \cdot \tilde{N}_e(m', -k_y', -k_z') \, dV \\
&= \begin{cases} 
0 & m \neq m' \\
(1 + \delta_m)2\pi^2a(k_x^2 + k_y^2)\delta(k_y - k_y')\delta(k_z - k_z') & m = m' = 0, 1, 2, \ldots
\end{cases} \tag{2.60}
\end{align*}
\]
\[
\int \int \int V_{1}(m', k'_y, k'_z) \cdot \tilde{M}_{1}(m', -k'_y, -k'_z) \, dV = \int \int \int V_{1}(m, k_y, k_z) \cdot \tilde{M}_{1}(m', -k'_y, -k'_z) \, dV
\]
\[
= \begin{cases} 
0 & m \neq m' \\
2\pi^2 a(k^2_z + k^2_y)\delta(k_y - k'_y)\delta(k_z - k'_z) & m = m' = 1, 2, \ldots 
\end{cases} 
\] (2.61)

where \( \delta_m \) is the Kronecker delta function defined by \( \delta_m = \begin{cases} 
1 & m = 0 \\
0 & m \neq 0 
\end{cases} \)

To find \( \bar{G}_{m1} \) we first let

\[
\nabla \times [\mathcal{I}_2(\vec{R} - \vec{R}')] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_y dk_z \sum_{m=0}^{\infty} [\tilde{M}_o(m, k_y, k_z) \tilde{A}_o + \tilde{N}_e(m, k_y, k_z) \tilde{B}_e] 
\] (2.62)

By taking the anterior scalar product of Equation (2.62) with \( \tilde{M}_o(m', -k'_y, -k'_z) \) and \( \tilde{N}_e(m', -k'_y, -k'_z) \) respectively, and integrating throughout \( V \), we can determine the vector coefficients \( \tilde{A}_o \) and \( \tilde{B}_e \) through the orthogonality properties. They are

\[
\tilde{A}_o = \frac{(2 - \delta_m)\kappa N'_o(m, -k_y, -k_z)}{4\pi^2 a(k^2_z + k^2_y)} 
\] (2.63)

\[
\tilde{B}_e = \frac{(2 - \delta_m)\kappa M'_e(m, -k_y, -k_z)}{4\pi^2 a(k^2_z + k^2_y)} 
\] (2.64)

In Equations (2.63) and (2.64) the primed functions are defined with respect to \((x', y', z')\), the location of the source. Although for \( m = 0 \) the function \( N'_o \) vanishes, \( m = 0 \) is included, as implied by the factor \( (2 - \delta_m) \) in Equation (2.63), to put it in a form similar to Equation (2.64). Substituting Equations (2.63) and (2.64) into (2.62) we obtain

\[
\nabla \times [\mathcal{I}_2(\vec{R} - \vec{R}')] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_y dk_z \sum_{m=0}^{\infty} \frac{(2 - \delta_m)\kappa}{4\pi^2 a(k^2_z + k^2_y)} 
\]
\[
\cdot [\tilde{M}_o(m, k_y, k_z) \tilde{N}'_o(m, -k_y, -k_z) + \tilde{N}_e(m, k_y, k_z) \tilde{M}'_e(m, -k_y, -k_z)] 
\] (2.65)

Now we let

\[
\bar{G}_{m1} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_y dk_z \sum_{m=0}^{\infty} \frac{(2 - \delta_m)\kappa}{4\pi^2 a(k^2_z + k^2_y)} 
\]
\[
\cdot [a\tilde{M}_o(m, k_y, k_z) \tilde{N}'_o(m, -k_y, -k_z) + b\tilde{N}_e(m, k_y, k_z) \tilde{M}'_e(m, -k_y, -k_z)] 
\] (2.66)
Substituting Equations (2.65) and (2.66) into (1.12), and making use of the relations given by Equations (2.13) and (2.14), one finds

\[ a = b = \frac{1}{k^2 - k_i^2} \]  

(2.67)

as before. The integration with respect to \( k_z \) can be carried out in closed form by applying the residue theorem together with the radiation condition yielding

\[
\tilde{G}_{mJ} = -\int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2 - \delta_m) k_i}{4\pi a k_z (k_x^2 + k_y^2)} \
\cdot \left[ \tilde{M}_o(m, k_y, \pm k_z) \tilde{N}'_o(m, -k_y, \mp k_z) + \tilde{N}_e(m, k_y, \pm k_z) \tilde{M}'_o(m, -k_y, \mp k_z) \right] \quad z \geq z' \tag{2.68}
\]

where \( k_z = \sqrt{k^2 - k_x^2 - k_y^2} \). Again, the top sign applies to \( z > z' \) and the bottom sign to \( z < z' \). Now applying Equation (1.15), again through use of the relationships given by Equations (2.13) and (2.14), and taking into account the discontinuity at the source, we can write

\[
\tilde{G}_{eJ} = -\frac{1}{k^2} \tilde{z} \tilde{z} \delta(\tilde{R} - \tilde{R}') - \int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2 - \delta_m)}{4\pi a k_z (k_x^2 + k_y^2)} \
\cdot \left[ \tilde{M}_e(m, k_y, \pm k_z) \tilde{M}'_o(m, -k_y, \mp k_z) + \tilde{N}_o(m, k_y, \pm k_z) \tilde{N}'_o(m, -k_y, \mp k_z) \right] \quad z \geq z' \tag{2.69}
\]

The solutions for the magnetic current follow the same procedure yielding

\[
\tilde{G}_{mK} = -\frac{1}{k^2} \tilde{z} \tilde{z} \delta(\tilde{R} - \tilde{R}') - \int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2 - \delta_m)}{4\pi a k_z (k_x^2 + k_y^2)} \
\cdot \left[ \tilde{M}_o(m, k_y, \pm k_z) \tilde{M}'_o(m, -k_y, \mp k_z) + \tilde{N}_e(m, k_y, \pm k_z) \tilde{N}'_o(m, -k_y, \mp k_z) \right] \quad z \geq z' \tag{2.70}
\]

\[
\tilde{G}_{eK} = -\int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2 - \delta_m) k_i}{4\pi a k_z (k_x^2 + k_y^2)} \
\left[ \tilde{M}_e(m, k_y, \pm k_z) \tilde{N}'_o(m, -k_y, \mp k_z) + \tilde{N}_o(m, k_y, \pm k_z) \tilde{M}'_o(m, -k_y, \mp k_z) \right] \quad z \geq z' \tag{2.71}
\]

Note again that this can also be obtained from the previous case by simply replacing \( \tilde{G}_{eJ} \rightarrow \tilde{G}_{mK}, \tilde{G}_{mJ} \rightarrow \tilde{G}_{eK}, \) and \( \tilde{M} \leftrightarrow \tilde{N} \).
2.3.2 Rectangular Waveguide with Electric Currents

We now construct the dyadic Green's function for the source layer of a multi-layered rectangular waveguide (see Figure 2.1) by using the parallel plate Green's function solutions above and the method of scattering superposition. Let

$$
\tilde{G}_{mJ} = \tilde{G}^{(P)}_{mJ} + \tilde{G}^{(S)}_{mJ}
$$

(2.72)

where $\tilde{G}^{(P)}_{mJ}$ is the parallel plate solution and $\tilde{G}^{(S)}_{mJ}$ is defined as

$$
\tilde{G}^{(S)}_{mJ} = -\int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2-\delta_m)k_i}{4\pi a k_s (k_x^2 + k_y^2)} \left[ \tilde{N}_e(m, k_y, k_z) \tilde{A}^+ + \tilde{N}_e(m, k_y, -k_z) \tilde{A}^- + \tilde{M}_o(m, k_y, k_z) \tilde{B}^+ + \tilde{M}_o(m, k_y, -k_z) \tilde{B}^- \right]
$$

(2.73)

representing fields which are scattered from the dielectric layer interfaces located at $z = c$ and $z = d$. The unknown vector coefficients, $\tilde{A}^+, \tilde{A}^-, \tilde{B}^+$ and $\tilde{B}^-$, can be found by applying the upper ($\eta_U$) and lower ($\eta_L$) impedance boundary conditions for the layer. This produces two pairs of equations for the unknown coefficients:

$$
(\tilde{\eta}_U - 1)e^{-jk_sc} \tilde{A}^+ - (\tilde{\eta}_U + 1)e^{jk_sc} \tilde{A}^- = -(\tilde{\eta}_U - 1)e^{-jk_sc} \tilde{M}_e'(m, -k_y, k_z)
$$

(2.74)

$$
(\tilde{\eta}_L - 1)e^{-jk_d} \tilde{A}^+ - (\tilde{\eta}_L + 1)e^{jk_d} \tilde{A}^- = (\tilde{\eta}_L + 1)e^{jk_d} \tilde{M}_e'(m, -k_y, -k_z)
$$

(2.75)

and

$$
(\tilde{\eta}_U - 1)e^{-jk_d} \tilde{B}^+ + (\tilde{\eta}_U + 1)e^{jk_d} \tilde{B}^- = -(\tilde{\eta}_U - 1)e^{-jk_d} \tilde{N}_o'(m, -k_y, k_z)
$$

(2.76)

$$
(\tilde{\eta}_L - 1)e^{-jk_d} \tilde{B}^+ + (\tilde{\eta}_L + 1)e^{jk_d} \tilde{B}^- = -(\tilde{\eta}_L + 1)e^{jk_d} \tilde{N}_o'(m, -k_y, -k_z)
$$

(2.77)

Notice that these equations are identical to Equations (2.33–2.35) with the replacements:

$$
\tilde{M}'(\pm k_z) \Rightarrow \tilde{M}_e'(m, -k_y, \pm k_z)
$$

(2.78)

$$
\tilde{N}'(\pm k_z) \Rightarrow \tilde{N}_o'(m, -k_y, \pm k_z)
$$

(2.79)

This feature is characteristic of all of the solutions we will be dealing with, and should be expected since the functions differ only in whether the functional dependence is exponential...
or trigonometric. As a result, the solutions are identical to Equations (2.39-2.42) with the corresponding notational substitutions.

Algebraic manipulation of Equations (2.68, 2.72) and (2.73) and use of the relations given in Appendix A then leads to

\[
\tilde{G}_{mJ} = \int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2-\delta_m)k_z}{2\pi ak_z(k_z^2 + k_y^2)} \left[ \frac{\tilde{M}_0[\tilde{\eta}_{mu}; m, k_z(z-c)] \tilde{N}_o[\tilde{\eta}_{mL}; m, k_z(z'-d)]}{(\tilde{\eta}_{mu} - \tilde{\eta}_{mL}) \cos k_z(c - d) - j(\tilde{\eta}_{mu} \tilde{\eta}_{mL} - 1) \sin k_z(c - d)} \right. \\
\left. + \frac{\tilde{N}_e[\tilde{\eta}_{eu}; m, k_z(z-c)] \tilde{M}_e[\tilde{\eta}_{el}; m, k_z(z'-d)]}{(\tilde{\eta}_{eu} - \tilde{\eta}_{el}) \cos k_z(c - d) - j(\tilde{\eta}_{eu} \tilde{\eta}_{el} - 1) \sin k_z(c - d)} \right] 
\]

for \( z' < z \) (2.80)

where we have now defined the new operator functions, \( \tilde{M}_0 \) and \( \tilde{N}_0 \), for the sake of compact notation:

\[
\tilde{M}_0[\eta; \alpha] = \eta \tilde{M}_{0\alpha}[\alpha] + j\tilde{M}_{0\alpha}[\alpha] \\
\tilde{M}_e[\eta; \alpha] = \eta \tilde{M}_{e\alpha}[\alpha] - j\tilde{M}_{e\alpha}[\alpha] \\
\tilde{N}_0[\eta; \alpha] = \eta \tilde{N}_{0\alpha}[\alpha] + j\tilde{N}_{0\alpha}[\alpha] \\
\tilde{N}_e[\eta; \alpha] = \eta \tilde{N}_{e\alpha}[\alpha] - j\tilde{N}_{e\alpha}[\alpha]
\]

Since \( \alpha \) here is \([m, k_z(z-c)]\) and \( m \) is associated with \( k_z \), we recognize that the 'c' and 'o' subscripts in this case imply trigonometric functions of \( c \) and \( z \). Also recall that the primed functions use \(-k_y\).

We can find \( \tilde{G}_{eJ} \) as we did in the parallel plate case, by performing the derivatives
indicated by Equation (1.15):

\[
\tilde{G}_{eJ} = \frac{-1}{k^2_i} \delta \delta(\tilde{R} - \tilde{R}') + \int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2 - \delta_m)}{2\pi ak_z(k_x^2 + k_y^2)} \left( \begin{array}{c}
\mathcal{M}_e[\tilde{\eta}_{EU}; m, k_z(z - c)] \mathcal{M}_e'[\tilde{\eta}_{EL}; m, k_z(z' - d)] \\
\mathcal{M}_e[\tilde{\eta}_{EL}; m, k_z(z - d)] \mathcal{M}_e'[\tilde{\eta}_{EU}; m, k_z(z' - c)] \\
(\tilde{\eta}_{EU} - \tilde{\eta}_{EL}) \cos k_z(c - b) - j(\tilde{\eta}_{EU} \tilde{\eta}_{EL} - 1) \sin k_z(c - b) \\
(\tilde{\eta}_{EU} - \tilde{\eta}_{EL}) \cos k_z(c - b) - j(\tilde{\eta}_{EU} \tilde{\eta}_{EL} - 1) \sin k_z(c - b) \\
\end{array} \right) 
\]

\[
+ \left( \begin{array}{c}
\mathcal{N}_e[\tilde{\eta}_{EU}; m, k_z(z - c)] \mathcal{N}_e'[\tilde{\eta}_{EL}; m, k_z(z' - d)] \\
\mathcal{N}_e[\tilde{\eta}_{EL}; m, k_z(z - d)] \mathcal{N}_e'[\tilde{\eta}_{EU}; m, k_z(z' - c)] \\
(\tilde{\eta}_{EU} - \tilde{\eta}_{EL}) \cos k_z(c - b) - j(\tilde{\eta}_{EU} \tilde{\eta}_{EL} - 1) \sin k_z(c - b) \\
(\tilde{\eta}_{EU} - \tilde{\eta}_{EL}) \cos k_z(c - b) - j(\tilde{\eta}_{EU} \tilde{\eta}_{EL} - 1) \sin k_z(c - b) \\
\end{array} \right) 
\]

for \( z \gtrsim z' \) (2.85)

Both \( \tilde{G}_{eJ} \) and \( \tilde{G}_{mJ} \) involve a spectral integral which can be reduced by Cauchy's Theorem, once the impedance functions are specified.

2.3.3 Rectangular Waveguide with Magnetic Currents

The magnetic current cases can be found through the same method or `Similarity Principle' substitutions (section 2.2.2) to obtain

\[
\tilde{G}_{MK} = \frac{-1}{k^2_i} \delta \delta(\tilde{R} - \tilde{R}') + \int_{-\infty}^{\infty} dk_y \sum_{m=0}^{\infty} \frac{j(2 - \delta_m)}{2\pi ak_z(k_x^2 + k_y^2)} 
\]

\[
\left( \begin{array}{c}
\mathcal{M}_o[\tilde{\eta}_{MU}; m, k_z(z - c)] \mathcal{M}_o'[\tilde{\eta}_{ML}; m, k_z(z' - d)] \\
\mathcal{M}_o[\tilde{\eta}_{ML}; m, k_z(z - d)] \mathcal{M}_o'[\tilde{\eta}_{MU}; m, k_z(z' - c)] \\
(\tilde{\eta}_{MU} - \tilde{\eta}_{ML}) \cos k_z(c - b) - j(\tilde{\eta}_{MU} \tilde{\eta}_{ML} - 1) \sin k_z(c - b) \\
(\tilde{\eta}_{MU} - \tilde{\eta}_{ML}) \cos k_z(c - b) - j(\tilde{\eta}_{MU} \tilde{\eta}_{ML} - 1) \sin k_z(c - b) \\
\end{array} \right) 
\]

\[
+ \left( \begin{array}{c}
\mathcal{N}_o[\tilde{\eta}_{EU}; m, k_z(z - c)] \mathcal{N}_o'[\tilde{\eta}_{EL}; m, k_z(z' - d)] \\
\mathcal{N}_o[\tilde{\eta}_{EL}; m, k_z(z - d)] \mathcal{N}_o'[\tilde{\eta}_{EU}; m, k_z(z' - c)] \\
(\tilde{\eta}_{EU} - \tilde{\eta}_{EL}) \cos k_z(c - b) - j(\tilde{\eta}_{EU} \tilde{\eta}_{EL} - 1) \sin k_z(c - b) \\
(\tilde{\eta}_{EU} - \tilde{\eta}_{EL}) \cos k_z(c - b) - j(\tilde{\eta}_{EU} \tilde{\eta}_{EL} - 1) \sin k_z(c - b) \\
\end{array} \right) 
\]

for \( z \gtrsim z' \) (2.86)
\[ \mathcal{G}_{eK} = \int_{-\infty}^{\infty} \frac{dk_y}{2\pi} \sum_{m=0}^{\infty} \frac{j(2 - \delta_m)k_i}{\sqrt{2\pi ak_y(k_x^2 + k_y^2)}} \left\{ \begin{array}{l}
\mathcal{M}_{e}[\hat{\eta}_{aU}; m, k_x(z - c)] \mathcal{N}_{e}[\hat{\eta}_{cL}; m, k_x(z' - d)] \\
\mathcal{M}_{e}[\hat{\eta}_{cL}; m, k_x(z - d)] \mathcal{N}_{e}[\hat{\eta}_{aU}; m, k_x(z' - c)]
\end{array} \right\} \\
\left( \hat{\eta}_{aU} - \hat{\eta}_{cL} \right) \cos k_x(c - b) - \frac{\pi}{2}(\hat{\eta}_{aU} \hat{\eta}_{cL} - 1) \sin k_x(c - b) \\
+ \left\{ \begin{array}{l}
\mathcal{N}_{o}[\hat{\eta}_{mU}; m, k_x(z - c)] \mathcal{M}_{o}[\hat{\eta}_{mL}; m, k_x(z' - d)] \\
\mathcal{N}_{o}[\hat{\eta}_{mL}; m, k_x(z - d)] \mathcal{M}_{o}[\hat{\eta}_{mU}; m, k_x(z' - c)]
\end{array} \right\} \\
\left( \hat{\eta}_{mU} - \hat{\eta}_{mL} \right) \cos k_x(c - b) - \frac{\pi}{2}(\hat{\eta}_{mU} \hat{\eta}_{mL} - 1) \sin k_x(c - b) \right) \]

for \( z' > z \) (2.87)

2.4 Dyadic Green’s Functions for Layer Filled Rectangular Cavities

The scattering superposition approach can now be applied to the result of the previous section directly to obtain the dyadic Green’s functions for the cavity problem by introducing conducting walls at \( y = 0 \) and \( y = b \) and applying scattering superposition to the \( \pm \hat{y} \) directed waves. As an alternative, one can take a somewhat simpler approach by first deriving the dyadic Green’s function for a waveguide with its axis along the \( \hat{z} \) direction (\( k_y \) becomes \( n\pi/b \)). Then scattering superposition is applied along the \( \hat{z} \) direction with impedance boundary conditions to obtain the result for the cavity (see also [72, 75, 79]). This will be the approach demonstrated here since the intermediate Green’s functions will also be needed in Chapter IV.

2.4.1 HomogeneouslyFilled Rectangular Waveguide: TE and TM Modes

As with the use of the half-space solution as a building-block for the previous solutions, the preceding modal representations of layered rectangular waveguides are not in a convenient form for the formation of the cavity solution. Again, the VWFs there are defined
with the normal to the layer interfaces, resulting in the LSE and LSM mode representation. What is more convenient here is the solution for a homogeneously filled rectangular waveguide expressed in terms of VWFs defined to represent the modes Transverse-Electric (TE) and Transverse-Magnetic (TM) to the waveguide axis. We again will first find \( \tilde{G}_{mJ}^{(W)} \) from which \( \tilde{G}_{eJ}^{(W)} \) will follow.

\( \tilde{G}_{mJ}^{(W)} \) must satisfy the wave equation:

\[
\nabla \times \nabla \times \tilde{G}_{mJ}^{(W)} - k_f^2 \tilde{G}_{mJ}^{(W)} = \nabla \times \left[ \tilde{I} \delta(\vec{R} - \vec{R}') \right]
\]

(2.88)

To construct the solution we will need the vector wave functions satisfying the Neumann boundary conditions which are:

\[
\tilde{M}_{oo}(k_x, k_y) = \nabla \times \Psi_{oo}(k_x, k_y) \hat{z}
\]

(2.89)

\[
\tilde{N}_{ee}(k_x, k_y) = \frac{1}{\kappa} \nabla \times \nabla \times \Psi_{ee}(k_x, k_y) \hat{z}
\]

(2.90)

where

\[
\Psi_{oo}(k_x, k_y) = \begin{bmatrix} \cos k_x x \cos k_y y \\ \sin k_x x \sin k_y y \end{bmatrix} e^{-jk_z z}
\]

(2.91)

with \( k_x = k_m = m \pi / a \) and \( k_y = k_n = n \pi / b \).

Following the Ohm-Rayleigh method as before, we expand the source term as

\[
\nabla \times \left[ \tilde{I} \delta(\vec{R} - \vec{R}') \right] = \int_{-\infty}^{\infty} dk_z \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left[ \tilde{M}_{oo}(k_x, k_y) \hat{A} + \tilde{N}_{ee}(k_x, k_y) \hat{B} \right]
\]

(2.92)

The coefficients \( \hat{A} \) and \( \hat{B} \) are found from the properties of the vector wave functions to be

\[
\hat{A} = \frac{(2 - \delta_{mn})\kappa}{\pi ab(k_m^2 + k_n^2)} \tilde{N}_{oo}(k_x, k_y, -k_z)
\]

(2.93)

\[
\hat{B} = \frac{(2 - \delta_{mn})\kappa}{\pi ab(k_m^2 + k_n^2)} \tilde{M}_{ee}(k_x, k_y, -k_z)
\]

(2.94)

where the Kronecker delta function \( \delta_{mn} \) is equal to 1 for \( m = 0 \) or \( n = 0 \) and 0 otherwise (the case where both \( m = 0 \) and \( n = 0 \) is the trivial, zero field solution for this case). Thus,
Equation (2.92) can be written as

\[
\nabla \times [f(R - R')] = \int_{-\infty}^{\infty} dk_1 \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(2 - \delta_{mn})\kappa}{\pi ab(k_m^2 + k_n^2)} \\
\cdot \left[ \tilde{M}_{oo}(k_x, k_y, k_z)\tilde{N}_{oo}'(k_x, k_y, -k_z) + \tilde{N}_{ee}(k_x, k_y, k_z)\tilde{M}_{ee}'(k_x, k_y, -k_z) \right] 
\]

(2.95)

To find \( \tilde{G}_{mJ}^{(W)} \) we let

\[
\tilde{G}_{mJ}^{(W)} = \int_{-\infty}^{\infty} dk_1 \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(2 - \delta_{mn})\kappa}{\pi ab(k_m^2 + k_n^2)} \\
\cdot \left[ a\tilde{M}_{oo}(k_x, k_y, k_z)\tilde{N}_{oo}'(k_x, k_y, -k_z) + b\tilde{N}_{ee}(k_x, k_y, k_z)\tilde{M}_{ee}'(k_x, k_y, -k_z) \right] 
\]

(2.96)

Substituting into Equation (2.88) we find as usual

\[
a = b = \frac{1}{\kappa^2 - k_i^2} 
\]

(2.97)

so that

\[
\tilde{G}_{mJ}^{(W)} = \int_{-\infty}^{\infty} dk_1 \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(2 - \delta_{mn})}{\pi ab(k_m^2 + k_n^2)} \left[ \frac{\kappa}{\kappa^2 - k_i^2} \right] \\
\cdot \left[ \tilde{M}_{oo}(k_x, k_y, k_z)\tilde{N}_{oo}'(k_x, k_y, -k_z) + \tilde{N}_{ee}(k_x, k_y, k_z)\tilde{M}_{ee}'(k_x, k_y, -k_z) \right] 
\]

(2.98)

The Fourier integral can be evaluated in closed form by means of contour integration and the radiation condition leading to

\[
\tilde{G}_{mJ}^{(W)} = -\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{jk_i(2 - \delta_{mn})}{abk_1(k_m^2 + k_n^2)} \\
\cdot \left[ \tilde{M}_{oo}(k_x, k_y, \pm k_z)\tilde{N}_{oo}'(k_x, k_y, \mp k_z) + \tilde{N}_{ee}(k_x, k_y, k_z)\tilde{M}_{ee}'(k_x, k_y, \mp k_z) \right] 
\]

(2.99)

for \( z > z' \)

where \( k_z^2 = k_i^2 - (k_m^2 + k_n^2) \). Using Equation (1.15):

\[
\tilde{G}_{eJ}^{(W)} = -\frac{1}{k_i^2} k_i\delta(R - R') - \int_{-\infty}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{jk_i(2 - \delta_{mn})}{abk_1(k_m^2 + k_n^2)} \\
\cdot \left[ \tilde{M}_{oo}(k_x, k_y, \pm k_z)\tilde{N}_{oo}'(k_x, k_y, \mp k_z) + \tilde{N}_{ee}(k_x, k_y, k_z)\tilde{M}_{ee}'(k_x, k_y, \mp k_z) \right] 
\]

(2.100)

for \( z > z' \)
2.4.2 Cavity with Opposing Impedance Walls: Electric Current

We now introduce impedance walls at $z = c$ and $z = d$ where the added boundary conditions given by Equation (2.1) are to be enforced. Using the method of scattering superposition we let

$$
\tilde{G}_{mJ} = \tilde{G}^{(W)}_{mJ} + \tilde{G}^{(S)}_{mJ}
$$

(2.101)

where

$$
\tilde{G}^{(S)}_{mJ} = - \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{jk_i(2 - \delta_{mn})}{abk_x(k_m^2 + k_x^2)} \cdot \left[ \tilde{M}_{oo}(k_x, k_y, k_z) \tilde{A}^+ + \tilde{M}_{oo}(k_x, k_y, -k_z) \tilde{A}^- + \tilde{N}_{ee}(k_x, k_y, k_z) \tilde{B}^+ + \tilde{N}_{ee}(k_x, k_y, -k_z) \tilde{B}^- \right]
$$

(2.102)

Evaluating the boundary conditions given by Equations (2.1) we get the same system of equations as (2.33-2.35) except this time with

$$
\tilde{M}'(\pm k_z) \Rightarrow \tilde{M}_{ee}'(k_x, k_y, \pm k_z)
$$

(2.103)

$$
\tilde{N}'(\pm k_z) \Rightarrow \tilde{N}_{oo}'(k_x, k_y, \pm k_z)
$$

(2.104)

Again we already have the solutions for this set by changing the notation of the VWFs.

With some algebraic manipulation and use of the relations in Appendix A the results are

$$
\tilde{G}_{mJ} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{2jk_i(2 - \delta_{mn})}{abk_x(k_m^2 + k_x^2)}
$$

$$
\cdot \left\{ \begin{align*}
\tilde{M}_{oo}[\tilde{m}_m; k_x, k_y, k_z(z - c)] & \tilde{M}_{oo}'[\tilde{m}_m; k_x, k_y, k_z(z' - d)] \\
\tilde{M}_{oo}[\tilde{m}_m; k_x, k_y, k_z(z - d)] & \tilde{M}_{oo}'[\tilde{m}_m; k_x, k_y, k_z(z' - c)] \\
(\tilde{m}_m - \bar{m}_m) \cos k_x(c - d) - j(\tilde{m}_m \bar{m}_m - 1) \sin k_x(c - d)
\end{align*} \right\}
$$

$$
\frac{\tilde{N}_{ee}[\tilde{m}_e; k_x, k_y, k_z(z - c)] \tilde{M}_{ee}[\tilde{m}_e; k_x, k_y, k_z(z' - d)]}{(\tilde{m}_e - \bar{m}_e) \cos k_x(c - d) - j(\tilde{m}_e \bar{m}_e - 1) \sin k_x(c - d)}
$$

$$
\left(\begin{align*}
\tilde{N}_{ee}[\tilde{m}_e; k_x, k_y, k_z(z - c)] & \tilde{M}_{ee}[\tilde{m}_e; k_x, k_y, k_z(z' - d)] \\
\tilde{N}_{ee}[\tilde{m}_e; k_x, k_y, k_z(z - d)] & \tilde{M}_{ee}[\tilde{m}_e; k_x, k_y, k_z(z' - c)]
\end{align*} \right)
$$

for $z' < z'$

(2.105)
and

\[ \tilde{E}_{e'l} = \frac{1}{k^2_i} \tilde{z} \tilde{z} \delta(\tilde{R} - \tilde{R}') + \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{2j(2 - \delta_{mn})}{abk_z(k_x^2 + k_y^2)} \]

\[
\left[ \begin{array}{c}
\mathcal{M}_{ee} [\tilde{\eta}_{e';k_x,k_y,k_z(z + c)}]
\mathcal{M}_{e'e} [\tilde{\eta}_{e';k_x,k_y,k_z(z' - d)}]
\end{array} \right]
\]

\[
\left. \begin{array}{c}
\mathcal{M}_{ee} [\tilde{\eta}_{e';k_x,k_y,k_z(z + d)}]
\mathcal{M}_{e'e} [\tilde{\eta}_{e';k_x,k_y,k_z(z' - c)}]
\end{array} \right]
\frac{(\tilde{\eta}_{e'u} - \tilde{\eta}_{e'l}) \cos k_z(c - d) - j(\tilde{\eta}_{e'u} \tilde{\eta}_{e'l} - 1) \sin k_z(c - d)}
\frac{(\tilde{\eta}_{m'u} - \tilde{\eta}_{m'l}) \cos k_z(c - d) - j(\tilde{\eta}_{m'u} \tilde{\eta}_{m'l} - 1) \sin k_z(c - d)}
\]

\[
\left. \begin{array}{c}
\mathcal{N}_{oo} [\tilde{\eta}_{m';k_x,k_y,k_z(z + c)}]
\mathcal{N}_{o'o} [\tilde{\eta}_{m';k_x,k_y,k_z(z' + d)}]
\end{array} \right]
\]

\[
\left. \begin{array}{c}
\mathcal{N}_{oo} [\tilde{\eta}_{m';k_x,k_y,k_z(z + d)}]
\mathcal{N}_{o'o} [\tilde{\eta}_{m';k_x,k_y,k_z(z' - c)}]
\end{array} \right]
\]

for \( z, z' \) (2.106)

The operator functions are defined by the relations

\[
\tilde{\mathcal{M}}_{oo}[\eta; \alpha] = \eta \tilde{\mathcal{M}}_{oo}[\alpha] + j \tilde{\mathcal{M}}_{oe}[\alpha]
\]

\[
\tilde{\mathcal{M}}_{ee}[\eta; \alpha] = \eta \tilde{\mathcal{M}}_{e'e}[\alpha] - j \tilde{\mathcal{M}}_{eo}[\alpha]
\]

\[
\tilde{\mathcal{N}}_{oo}[\eta; \alpha] = \eta \tilde{\mathcal{N}}_{oo}[\alpha] + j \tilde{\mathcal{N}}_{oe}[\alpha]
\]

\[
\tilde{\mathcal{N}}_{ee}[\eta; \alpha] = \eta \tilde{\mathcal{N}}_{e'e}[\alpha] - j \tilde{\mathcal{N}}_{eo}[\alpha]
\]

(2.107) (2.108) (2.109) (2.110)

2.4.3 TE and TM Modes in Homogeneously Filled Rectangular Waveguide and Cavities with Opposing Impedance Walls: Magnetic Currents

To model the slots, we also need the cavity dyadic Green's functions of both types for magnetic currents. The derivation could follow the previous case explicitly, however, because of the way the functions have been defined, we can take advantage of the symmetry of the equations and write the solution by making simple notational replacements. (The only exception is the treatment of the \((2 - \delta_{mn})\) term which here is expanded as \((2 - \delta_m)(2 - \delta_n)\) since the \( m = n = 0 \) case may produce non-zero field components.) Using this approach we can write the TE and TM solutions for magnetic currents in rectangular...
waveguide as

\[
\begin{align*}
\tilde{G}_{ek}^{(W)} &= -\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{jk_i(2-\delta_m)(2-\delta_n)}{abk_z(k_m^2 + k_n^2)} \\
&\quad \cdot [\tilde{M}_{ee}(k_x, k_y, \pm k_z) \tilde{N}_{ee}(k_x, k_y, \mp k_z) + \tilde{N}_{ee}(k_x, k_y, \pm k_z) \tilde{M}_{ee}(k_x, k_y, \mp k_z)] \quad z \leq z' \quad (2.111)
\end{align*}
\]

\[
\begin{align*}
\tilde{G}_{mk}^{(W)} &= -\frac{1}{k_i^2} \tilde{z} \tilde{z}'(\tilde{R} - \tilde{R}') - \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{j(2-\delta_m)(2-\delta_n)}{abk_z(k_m^2 + k_n^2)} \\
&\quad \cdot [\tilde{M}_{oo}(k_x, k_y, \pm k_z) \tilde{N}_{oo}(k_x, k_y, \mp k_z) + \tilde{N}_{ee}(k_x, k_y, \pm k_z) \tilde{N}_{ee}(k_x, k_y, \mp k_z)] \quad z \leq z' \quad (2.112)
\end{align*}
\]

The cavity solutions are

\[
\begin{align*}
\tilde{G}_{ek} &= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{2jk_i(2-\delta_m)(2-\delta_n)}{abk_z(k_m^2 + k_n^2)} \\
&\quad \cdot \left[ \begin{array}{c}
\tilde{M}_{ee}[\tilde{\eta}_{eu}; k_x, k_y, k_z(z - c)] \tilde{N}_{ee}[\tilde{\eta}_{el}; k_x, k_y, k_z(z' - d)] \\
\tilde{M}_{ee}[\tilde{\eta}_{eu}; k_x, k_y, k_z(z - d)] \tilde{N}_{ee}[\tilde{\eta}_{eu}; k_x, k_y, k_z(z' - c)] \\
(\tilde{\eta}_{eu} - \tilde{\eta}_{el}) \cos k_z(c - d) - j(\tilde{\eta}_{eu} \tilde{\eta}_{el} - 1) \sin k_z(c - d) \\
\end{array} \right] \\
&\quad + \left[ \begin{array}{c}
\tilde{N}_{oo}[\tilde{\eta}_{mu}; k_x, k_y, k_z(z - c)] \tilde{M}_{oo}[\tilde{\eta}_{ml}; k_x, k_y, k_z(z' - d)] \\
\tilde{N}_{oo}[\tilde{\eta}_{mu}; k_x, k_y, k_z(z - d)] \tilde{M}_{oo}[\tilde{\eta}_{mu}; k_x, k_y, k_z(z' - c)] \\
(\tilde{\eta}_{mu} - \tilde{\eta}_{ml}) \cos k_z(c - d) - j(\tilde{\eta}_{mu} \tilde{\eta}_{ml} - 1) \sin k_z(c - d) \\
\end{array} \right] \\
\end{align*}
\]

for \( z \leq z' \quad (2.113) \)

and

\[
\begin{align*}
\tilde{G}_{mk} &= \frac{1}{k_i^2} \tilde{z} \tilde{z}'(\tilde{R} - \tilde{R}') + \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{2j(2-\delta_m)(2-\delta_n)}{abk_z(k_m^2 + k_n^2)} \\
&\quad \cdot \left[ \begin{array}{c}
\tilde{M}_{oo}[\tilde{\eta}_{mu}; k_x, k_y, k_z(z - c)] \tilde{M}_{oo}[\tilde{\eta}_{ml}; k_x, k_y, k_z(z' - d)] \\
\tilde{M}_{oo}[\tilde{\eta}_{mu}; k_x, k_y, k_z(z - d)] \tilde{M}_{oo}[\tilde{\eta}_{mu}; k_x, k_y, k_z(z' - c)] \\
(\tilde{\eta}_{mu} - \tilde{\eta}_{ml}) \cos k_z(c - d) - j(\tilde{\eta}_{mu} \tilde{\eta}_{ml} - 1) \sin k_z(c - d) \\
\end{array} \right] \\
&\quad + \left[ \begin{array}{c}
\tilde{N}_{ee}[\tilde{\eta}_{eu}; k_x, k_y, k_z(z - c)] \tilde{N}_{ee}[\tilde{\eta}_{el}; k_x, k_y, k_z(z' - d)] \\
\tilde{N}_{ee}[\tilde{\eta}_{eu}; k_x, k_y, k_z(z - d)] \tilde{N}_{ee}[\tilde{\eta}_{eu}; k_x, k_y, k_z(z' - c)] \\
(\tilde{\eta}_{eu} - \tilde{\eta}_{el}) \cos k_z(c - d) - j(\tilde{\eta}_{eu} \tilde{\eta}_{el} - 1) \sin k_z(c - d) \\
\end{array} \right] \\
\end{align*}
\]

for \( z \leq z' \quad (2.114) \)
We now have derived and specified the dyadic Green's functions for all types of structures to be treated in this work. The integral equations are therefore fully defined and the task remaining is to solve for the unknown currents in each case and interpret the results.
CHAPTER III

METHOD OF MOMENTS FORMULATION

A general methodology for application to the various problems treated will be presented in this chapter for the case where two components of current will be allowed on both the strips and slots. Later, we will restrict our attention to strips and slots which are narrow so that only the longitudinal component of current need be considered. This assumption is sufficient to yield accurate results for the experimental cases to be used for verification, and thus simplifies the numerical implementation without loss of generality.

The solutions to the presented integral equations can be found by choosing basis functions to approximate the various currents. The error in the approximation is minimized by applying the well known Method of Moments, resulting in highly accurate representations of the currents from which the electrical behavior of the structures can be deduced. Furthermore, the method of moments formulation will be discussed in the context of the radiating slot problem only, since this problem contains all the essential elements of the coupler problem as well.

3.1 Definition of Coordinate Systems and Basis Functions

Let us expand the current on the strip in the following manner. We first define a strip-fixed coordinate system as illustrated in Figure 3.1. The currents on the strip in this
coordinate system can now be expanded as

\begin{align}
J_x &= J_v \dot{v} + J_\nu \dot{\nu} \\
J_v &= \Psi(\nu) \sum_j \Phi(v_j) I_{vj} \\
J_\nu &= \Phi(\nu) \sum_j I_{vj}
\end{align}

(3.1)

(3.2)

(3.3)

where \( \Phi \) are piecewise sinusoidal basis functions defined by

\begin{equation}
\Phi(\alpha) = \frac{1}{\sin k_b l_o} \begin{cases} 
\sin k_b (\alpha - \alpha_q - 1) & \text{for } -l_o \leq \alpha - \alpha_q \leq 0 \\
\sin k_b (\alpha_q + 1 - \alpha) & \text{for } 0 \leq \alpha - \alpha_q \leq l_o
\end{cases}
\end{equation}

(3.4)

and \( l_o \) is half the subsection length defined by

\begin{equation}
l_o = [\alpha_{q+1} - \alpha_{q-1}] / 2
\end{equation}

(3.5)

The subscript \( q \) is an index identifying basis functions at various points along the strips and slots. Actually, \( k_b \) will always be chosen so that \( k_b l_o \ll \pi / 2 \), making the function basically a triangular pulse. This way, because the basis functions overlap, the current will essentially be approximated by piecewise 'linear' segments between sample points (see [32] for an introduction to the method of moments and basis functions). The sampling rate is determined by field phenomena, phase resolution requirements or numerical limitations, as
will be shown later. Typically, the sampling rate will be at least 20 samples per wavelength, often much higher, so we generally set \( k_b \sim k \), which is more than sufficient to 'linearize' the basis functions. The motivation for the sinusoidal dependence is to simplify later integrations and evaluation of the resulting functions.

The \( \Psi \) function will be either a 'Maxwellian' distribution or a 'pulse' basis function defined as

\[
\Psi(\beta) = \begin{cases} 
\Psi_{Maxwellian}(\beta) = \frac{1}{\pi l_\sigma \sqrt{1 - (\beta/l_\beta)^2}} & |\beta - \beta_0| \leq l_\beta \\
\Psi_{pulse} = 1 & \text{otherwise}
\end{cases}
\]  

(3.6)

The Maxwellian function is often used since it closely approximates the true solution for narrow strips or slots [52, 88]. These expansions are further illustrated by Figure 3.2 where the sinusoidal functions are exaggerated for clarity.

![Figure 3.2: Current Expansion Functions.](image)

In this work, we will deal exclusively with strips and slots which are narrow with respect to wavelength so that only one basis function will be used to represent the narrow dimension. For wider structures, rooftop functions are commonly used, involving similar overlapping basis functions in the direction of each component of current, but using the
pulse basis function for the transverse dependence. Because our strips and slots are narrow, we will typically only model the longitudinal component of current; however, both components are discussed here for generality and to form a basis for future efforts. The primary motivation for the use of piecewise functions is that they are very efficient in terms of changing strip or slot lengths as opposed to entire domain basis functions.

The strip-fixed system is related to the cavity coordinate system by

\[ \nu = (x - x_o) \cos \phi + (y - y_o) \sin \phi \]  (3.7)

\[ \nu = -(x - x_o) \sin \phi + (y - y_o) \cos \phi \]  (3.8)

We also define a slot-fixed coordinate system as illustrated in Figure 3.3 where

\[ \zeta = (x - s_o) \cos \theta + (y - t_o) \sin \theta \]  (3.9)

\[ \xi = -(x - s_o) \sin \theta + (y - t_o) \cos \theta \]  (3.10)

The slot currents are now written as

\[ K_L = K_L \dot{\zeta} + K_L \dot{\xi} \]  (3.11)

\[ K_U = K_U \dot{\zeta} + K_U \dot{\xi} \]  (3.12)
where the 'L' subscript represents the slot opening to the cavity and the 'U' subscript represents the slot interfacing with the dielectric cover. Assuming similar expansions for these currents,

\[ K_{LC} = \Psi(\xi) \sum_j \Phi(\zeta_j)V_{LCj} \]  
(3.13)

\[ K_{UC} = \Psi(\xi) \sum_j \Phi(\zeta_j)V_{UCj} \]  
(3.14)

\[ K_{LC} = \Phi(\xi) \sum_j V_{LCj} \]  
(3.15)

\[ K_{UC} = \Phi(\xi) \sum_j V_{UCj} \]  
(3.16)

Equations (1.54–1.56) can be written in matrix form

\[
\begin{bmatrix}
Z_{11} & Z_{12} & Y_{13} & Y_{14} & 0 & 0 \\
Z_{21} & Z_{22} & Y_{23} & Y_{24} & 0 & 0 \\
Z_{31} & Z_{32} & Y_{33} & Y_{34} & Y_{35} & Y_{36} \\
Z_{41} & Z_{42} & Y_{43} & Y_{44} & Y_{45} & Y_{46} \\
0 & 0 & Y_{53} & Y_{54} & Y_{55} & Y_{56} \\
0 & 0 & Y_{63} & Y_{64} & Y_{65} & Y_{66}
\end{bmatrix}
\begin{bmatrix}
I_{Uj} \\
I_{Uj} \\
V_{LCj} \\
V_{LCj} \\
V_{UCj} \\
V_{UCj}
\end{bmatrix} = 
\begin{bmatrix}
\mathcal{E} \\
\mathcal{E} \\
\mathcal{H} \\
\mathcal{H} \\
\mathcal{H} \\
\mathcal{H}
\end{bmatrix}
\]  
(3.17)

where each term in bold face is a submatrix described by integrals such as

\[ Z_{11}^{ij} = \int \int_{S_j} G_{uu}^{(11)}(x,y,x',y')\Psi(\nu)\Phi(v_j)dS_j \]

\[ Z_{12}^{ij} = \int \int_{S_j} G_{uv}^{(12)}(x,y,x',y')\Psi(\nu)\Phi(v_j)dS_j \]

\[ Y_{13}^{ij} = \int \int_{S_j} G_{uc}^{(13)}(x,y,x',y')\Psi(\xi)\Phi(\zeta_j)dS_j \]

\[ Y_{14}^{ij} = \int \int_{S_j} G_{uc}^{(14)}(x,y,x',y')\Psi(\xi)\Phi(\zeta_j)dS_j \]

\[ \cdots \]

\[ \cdots \]
or in a more compact form as

\[
\int \int_{S_j} \begin{bmatrix}
G_{\nu\nu}^{(11)} & G_{\nu\nu}^{(12)} & G_{\nu\xi}^{(13)} & G_{\nu\xi}^{(14)} & 0 & 0 \\
G_{\nu\nu}^{(21)} & G_{\nu\nu}^{(22)} & G_{\nu\xi}^{(23)} & G_{\nu\xi}^{(24)} & 0 & 0 \\
G_{\xi\nu}^{(31)} & G_{\xi\nu}^{(32)} & G_{\xi\xi}^{(33)} & G_{\xi\xi}^{(34)} & G_{\xi\xi}^{(35)} & G_{\xi\xi}^{(36)} \\
G_{\xi\nu}^{(41)} & G_{\xi\nu}^{(42)} & G_{\xi\xi}^{(43)} & G_{\xi\xi}^{(44)} & G_{\xi\xi}^{(45)} & G_{\xi\xi}^{(46)} \\
0 & 0 & G_{\xi\xi}^{(53)} & G_{\xi\xi}^{(54)} & G_{\xi\xi}^{(55)} & G_{\xi\xi}^{(56)} \\
0 & 0 & G_{\xi\xi}^{(63)} & G_{\xi\xi}^{(64)} & G_{\xi\xi}^{(65)} & G_{\xi\xi}^{(66)}
\end{bmatrix}
\begin{bmatrix}
\Psi(\nu)\Phi(\nu)I_{\nu j} \\
\Psi(\nu)\Phi(\nu)I_{\nu j} \\
\Psi(\xi)\Phi(\xi)V_{\xi j} \\
\Psi(\xi)\Phi(\xi)V_{\xi j} \\
\Psi(\xi)\Phi(\xi)V_{\xi j} \\
\Psi(\xi)\Phi(\xi)V_{\xi j}
\end{bmatrix}
= \begin{bmatrix}
\mathcal{E} \\
\mathcal{E} \\
\mathcal{H} \\
\mathcal{H} \\
\mathcal{H} \\
\mathcal{H}
\end{bmatrix}
\]  

(3.18)

The functions on the right hand sides of Equation (3.17) and (3.18) are discussed in Chapter I and are further defined in section 3.2.

Note that \(S_j\) is the \(j^{th}\) 'source' segment of the corresponding strip or slot. We also have a triply mixed coordinate system which must be accommodated using the transformations given by Equations (3.7–3.10). For example, computation of \(G_{\nu\xi}^{(13)}\) involves both \(G_{\nu\xi}^{(13)}\) and \(G_{\xi\xi}^{(13)}\). In addition, the derived Green's functions are in the cavity-fixed coordinate system. Consequently, all terms must be transformed to a common coordinate system before the integrations can be performed. Treatment of these integrations and manipulation of the various \(G\) terms will be discussed in a later section.

The evaluation of the elements of the matrix at the positions where the boundary conditions are being imposed has not yet been discussed. Following the conventional method of moments formulation, we introduce a weighting function and impose an inner product to be evaluated at each subsection on the strips or slots. The inner product is defined as

\[
\langle \bar{a}, \bar{b} \rangle = \int \int \bar{a} \cdot \bar{b} \; dS
\]  

(3.19)

where \(\bar{a} = \bar{w}\), the weighting function, and \(\bar{b}\) will be the vectors represented by Equations (1.54–1.56). Note that the elements of Equation (1.54) are to be evaluated on the strip as indicated by (1.57) and (1.58). Similarly, Equation (1.55) is evaluated on the lower
slot as indicated by Equations (1.59–1.61) and Equation (1.56) on the upper slot as implied by (1.62) and (1.63).

Following Galerkin's method we can choose \( \tilde{\psi} \) to have the same form as the basis functions used in the expansions of the currents. Thus, for Equation (1.54)

\[
\tilde{\psi} = \Psi(\nu)\Phi(\nu)\hat{\nu} + \Psi(\nu)\Phi(\nu)\hat{\nu}
\]

Similarly, for Equations (1.55) and (1.56)

\[
\tilde{\psi}_s = \Psi(\xi)\Phi(\zeta)\hat{\zeta} + \Psi(\zeta)\Phi(\xi)\hat{\xi}
\]

The elements of the matrix in Equation (3.17) are then changed to

\[
Z_{11}^{ij} = \iint_{S_i} \Psi(\nu)\Phi(\nu)Z_{11}^{ij}dS_i
\]

\[
Z_{12}^{ij} = \iint_{S_i} \Psi(\nu)\Phi(\nu)Z_{12}^{ij}dS_i
\]

\[
Y_{13}^{ij} = \iint_{S_i} \Psi(\xi)\Phi(\zeta)Y_{13}^{ij}dS_i
\]

\[
\cdot
\]

\[
\cdot
\]

\[
\cdot
\]

where the \( i \) index represents the 'field' point integration locations.

For certain cases we will use point matching on the slots driven by considerations in the evaluation of the Sommerfeld integrals of the half-space Green's function. In this case the weight function for the transverse dependence of the longitudinal component of magnetic current on the slot becomes a delta function resulting in the evaluation of the field at a point at the center of the slot.

3.2 Excitation Models

The final element to be discussed is the excitation vector represented by the right hand side of Equation (3.17). As mentioned previously (Section 1.3), the \( \xi \) terms represent
non-zero values in the excitation vector corresponding to gap generator locations on the strips. Likewise, the \( \hat{H} \) terms will be non-zero for the incident \( \hat{H} \) field excitation used with the Reaction Method. In this case, the incident field must be weighted the same way as the left hand side so that the right hand side terms become

\[
\mathcal{H}_i = \iint_{S_i} \bar{w} \cdot \hat{H}^{nc} \, dS_i
\]  

(3.22)

For the gap generators, the corresponding field for the gap subsection can be designated \( \bar{E}_g \). Application of Galerkin's method then, results in the integral

\[
\mathcal{E}_i = \iint_{S_g} \bar{w} \cdot \bar{E}_g \, dS_g
\]  

(3.23)

on the right hand side of Equation (3.17). \( \bar{E}_g \) is an unknown caused by a source at that location on the microstrip. If we assume \( \bar{E}_g = E_{gy} \bar{v} \), then we can set \( \mathcal{E} \equiv 0 \) in the second row of Equation (1.54). In most cases, we can arbitrarily set the integral of (3.23) so that \( \mathcal{E} \) of the first row of (3.17) becomes a zero column vector except for one element corresponding to the position of the gap generator of the form

\[
\mathcal{E} = \begin{bmatrix} 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & 0 \end{bmatrix}^T
\]  

(3.24)

where \( T \) denotes the transposition operator. Setting the magnitude of \( \bar{E}_g \) is arbitrary because the Standing Wave Method used with the gap generators uses relative interpretations of the resulting current, not absolute quantities.

For certain problems, however, we need the use of the gap generator model to determine absolute values of current on the lines. If we set the field in the gap such that the voltage over the gap given by

\[
V_o = -\int_{gap} \bar{E}_g \, dl
\]  

(3.25)
is equal to 1 Volt, the input impedance at the feed point is given by $Z_{in} = 1/I_g$ to first order. A similar model can be used for slots with a coaxial feed, as in [21, p.360] for example, by replacing the coaxial feed with a current source on the slot.

Before moving on, it is worthwhile to examine this process a little more closely in the context of some of the terminology and physical interpretations of gap generator models found in the literature. Restricting this discussion to one dimension, at the source our system of equations represents the enforcement of the boundary condition

$$\int_{\text{source}} w f(x) \, dx = K$$

(3.26)

where $w$ is the weight function, $f(x)$ is the field quantity and $K$ is the constant specified on the right hand side of the matrix equation row corresponding to the location of the source. It is clear that the only non-zero contribution to the integral can occur on the domain of $w$ for which $w$ is non-zero so that any physical interpretation is confined to that region. It should also be noted that there may be an infinite number of solutions $f(x)$ satisfying this equation and that this equation does not force further constraints on what $f(x)$ might be, i.e., the right hand side does not specify how $f(x)$ behaves on a scale smaller than the domain over which $w$ is non-zero. We then also have no basis for a physical interpretation which imagines the terminals of the source within this domain, but rather we should interpret the terminals to be at the domain’s endpoints. Obviously, $K$ will depend on the nature of $w$. The physical interpretation of the nature of the source then also depends on $w$. For simple cases such as a pulse weight function, the delta-gap physical interpretation is appropriate since Equation (3.26) reduces to a form similar to Equation (3.25). The point match case, or delta-function source can be interpreted in the same manner by taking the limiting case of the pulse weight function, shrinking its width to an infinitesimal gap while keeping the area constant. For more complex weight functions, the physical interpretation is unclear except that we can consider the source to
be 'distributed' over the domain of the weight function.

The system of equations represented by Equation (3.17) is now fully specified. The unknown currents \( \mathbf{J}_s \), \( \mathbf{K}_L \) and \( \mathbf{K}_U \) can now be found by solving for the matrix elements and inverting the matrix.

### 3.3 Expansion of the Dyadic Green's Functions for the Cavity

To evaluate the elements of the matrix, we need to expand the dyadic Green's functions into the components corresponding to the electric and magnetic currents which are in \( x-y \) planes. All of the required terms can be separated into trigonometric functions of \( x, x', y \) and \( y' \) multiplied by a complex coefficient which contains the \( z \) and \( z' \) dependence. The Green's functions can then be written in a condensed form as follows. Also, a constant complex coefficient \( C_{mn} \) can be factored out which appears in all Green's functions for the cavity and is defined by

\[
C_{mn} = \frac{2j(2 - \delta_0)}{abk_z(k_m^2 + k_n^2)}
\]  

(3.27)

**Cavity EFIE - Electric Currents \( \mathbf{J} \)**

The electric field integral equation contribution of the electric currents involves the \( x-y \) components of \( \mathbf{G}_{ej} \) which can be written in the form

\[
G_{e_jxx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} \mathbf{G}_{ejxx} \cos k_m x \sin k_n y \cos k_m x' \sin k_n y'
\]

\[
G_{e_jyx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} \mathbf{G}_{e_jyx} \sin k_m x \cos k_n y \cos k_m x' \sin k_n y'
\]

\[
G_{e_jxy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} \mathbf{G}_{e_jxy} \cos k_m x \sin k_n y \sin k_m x' \cos k_n y'
\]

\[
G_{e_jyy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} \mathbf{G}_{e_jyy} \sin k_m x \cos k_n y \sin k_m x' \cos k_n y'
\]  

(3.28)
where \( k_x = k_m = m\pi/a, \ k_y = k_n = n\pi/b, \) and

\[
G_{exxx} = \left[ k_n^2 Z_{ee}(\tilde{\eta}_e) + \left( \frac{k_m k_x}{k_i} \right)^2 Z_{ee}(\tilde{\eta}_m) \right]
\]

\[
G_{eyyy} = \left[ k_m^2 Z_{ee}(\tilde{\eta}_e) + \left( \frac{k_n k_x}{k_i} \right)^2 Z_{ee}(\tilde{\eta}_m) \right]
\]

\[
G_{ejyx} = G_{eyxy} = -k_m k_n \left[ Z_{ee}(\tilde{\eta}_e) - \left( \frac{k_x}{k_i} \right)^2 Z_{ee}(\tilde{\eta}_m) \right]
\]

(3.31)

The \( z \) dependence of the Green's function is contained in the \( Z_{ee} \) function defined as

\[
Z_{ee}(\tilde{\eta}) = \begin{bmatrix}
[\tilde{\eta}_U \cos k_x (z - c) - j \sin k_x (z - c)] [\tilde{\eta}_L \cos k_x (z' - d) - j \sin k_x (z' - d)] \\
[\tilde{\eta}_L \cos k_x (z - d) - j \sin k_x (z - d)] [\tilde{\eta}_U \cos k_x (z' - c) - j \sin k_x (z' - c)]
\end{bmatrix}
\frac{(\tilde{\eta}_U - \tilde{\eta}_L) \cos k_x (c - d) - j(\tilde{\eta}_U \tilde{\eta}_L - 1) \sin k_x (c - d)}
\]

for \( z < z' \)

(3.32)

Here again we use the 'ee' subscript notation to imply the trigonometric dependence of the function.

**Cavity EFIE – Magnetic Currents \( \bar{K} \)**

The contribution of the magnetic currents involves the components of \( \bar{G}_{ek} \) which can be written as

\[
G_{ekxx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{ekxx} \cos k_m x \sin k_n y \sin k_m x' \cos k_n y'
\]

\[
G_{ekyx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{ekyx} \sin k_m x \cos k_n y \sin k_m x' \cos k_n y'
\]

\[
G_{ekxy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{ekxy} \cos k_m x \sin k_n y \cos k_m x' \sin k_n y'
\]

\[
G_{ekyy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{ekyy} \sin k_m x \cos k_n y \cos k_m x' \sin k_n y'
\]

(3.33)

with

\[
G_{ekyx} = -k_z \left[ k_m^2 Z_{eo}(\tilde{\eta}_e) + k_n^2 Z_{eo}(\tilde{\eta}_m) \right]
\]

(3.34)

\[
G_{ekxy} = k_z \left[ k_n^2 Z_{eo}(\tilde{\eta}_e) + k_m^2 Z_{eo}(\tilde{\eta}_m) \right]
\]

(3.35)

\[
G_{ekxx} = -G_{ekyy} = k_m k_n k_z \left[ Z_{eo}(\tilde{\eta}_e) + Z_{eo}(\tilde{\eta}_m) \right]
\]

(3.36)
The $Z_{eo}$ function is defined as

$$Z_{eo} = \left\{ \frac{[\hat{\eta}_U \cos k_z(z - c) - j \sin k_z(z - c)] [\hat{\eta}_L \sin k_z(z' - d) + j \cos k_z(z' - d)]}{[\hat{\eta}_L \cos k_z(z - d) - j \sin k_z(z - d)] [\hat{\eta}_U \sin k_z(z' - c) + j \cos k_z(z' - c)]} \right\}$$

$$\frac{(\hat{\eta}_U - \hat{\eta}_L) \cos k_z(c - d) - j(\hat{\eta}_U \hat{\eta}_L - 1) \sin k_z(c - d)}{\cos k_z(c - d) - j(\hat{\eta}_U \hat{\eta}_L - 1) \sin k_z(c - d)}$$

for $z > z'$ (3.37)

Cavity MFIE - Electric Currents $\mathbf{J}$

The magnetic field integral equation contribution of the electric currents involves the components of $\tilde{G}_{mJ}$ which can be written in the form

$$G_{mJxx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{eKxx} \sin k_m x \cos k_n y \cos k_m x' \sin k_n y'$$

$$G_{mJyx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{eKyx} \cos k_m x \sin k_n y \cos k_m x' \sin k_n y'$$

$$G_{mJxy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{eKxy} \sin k_m x \cos k_n y \sin k_m x' \cos k_n y'$$

$$G_{mJyy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{eKyy} \cos k_m x \sin k_n y \sin k_m x' \cos k_n y'$$ (3.38)

Notice that the coefficients are the same as for the $\tilde{G}_{eK}$ case. It is not difficult to show that upon application of Galerkin's method,

$$\langle \mathbf{K}, \tilde{G}_{mJ}, \mathbf{J} \rangle = \langle \mathbf{J}, \tilde{G}_{eK}, \mathbf{K} \rangle$$ (3.39)

where the double inner product notation is defined by

$$\langle \mathbf{a}, \mathbf{\bar{a}}, \mathbf{b} \rangle = \iint \mathbf{a} \cdot \iint \mathbf{\bar{a}} \cdot \mathbf{b} \ dS' \ dS$$ (3.40)

This implies, because of the signs of Equations (1.58-1.59), that the submatrix associated with the electric current contribution to the MFIE is the negative of the submatrix for the magnetic current contribution to the EFIE (diagonally opposite for the order given). This observation reduces the computational effort required since only one of these submatrices
needs to be calculated to fill their respective positions in the matrix. However, for the radiating slot problem when we use the Maxwellian transverse distribution, evaluation of the Sommerfeld integral has been accomplished through point matching which does not produce this symmetry. Hence, in that particular case, we cannot take advantage of this property.

It can also be shown that the electric current EFIE terms form a submatrix which is diagonally symmetric as are the terms in the diagonal submatrix representing the MFIE contribution of the magnetic currents. Therefore, these also can be formed by calculating only about half of the terms; however, as will be seen later, taking advantage of other mathematical relations for these terms produces far more significant improvements in the fill time for these submatrices.

Cavity MFIE – Magnetic Currents $\mathbf{K}$

The cavity magnetic current MFIE terms are associated with a Green's function which can be expressed as

\begin{align*}
G_{mKxx} &= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mKxx} \sin k_m x \cos k_n y \sin k_m x' \cos k_n y' \\
G_{mKyx} &= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mKyx} \cos k_m x \sin k_n y \sin k_m x' \cos k_n y' \\
G_{mKxy} &= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mKxy} \sin k_m x \cos k_n y \cos k_m x' \sin k_n y' \\
G_{mKyy} &= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mKyy} \cos k_m x \sin k_n y \cos k_m x' \sin k_n y' \quad (3.41)
\end{align*}

where

\begin{align*}
G_{mKxx} &= [k_n^2 Z_{oo}(\bar{\eta}_e) + \left(\frac{k_m k_z}{k_i}\right)^2 Z_{oo}(\bar{\eta}_m)] \\
G_{mKyy} &= [k_m^2 Z_{oo}(\bar{\eta}_e) + \left(\frac{k_n k_z}{k_i}\right)^2 Z_{oo}(\bar{\eta}_m)] \\
G_{mKyx} &= G_{mKxy} = -k_m k_n \left[Z_{oo}(\bar{\eta}_e) - \left(\frac{k_z}{k_i}\right)^2 Z_{oo}(\bar{\eta}_m)\right] \quad (3.42)
\end{align*}
The $Z_{oo}$ function is defined as

$$Z_{oo} = \begin{Bmatrix} \frac{[\eta_U \sin k_z(z - c) + j \cos k_z(z - c)] [\eta_L \sin k_z(z' - d) + j \cos k_z(z' - d)]}{[\eta_L \sin k_z(z - d) + j \cos k_z(z - d)] [\eta_U \sin k_z(z' - c) + j \cos k_z(z' - c)]} \\ \frac{(\eta_U - \eta_L) \cos k_z(c - d) - j(\eta_U \eta_L - 1) \sin k_z(c - d)}{\eta_U - \eta_L} \end{Bmatrix}$$

for $z > z'$ \hspace{1cm} (3.45)

Slot MFIE - Magnetic Currents $\mathbf{K}$

For the slot, the transverse components of $\mathbf{G}_{mk}$ for a homogeneously filled cavity are needed which can be written in the forms:

$$G_{mkxx} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mkxx} \sin k_m x \cos k_n y \sin k_m x' \cos k_n y'$$

$$G_{mkxy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mkxy} \cos k_m x \sin k_n y \sin k_m x' \cos k_n y'$$

$$G_{mkxy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mkxy} \sin k_m x \cos k_n y \cos k_m x' \sin k_n y'$$

$$G_{mkyy} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} G_{mkyy} \cos k_m x \sin k_n y \cos k_m x' \sin k_n y'$$ \hspace{1cm} (3.46)

where

$$G_{mkxx} = \frac{\cos k_z(z' - d)}{\sin k_z(c - d)} \left[ k_n^2 + \frac{k_m^2 k_z^2}{k_s^2} \right]$$

$$G_{mkyy} = \frac{\cos k_z(z' - d)}{\sin k_z(c - d)} \left[ k_m^2 + \frac{k_m^2 k_z^2}{k_s^2} \right]$$

$$G_{mkxy} = G_{mkxy} = -k_m k_n \frac{\cos k_z(z' - d)}{\sin k_z(c - d)} \left[ 1 - \frac{k_z^2}{k_s^2} \right]$$ \hspace{1cm} (3.47)

These expressions are valid for currents on one end of the slot coupling to field points on the opposite end when $z' = c$. For currents coupling to the same end, $z'$ is set equal to $d$.

Half-Space MFIE - Magnetic Currents $\mathbf{K}$

Although the Green's function for the half-space was derived in Chapter II, the numerical treatment is quite involved and will not be detailed here. It consists of a real axis
Gaussian Quadrature scheme with singularity extraction of the branch point and surface wave poles and asymptotic evaluation of large arguments. The methodology has been outlined by Katehi and Alexopoulos in [36]. The numerical implementations used to evaluate the half-space admittance elements of the matrix were provided by Katehi for the Maxwellian transverse distributions and by Harokopus [31] for the rooftop functions.

3.4 Identification and Reduction of the Integrands

The elements of each of the submatrices of Equation (3.17) involve double surface integrals as shown earlier. The inner surface integrations are over 'source' regions defined by the current expansion basis functions. The outer surface integrals result from the application of the weighting functions and cover the 'observation' or 'field' regions of the problem where the boundary conditions represented by the integral equations (section 1.4) are being enforced.

Using the condensed notation we can now write expressions for the impedance elements in a general form which will identify the integrations to be performed for each term. To illustrate, only the EFIE expansions for the current on the strip will be presented. The MFIE for the strip and slot currents are handled in an exactly the same manner.

The EFIE:electric current terms can be written as follows:

\[
Z_{11}^{ij} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \int_{S_i} \int_{S_j} \psi(\nu) \Phi(v) \int_{S_j} C_{\nu \nu}^{(1)} \psi(\nu) \Phi(v_j) \, dS_j \, dS_i \\
Z_{21}^{ij} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \int_{S_i} \int_{S_j} \psi(\nu) \Phi(v_i) \int_{S_j} C_{\nu \nu}^{(2)} \psi(\nu) \Phi(v_j) \, dS_j \, dS_i \\
Z_{12}^{ij} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \int_{S_i} \int_{S_j} \psi(\nu) \Phi(v_i) \int_{S_j} C_{\nu \nu}^{(1)} \psi(\nu) \Phi(v_j) \, dS_j \, dS_i \\
Z_{22}^{ij} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \int_{S_i} \int_{S_j} \psi(\nu) \Phi(v_i) \int_{S_j} C_{\nu \nu}^{(2)} \psi(\nu) \Phi(v_j) \, dS_j \, dS_i 
\]  

(3.48)

As before, the superscripts \(i\) and \(j\) represent the \(i^{th}\) "field" subsection and the \(j^{th}\) 'source'
subsection. The Green's function terms can be transformed using the relations

\[ \dot{x} = \dot{v} \cos \phi - \dot{v} \sin \phi \]  \hspace{1cm} (3.49)
\[ \dot{y} = \dot{v} \sin \phi + \dot{v} \cos \phi \]  \hspace{1cm} (3.50)

The transverse Green's function,

\[ \tilde{G}_{el} = G_{eJxx} \dot{x} \dot{x} + G_{eJyx} \dot{x} \dot{y} + G_{eJxy} \dot{x} \dot{y} + G_{eJyy} \dot{y} \dot{y} \]  \hspace{1cm} (3.51)

can then be written for the strip-fixed coordinate system as

\[ \tilde{G}_{el} = G_{eJuv} \ddot{u} \ddot{u} + G_{eJvU} \ddot{v} \ddot{U} + G_{eJuU} \ddot{U} \ddot{v} + G_{eJuU} \ddot{v} \ddot{U} \]  \hspace{1cm} (3.52)

where

\[ G_{eJuv} = G_{eJxx} \cos^2 \phi + (G_{eJyx} + G_{eJxy}) \sin \phi \cos \phi + G_{eJyy} \sin^2 \phi \]
\[ G_{eJvU} = -(G_{eJxx} - G_{eJyy}) \sin \phi \cos \phi + G_{eJyx} \cos^2 \phi - G_{eJxy} \sin^2 \phi \]
\[ G_{eJuU} = -(G_{eJxx} - G_{eJyy}) \sin \phi \cos \phi - G_{eJyx} \sin^2 \phi + G_{eJxy} \cos^2 \phi \]
\[ G_{eJuU} = G_{eJxx} \sin^2 \phi - (G_{eJyx} + G_{eJxy}) \sin \phi \cos \phi + G_{eJyy} \cos^2 \phi \]  \hspace{1cm} (3.53)

When the coordinate systems are mixed, such as the case of the magnetic slot current contribution to the EFIE, the Green's function terms are also mixed. The relations for the slot-fixed coordinate system unit vectors are

\[ \dot{\dot{x}} = \dot{\zeta} \cos \theta - \dot{\xi} \sin \theta \]  \hspace{1cm} (3.54)
\[ \dot{\dot{y}} = \dot{\zeta} \sin \theta + \dot{\xi} \cos \theta \]  \hspace{1cm} (3.55)

Substituting these into the posterior positions of Equation (3.51) and (3.49,3.50) into the anterior positions, the Green's function terms for this case become

\[ G_{eKu\zeta} = G_{eJxx} \cos \phi \cos \theta + G_{eJyx} \sin \phi \cos \theta + G_{eJxy} \cos \phi \sin \theta + G_{eJyy} \sin \phi \sin \theta \]
\[ G_{eK\nu\xi} = - G_{ejxx} \cos \phi \sin \theta - G_{eJyx} \sin \phi \sin \theta + G_{ejxy} \cos \phi \cos \theta + G_{eJyy} \sin \phi \cos \theta \]
\[ G_{eK\nu\xi} = - G_{ejxx} \sin \phi \cos \theta + G_{eJyx} \cos \phi \cos \theta - G_{ejxy} \sin \phi \sin \theta + G_{eJyy} \cos \phi \sin \theta \]
\[ G_{eK\nu\xi} = G_{ejxx} \sin \phi \sin \theta - G_{eJyx} \cos \phi \sin \theta - G_{ejxy} \sin \phi \cos \theta + G_{eJyy} \cos \phi \cos \theta \]

(3.56)

Returning to the EFIE:electric current case, we can now write the terms of the associated submatrix terms as (omitting the \( C_{mn} \) constant)

\[ Z_{ij}^{e} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} G_{ejxx} \cos^{2} \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) + G_{ejyx} \sin \phi \cos \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) + G_{eJyx} \sin^{2} \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) \]

\[ Z_{21}^{e} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} G_{ejxx} \sin \phi \cos \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) + G_{ejyx} \cos \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) - G_{eJyx} \sin^{2} \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) + G_{eJyy} \sin \phi \cos \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) \]

\[ Z_{12}^{e} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} G_{ejxx} \sin \phi \cos \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) - G_{ejyx} \sin^{2} \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) - G_{eJyx} \sin \phi \cos \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) + G_{eJyy} \cos^{2} \phi l_{eo}(\nu_{i}, v_{i})l_{eo}(\nu_{j}, v_{j}) \]

(3.57)

Now it can be seen that the only terms involved in the integration are of the form

\[ I_{2\xi}(\alpha_{q}, \beta_{q}) = \int_{S_{q}} \int_{S_{q}} \left[ \cos k_{m}x \sin k_{n}y \right] \Phi(\alpha_{q})\Psi(\beta_{q}) dS_{q} \]

(3.58)

where \((\alpha_{q}, \beta_{q}) \) could be either \((\nu_{q}, \nu_{q})\) or \((\xi_{q}, \xi_{q})\) with \( dS_{q} = dvdu \) for the strip or \((\alpha_{q}, \beta_{q}) \)

would be replaced by \((\zeta_{q}, \xi_{q}) \) or \((\xi_{q}, \zeta_{q}) \) with \( dS_{q} = d\zeta d\xi \) for the slots.
3.5 Integration

We will ultimately assume, as is commonly done, that the strip and slot are sufficiently narrow so that the longitudinal components of current are much greater in magnitude than the transverse components. The latter can then be neglected which, as will shortly become apparent, greatly simplifies the book-keeping required to keep track of various Green's function and current components, coordinate transformations, cross-coupled terms, etc. The assumption is further justified in that, at this point, there is no known advantage or requirement for the microstrip or slot structure to be more complex. For the moment, however, the complete expansion will be retained so that the numerical model can later be extended based on these expansions, by evaluating the additional terms of the matrix.

Now the $I_{\text{se}}(\alpha_q, \beta_q)$ function is still a mixed coordinate system function, therefore, to perform the integration the function must be transformed to a common system. The simplest approach is to transform the cavity-fixed coordinate system functions into the strip-fixed system by solving Equations (3.7–3.8) for $x$ and $y$ and substitute into Equation (3.58) giving

$$x = v \cos \phi - \nu \sin \phi + x_o \quad (3.59)$$

$$y = v \sin \phi + \nu \cos \phi + y_o \quad (3.60)$$

Equation (3.58) then becomes

$$I_{\text{se}}(\alpha_q, \beta_q) = \iint_{S_q} \left\{ \cos[k_m(v \cos \phi - \nu \sin \phi + x_o)] \sin[k_n(v \sin \phi + \nu \sin \phi + y_o)] \right\}$$

$$\sin[k_m(v \cos \phi - \nu \sin \phi + x_o)] \cos[k_n(v \sin \phi + \nu \sin \phi + y_o)]$$

$$\cdot \Phi(\alpha_q) \Psi_p(\beta_q) \, dv \, d\nu \quad (3.61)$$

By introducing the notation,

$$k_{e}^{\pm} = k_m \cos \phi \pm k_n \sin \phi \quad (3.62)$$

$$k_{o}^{\pm} = k_m \sin \phi \pm k_n \cos \phi \quad (3.63)$$
\[ \nu_0 = k_m x_o \]  
(3.64)

\[ \nu_o = k_n y_o \]  
(3.65)

we can reduce these integrals to the form

\[
I_{\text{SS}}(\alpha_q, \beta_o) = \frac{1}{2} \int \int_{S_q} \quad [\sin(k^+_e v + \nu_o) \cos(k^-_o \nu - \nu_o) - \cos(k^+_e v + \nu_o) \sin(k^-_o \nu - \nu_o) \\
\mp \sin(k^-_e v + \nu_o) \cos(k^+_o \nu + \nu_o) \pm \cos(k^-_e v + \nu_o) \sin(k^+_o \nu + \nu_o)] \\
\cdot \Phi(\alpha_q) \Psi(\beta_o) \, dv \, d\nu
\]
(3.66)

It is now clear that there are only two integral forms which must be evaluated:

\[
\int \int \sin(k_o \alpha + \alpha_o) \cos(k \beta + \beta_o) \Phi(\alpha) \Psi(\beta) \, d\alpha \, d\beta
\]
\[
\int \int \cos(k_o \alpha + \alpha_o) \sin(k \beta + \beta_o) \Phi(\alpha) \Psi(\beta) \, d\alpha \, d\beta
\]  
(3.67)

The integrals involving \( \Phi(\alpha) \) are expanded and evaluated in straightforward fashion to give

\[
\int \sin^2(k \beta \pm \beta_o) \Phi(\alpha) \, d\alpha = \frac{k_o l_o}{k_o l_o} \left[ \sin^2 k o \alpha_o \right] \cdot \frac{d\beta}{\sqrt{1 - \left( \frac{k \beta}{l_o} \right)^2}}
\]  
(3.68)

where \( \text{sinc}(x) = \sin(x)/x \).

For the case where \( \Psi(\beta) \) is the Maxwellian distribution,

\[
I_{\text{m}}^\pm = \int \left[ \sin \left( k \beta \pm \beta_o \right) \right] \Psi(\beta) d\beta = \frac{1}{\pi l_o} \int_{-\pi/2}^{\pi/2} \int \sin \left( k \beta \pm \beta_o \right) \, d\beta \, d\gamma
\]  
(3.69)

Using the substitution \( \frac{\beta}{l_o} = \sin \gamma \), we have

\[
I_{\text{m}}^\pm = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \sin (kl_o \sin \gamma \pm \beta_o) \, d\gamma
\]
\[
= \frac{\cos(\beta_o)}{\pi} \int_{-\pi/2}^{\pi/2} \sin (kl_o \sin \gamma) \, d\gamma \pm \frac{\sin(\pm \beta_o)}{\pi} \int_{-\pi/2}^{\pi/2} \cos (kl_o \sin \gamma) \, d\gamma
\]  
(3.70)

This form can be reduced to

\[
I_{\text{m}}^\pm = \frac{2}{\pi} \int_0^{\pi/2} \sin (kl_o \sin \gamma) \, d\gamma = \left[ \sin \left( \pm \beta_o \right) \right] J_o (kl_o)
\]  
(3.71)
For the rooftop functions, the transverse weighting is \(1/2l_0\) so that

\[
I_{r}^{\pm} = \int \left[ \frac{\sin (k\beta \pm \beta_{0})}{\cos (k\beta \pm \beta_{0})} \right] \Psi(\beta) d\beta = \frac{1}{2l_0} \int_{-l_0}^{l_0} \left[ \frac{\sin (k\beta \pm \beta_{0})}{\cos (\pm \beta_{0})} \right] \text{sinc}(k_0 l_0) \]

With these results, the integration of Equation (3.66) is fully specified and we can proceed to evaluate the terms of the matrix.

3.6 Numerical Evaluation Considerations

Before proceeding to the applications, some comments on the numerical implementation should be made. At this point we are in a position to go ahead and program the previous expressions to evaluate the matrix elements as they stand, however, just a brute force approach, without some consideration of the algorithms to be used, would undoubtedly result in a very inefficient program which takes much longer to run than need be. In this section, some 'common sense' features will be pointed out in addition to some mathematical identities which can be used to significantly improve the convergence rate of the summations involved.

3.6.1 Precomputation

By writing out the complete expression to be evaluated for the self-impedance on the strips, the main points can be illustrated which also apply to other elements of the matrix. Let us assume that the strip is oriented along the \(z\) axis in the cavity with a width of \(W\) and is centered at the point \((x_0, y_0)\). A typical element of the \([Z_{11}]\) can then be written as

\[
Z_{ij}^{(11)} = \sum_m \sum_n \int \int_{S_i} \Phi(x) \Psi(y) \int \int_{S_j} C_{xz}^{(11)} \Phi(x') \Psi(y') \ dx \ dy \ dz' \ dy'
\]

\[
= \sum_m \sum_n C_{mn} G_{eXX} l_{eo}(x_i, y_i) l_{eo}(x'_j, y'_j) \]

(3.73)
Assuming the Maxwellian transverse dependence, the $I_{\infty}$ terms are evaluated as in the previous section and $Z_{ij}$ becomes

$$
Z_{ij}^{(11)} = -j\omega\mu \sum_m \sum_n \frac{C_{mn}k_m^2l_z^2}{\sin^2 k_nl_z} G_{eJxx} \cos(k_m(x_i + x_o)) \cos(k_m(x_j + x_o))
\sin^2 k_ny_o J_o^2(k_n l_y) \sin^2[(k_m + k_b)l_x] \sin^2[(k_m - k_b)l_x] \quad (3.74)
$$

The most basic rule to optimize the speed of the computations is to perform any operation or function evaluation as few times as possible. Immediately we recognize then, that the constants should be factored out and the outer loop factors should be removed from the inner loop:

$$
Z_{ij}^{(11)} = \frac{4f_{\mu}k_m^2l_z^2}{ab \sin^2 k_nl_z} \sum_m \frac{2 - \delta_m}{2} \cos(k_m(x_i + x_o)) \cos(k_m(x_j + x_o))
\sin^2[(k_m + k_b)l_x] \sin^2[(k_m - k_b)l_x]
\left\{ \sum_n G_{eJxx} \sin^2 k_ny_o J_o^2(k_n l_y) \right\} \quad (3.75)
$$

Now in this expression, although evaluation of the sine and Bessel function $J_o$ in each cycle of the loops is implied, in practice these are computed and multiplied external to both loops and stored as a vector dimensioned to include the maximum value of ‘n’ to be evaluated. Thus, these functions are evaluated only once per value of ‘n’. Similarly, the $(2 - \delta_m)/2$ factor $( = 1$ for $m \neq 0$ ) appears only in the ‘m’ loop, since for $n = 0$ there is no contribution (note also that the conditional statement which tests for $m = 0$ can be eliminated by calculating the $m = 0$ terms separately).

3.6.2 Transformations

Finally it is noted that the ‘m’ loop implies $m \times N$ evaluations of the cosine terms and with the inner $n$ loop implies $m \times n \times N^2$ products of these terms and the remaining terms where $N$ is the number of basis functions on the line. This can be dramatically reduced
by making use of the relation
\[ \cos A \cos B = \frac{1}{2} \{ \cos(A + B) + \cos(A - B) \} \] (3.76)
so that our expression becomes
\[
Z_{ij}^{(11)} = \frac{2f\mu k^2 l_z}{ab \sin^2 k_{l_z}} \sum_m \left( \frac{2 - \delta_m}{2} \right) \left( \cos[k_m(z_i + z_j + 2x_0)] + \cos[k_m(x_i - x_j)] \right) \\
\cdot \sin^2[(k_m + k_b)l_z] \sin^2[(k_m - k_b)l_z] \left\{ \sum_n G_{eJxx} \sin^2 k_n y_0 J^2_0(k_n l_y) \right\} \] (3.77)
We now need at most \( m \times (3N - 1) \) cosine evaluations, on the order of \( m \times n \times N \) products and \( N^2 \) simple additions which greatly improves the computation time, especially as \( N \) increases. The sum resulting from the application of Equation (3.76) is performed after the \( m \) and \( n \) summations are complete. This is the key to the speedup since a factor of \( N \) is removed from the number of product evaluations. A factor of \( N^2 \) additions are added, however, this is inconsequential since the additions are simple (two complex numbers) whereas the previously required product evaluations also involve the calculation of other non-trivial coefficients. If the matrix elements are to be stored in data files, storage of the cosine sum and difference terms also greatly reduces the file size - now on the order of \( (3N - 1) \) rather than \( N^2 \).

This technique also applies to the slot self-impedance terms. For the coupling terms (slot-to-strip, etc.), the same principles are used except the sum and difference scheme no longer applies due to mixing of \( k_m \) and \( k_n \) wavenumbers. However, in these cases, due to the separation of the structures in the \( z \) direction, sine or cosine factors in the denominators become hyperbolic for large values of \( m \) and \( n \) and improve the convergence rate so that the upper limits of the summations can be reduced.

Other factors can be considered, however, the above points are thought to contribute the most significant improvements in program efficiency with minimal effort. Of course, there are other issues which have not been addressed since they often depend on the avail-
able facilities; memory limits for example. There are also schemes available to improve convergence through auxiliary series transformations, however, these are often only possible at the sacrifice of generality. For example, for uniformly filled cavities, e.g., stripline problems, techniques such as those found in [13, Appendix A.6] can be applied but then multi-layered cases would require separate treatment. Admittedly, the full extent of these possibilities have not been adequately explored and may offer further improvements in program efficiency. Rather, the emphasis has been focused on phenomenological exploration of the applications in the discussion to follow.

3.6.3 Convergence, Algorithms and Run-Time

As with other eigenfunction expansion methods, consideration of the convergence of the modal summations is an important process in establishing reliable results. For these types of solutions it would be desirable to analytically examine the expressions involved and derive formulas for acceptable upper limits of the summations. Ideally these formulas would be provided for each type of Green’s function and would be functions of all the relevant geometric and electrical parameters and the desired accuracy. To develop such a system, however, is a major undertaking in itself and would really only be worthwhile after a more thorough investigation of possible series transformations alluded to above. In addition, convergence behavior generally varies depending on which output variable is sought, further complicating the situation.

Nevertheless, it was necessary to investigate some aspects of this question in order to produce reasonably efficient programs, the intention here being to pass along some of the information gained to those who may extend the scope of this work. Also it should be recognized that although it has become common practice to discuss convergence by showing the behavior of particular parameters for the structure at hand as a function of the number
Figure 3.4: Convergence behavior for several parameters of a centered shielded microstrip transmission line. Dimensions $a = b = .25$, $w = h = .025$, $\varepsilon_r = 9.7$. Terminal values at 1000 modes were $Z_0 = 49.63\Omega$, $\varepsilon_{r,eff.} = 6.90$, $H_X = 12.45A/\lambda_0$.

Of modes used in their calculation, this information is really of limited value since when the technique is applied to a different structure, there is usually no guarantee of similar results. The plots given here are therefore provided only to illustrate some intuitive points and to give the reader an 'order of magnitude' feeling for the required range of upper limits. Unless some analytical guidelines are developed and become available for these problems, similar numerical experiments must be performed for each new application.

To illustrate, let us first look at the convergence rates for several transmission line characteristics. The theory behind the calculations is presented in Chapter IV. Figure 3.4 shows the convergence behavior for three key transmission line parameters of a shielded microstrip line. As can be seen, the rate of convergence depends on which characteristic is to be computed. We re-emphasize that these features may vary as a function of the
geometric and electrical specifications. It should also be mentioned that this application does not present any practical difficulties since not only does the convergence appear to be quite rapid but these parameters are computed by a two-dimensional formulation involving only a single summation. The efficiency of evaluating the summation for this problem is not a significant issue given today's desktop computer capabilities. For example, the data in the figure were efficiently computed on an Apollo DN2500 workstation

This brings us to the consideration of the two dimensional summations required in the analysis of three dimensional problems of the type discussed in Chapters V–VII. The required number of terms in the double summations depends on their behavior in the \( mn \)-plane, where \( m \) and \( n \) are the two parameters of summation. The real problem is in predicting or anticipating this behavior \textit{a-priori} so that the corresponding limits can be set. Some progress in this direction can be achieved by recognizing that these summations are similar in many respects to the Fourier series. By drawing on our understanding of this topic, we can gain some intuitive understanding of how the modal summations behave. For example, it can easily be shown by numerical experiments that the closer two elements are in spatial coordinates, the greater will be the extent of the mode spectrum as in Fourier analysis. In addition, there may be no sign changes for the self coupling terms so that we can immediately conclude that these terms will display the slowest convergence. Thus, we could potentially monitor only the self coupling and nearby terms to determine whether the summations have converged or not. There is also a potential savings in time, if we can monitor the convergence of the series as a function of one direction (referred to as an 'eigendirection'), the direction of \( m \) say, while the other (\( n \)) is constant. Thereby we can potentially eliminate significant fractions of individual rows or even entire rows, depending.

\footnote{The Apollo DN2500 is quite slow relative to most other engineering workstations, perhaps comparable in speed to standard Intel 80386 based personal computers. The above data was computed at a rate of approximately one minute cpu time per 1000 modes. The relation is approximately linear since there is only a single summation.}
on the behavior of the functions involved.

While these ideas have an attractive generality to them in that we might be able to develop an algorithm for monitoring the convergence of the sum, making the convergence question invisible to the user, there are serious difficulties when we try to put it into practice. Most significant of the pitfalls involved include the fact that the final result is not known \textit{a-priori} so it is quite difficult to establish a criteria for convergence. To illustrate, consider what happens if a 'percent change' criterion is used. Suppose some of the terms of series at the early stages of summation contribute very large values which are later canceled by similar terms of the opposite sign. At the early stages then, the sum will be large and a fixed percentage of the current sum may be quite large compared to the final result. Thus, truncating the local contributions to the series based on the current percent change may prevent important terms from making their contributions which in the end leaves a significant error. Another problem is that, as with Fourier analysis, the mode spectrum may have extended gaps along the eigendirections so that a summation in that direction may appear to be converged when in fact there are addition terms farther along which are needed.

Some time was invested in pursuing an algorithm which takes these factors into account based on observations of the spectra of various cases. In the end, however, it was found that while some progress could be made by instituting various monitoring schemes, the final conclusion was that the overhead required for keeping track of the progress of the sum and the periodic testing of sum's status, more or less offsets the gains made in reducing the number of actual terms added to produce the result. However, one scheme that emerged does bear mention here since it is straightforward. It should be recognized that the cancellation of terms generally occurs along both eigendirections and also the largest terms occur near the origin. Then, one can readily accumulate the bulk of the sum by making sure
to sum the low index terms near the origin at the onset, thus providing a good estimate of the final result and alleviating the problem of not having a good estimate of the final result in advance. A very simple algorithm accomplishes this scheme by simultaneously incrementing either \( m \) or \( n \) while decrementing the other and successively moving away from the origin, thereby summing in a direction normal to the diagonal of the \( mn \)-plane. However, because of the tradeoff mentioned, the final versions did not use any of the developed schemes but simply scanned the \( mn \)-plane in a straightforward, raster-like fashion with terminating conditions set by experience.

Generally, to avoid any question of convergence while other investigations were underway and because sufficient processing power was available, far more terms than necessary were used anyway, typically on the order of 1000-1500 modes in the eigendirection associated with the directions of the lines or slots, and half as many in the other direction. For the cases studied here, not nearly as many modes in the one eigendirection are needed as in the other. This is due to the fact that in the particular cases studied for comparison to experiments, the strips and slots were always parallel to the side walls of the cavities so that one coordinate describing the position of the basis functions is constant. This tends to cause the spectral variations in the corresponding eigenvalue to be similar for all basis functions, although the variation of the other coordinate prevents this from being strictly true. If, for example, the \( y \) coordinate is constant for all basis functions and \( n \) is the associated eigenvalue, the spectra in \( n \) at a fixed value of \( m \) will be identical except for a constant scale factor which depends on \( z \). Truncation error in \( n \) then tends to get averaged out by the variation in \( z \). To illustrate, let the aspect ratio in this example be defined by \( N/M \), i.e., the denominator is the maximum eigenvalue corresponding to the coordinate which varies and \( N \) is the maximum of the other eigenvalue \( (N \leq M) \). Figures 3.5 and 3.6 demonstrate a typical convergence experiment in which the aspect ratio has been fixed
Figure 3.5: Convergence behavior for peak normalized resistance versus maximum mode number.

at 0.5. The quantities examined are key parameters to be introduced in Chapter VI. As always, other parameters may converge at different rates and the rates may vary as geometric or electrical parameters change. The key point here is that at least for this case, when the maximum m value is set to M = 600, the changes which occur as N/M is reduced from 1.0 to 0.25 are less than 0.1% for the resistance and 0.03% for the resonant length. Thus, far fewer modes are needed in the n direction.

For subsectional basis functions, the spatial sampling rate also requires convergence criteria. Since the quantities we are dealing with, e.g., impedance, are typically highly sensitive to the behavior of the near-field and also often depend only on the fields in a small region, the required spatial sampling rate is generally substantially higher than what is required for far-field type problems (or non-uniform sampling is needed which is more complex to implement). Again, the actual requirements depend on the circumstances...
Figure 3.6: Convergence of resonant slot length as a function of the number of modes. and techniques used so it is difficult to provide general statements on these requirements. Twenty samples per material wavelength is often used as a ‘rule of thumb’ for far-field problems which we generally increase to the 30-40 samples/wavelength range for sampling on strips or non-resonant slots. For the resonant slots, we often increase the sampling to 100-125 samples per wavelength making sure to overestimate the resonant length of the slot by a significant amount. This practice is not driven so much by convergence criterion as it is by practical matters. It takes far longer to generate the matrix elements than it does to invert and process the cases studied here. Changes in length or the relative positions of slots and lines for example, can easily be accomplished by loading a matrix with longer than needed lengths and scanning the behavior of the structure as a function of lengths or distances by successively removing the appropriate rows and columns; inverting and solving for the appropriate parameters at each stage. Thus, the matrix elements
need to be generated only once for a given frequency, allowing a wide variety of geometric variations to be studied as long as the cavity dimensions are not changed. We also use this technique to provide greater resolution of lengths and relative distances without requiring a regeneration of the matrix. The upper limit of the spatial sampling rate when the elements of the matrix are computed with double precision seems to be on the order of about 250 samples per material wavelength. This number, attributable to round-off and truncation error, is machine and algorithm dependent which brings us to the final point on this subject.

For problems of these types, it is common practice to quote run times typical for certain machines, often not very well identified. It is common knowledge that machines vary widely in their ability to execute codes, especially from machines of one type to another, but even for the same type of machine with different hardware configurations. In addition, the information provided can quickly become dated and irrelevant since available computing facilities are changing rapidly. Not only this, but also the execution time of the same analysis implemented with different algorithms and different degrees of generality can vary widely (easily on the order of a 10 to 1 variation, depending on both the abilities and knowledge of the programmer as well as the time spent in optimizing the algorithms for speed). Undoubtedly, there are techniques which can be used, in addition to those discussed above, to improve the run time of codes developed for this analysis. The real issue comes down to a tradeoff between time spent on optimizing codes versus producing and examining results. Of course, the outcome of this tradeoff depends on available resources, the objective in producing the codes, and their intended end use. Suffice it to say that the key element in the current approach is the generation of the matrix, which for a typical three dimensional structure at a single frequency, can be generated in 45-60 minutes or less on a ~ 25 million instructions per second machine such as the IBM RS6000/320. This amount of processing time has been sufficient for our needs.
CHAPTER IV

ANALYSIS OF TWO-DIMENSIONAL STRUCTURES

The treatment of multiple layers can be illustrated in greater detail by presenting the methods used to analyze structures which are uniform in one dimension. Complex three-dimensional problems are often treated initially in this manner by analyzing their more fundamental elements – two dimensional transmission lines – with lumped elements added to represent discontinuities. The total problem can then be treated by network analysis if the basic properties of the individual structures are known.

The objective here is to show how these fundamental properties can be obtained, for instance, the propagation constants and characteristic impedances of transmission lines. These quantities are directly tied to the solutions for the fields in the structure which thus becomes the main objective of this chapter, that is, to demonstrate the procedure for matching field components through multiple substrate and superstrate layers as applied to two-dimensional problems. The presentation also serves to illustrate how the technique can be applied to more general three-dimensional problems since the procedure is the same. Some examples of field solutions are given to demonstrate the utility of the approach. The work in this chapter is also needed in later chapters which deal with the microstrip-fed slot antenna elements.

The scattering of waveguide modes by vertical wires is also studied in this chapter. This problem reduces to two dimensions for the homogeneously-filled waveguide case which
is relevant to the experimental work on stripline to be discussed later. The problem is unique in this work in that the currents are normal to directions of the other currents discussed. The treatment of wires inserted through multiple layers cannot be reduced to a two-dimensional problem and will not be discussed although, as will be seen, the solution to this problem would be needed to complete the general analysis of waveguides and especially cavities formed by inserting wires through the ground planes of multi-layered parallel plate waveguides. It is also noted that even for the homogeneously-filled case, the problem of vertical posts or wires has not been extensively treated in the literature, especially for parallel plate structures, even though they are often used in practice for the suppression of unwanted higher-order modes.

4.1 Application to General Multi-layered Shielded Microstrip Structures

The objective of this section is to show how the fields in the various levels can be calculated from a known form of current density on a single microstrip line in a straightforward way. Also, although to this point we have considered multiple components of current, the applications to be discussed will be restricted to narrow strips with one current component to minimize the complexity of the presentation. There is no restriction on the placement of the current or the number of strips which can be used, however, a simple case here will better serve to outline the method. The procedure for the treatment of more complex multi-layer coupled strips can be found in [83], which serves as an example of the use of potential theory with impedance boundary conditions to generalize multiple layers in a way similar to what has been done here. This reference also addresses the modelling of strip conductor loss. In addition, we compare to a much earlier work on this type of analysis by Yamashita [90], whose method of non-uniform discretization would be appropriate for wider strips where the form of the current density cannot be assumed.
In order to calculate the characteristic impedance, the definition \( Z = P/I^2 \) is used where \( P \) is the time average of power propagating along the guide. Thus, if we set \( I = 1 \), the characteristic impedance is simply \( Z = P \) which can be computed analytically by integration of the average Poynting vector on the cross section of the waveguide. Also, in some cases, the reaction of the fields \( (R) \) on the waveguide cross section is needed which can be computed in the same way.

For our purposes, let us assume a geometry such as shown in Figure 4.1 with a longitudinal current component on a single narrow strip of the form

\[
\bar{J}(x', y', z') = \hat{y} \frac{2\delta(z' - d)}{\pi W \sqrt{1 - 4 \left( \frac{z'}{W} \right)^2}} e^{-j k_y y'} \quad |z' - z_o| < W/2
\]

(4.1)

i.e., a Maxwellian transverse variation of the current density which satisfies the edge conditions on an infinitesimally thin narrow strip. The propagation constant \( k_x \) represents the set of characteristic complex phase constants associated with shielded microstrip modes.

![Figure 4.1: A shielded stripline, uniform in the \( \hat{y} \) direction with multi-layered substrate and superstrate.](image-url)
These complex constants are the eigenvalues of the equation

$$E_i = -j\omega \mu \iiint \hat{n} \times \bar{G}_{eJ} \cdot J' dv' = \hat{n} \times \bar{G}_z \cdot J$$

(4.2)

which enforces the appropriate boundary conditions on the surface of the microstrip line [83]. A particular value for \( k_g \) must be found first, before the fields of a particular mode can be calculated.

Using Equation (4.1) in (4.2); the \( y'y' \) component of \( \bar{G}_{eJ} \) as derived for layered rectangular waveguide in Chapter II; and the integral representation of the delta function,

$$\int_{-\infty}^{+\infty} e^{-j(k_x - k_y)y'} dy' = 2\pi \delta(k_x - k_y)$$

(4.3)

we find that the \( y' \) component of the electric field can be written as

$$E_{yy} = \frac{\omega \mu}{a} \int_{-\infty}^{+\infty} dk_y \sum_{m=0}^{\infty} \frac{(2 - \delta_m)\delta(k_x - k_y)}{k_z(k^2 + k^2_y)} \sin k_x x \sin k_x z_0 J_0(k_x W/2)$$

$$\times \left\{ k^2_z \left[ \frac{\bar{\eta}_{eL}[\bar{\eta}_{eU} \cos k_z (c - z) + j \sin k_z (c - z)]}{(\bar{\eta}_{eU} - \bar{\eta}_{eL}) \cos k_z (c - d) - j(\bar{\eta}_{mU} \bar{\eta}_{mL} - 1) \sin k_z (c - d)} \right] + \frac{k^2_y k^2_z}{k^2_i} \left[ \frac{\bar{\eta}_{mL}[\bar{\eta}_{mU} \cos k_z (c - z) + j \sin k_z (c - z)]}{(\bar{\eta}_{mU} - \bar{\eta}_{mL}) \cos k_z (c - d) - j(\bar{\eta}_{mU} \bar{\eta}_{mL} - 1) \sin k_z (c - d)} \right] \right\}$$

(4.4)

where the Fourier integral can be eliminated using the sifting property of the \( \delta \) function. Then, using Galerkin’s procedure to enforce the boundary condition given by Equation (4.2), we can write

$$E_{yy} = \frac{\omega \mu}{a} \sum_{m=0}^{\infty} \frac{(2 - \delta_m)}{k_z(k^2 + k^2_y)} \sin k_x z_0 J_0(k_x W/2)$$

$$\times \left\{ k^2_z \left[ \frac{\bar{\eta}_{eL}[\bar{\eta}_{eU} \cos k_z (c - d) + j \sin k_z (c - d)]}{(\bar{\eta}_{eU} - \bar{\eta}_{eL}) \cos k_z (c - d) - j(\bar{\eta}_{mU} \bar{\eta}_{mL} - 1) \sin k_z (c - d)} \right] + \frac{k^2_y k^2_z}{k^2_i} \left[ \frac{\bar{\eta}_{mL}[\bar{\eta}_{mU} \cos k_z (c - d) + j \sin k_z (c - d)]}{(\bar{\eta}_{mU} - \bar{\eta}_{mL}) \cos k_z (c - d) - j(\bar{\eta}_{mU} \bar{\eta}_{mL} - 1) \sin k_z (c - d)} \right] \right\}$$

(4.5)

We now numerically search, using Muller’s method for example [60, p.262], to find the values of \( k_g \) which satisfy Equation (4.2) and thus correspond to microstrip modes.

With the propagation constants known, the fields in the \( i \)th layer can be easily found.

By inspection of Equations (2.80) and (2.85), the fields can be written in a general form
in terms of the homogeneous solutions to Equations (1.10) and (1.12). Thus, the fields in the $i^{th}$ layer can be written as

$$\nabla_j = -\sum_{m=0}^{\infty} \frac{j(2 - \delta_m)k_i}{2\pi ak_z(k_x^2 + k_y^2)} \begin{cases} B_i \left( \begin{bmatrix} \tilde{\eta}_{mu} \tilde{\tilde{\mu}}_{oo} [k_x, k_z(z - c)] + j\tilde{\tilde{\mu}}_{oe} [k_x, k_z(z - c)] \\ \tilde{\eta}_{mL} \tilde{\tilde{\mu}}_{oo} [k_x, k_z(z - d)] + j\tilde{\tilde{\mu}}_{oe} [k_x, k_z(z - d)] \\ \tilde{\eta}_{el} \tilde{\tilde{\eta}}_{ee} [k_x, k_z(z - c)] - j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - c)] \\ \tilde{\eta}_{el} \tilde{\tilde{\eta}}_{ee} [k_x, k_z(z - d)] - j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - d)] \end{bmatrix} \right) \\ + A_i \left( \begin{bmatrix} \tilde{\eta}_{el} \tilde{\tilde{\eta}}_{ee} [k_x, k_z(z - c)] - j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - c)] \\ \tilde{\eta}_{mL} \tilde{\tilde{\eta}}_{ee} [k_x, k_z(z - d)] - j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - d)] \end{bmatrix} \right) \end{cases} \tag{4.6}$$

and

$$\bar{E}_j = -\sum_{m=0}^{\infty} \frac{j(2 - \delta_m)}{2\pi ak_z(k_x^2 + k_y^2)} \begin{cases} A_i \left( \begin{bmatrix} \tilde{\eta}_{el} \tilde{\tilde{\eta}}_{eo} [k_x, k_z(z - c)] - j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - c)] \\ \tilde{\eta}_{el} \tilde{\tilde{\eta}}_{eo} [k_x, k_z(z - d)] - j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - d)] \end{bmatrix} \right) \\ + B_i \left( \begin{bmatrix} \tilde{\eta}_{mL} \tilde{\tilde{\eta}}_{eo} [k_x, k_z(z - c)] + j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - c)] \\ \tilde{\eta}_{mL} \tilde{\tilde{\eta}}_{eo} [k_x, k_z(z - d)] + j\tilde{\tilde{\eta}}_{oe} [k_x, k_z(z - d)] \end{bmatrix} \right) \end{cases} \tag{4.7}$$

which are valid for all layers except the source layer. Some of the leading constants are preserved for convenience in later notation.

4.1.1 LSE Modes

Expanding the VWFs we then find that the LSE mode fields in each layer can be written in the form

$$\bar{E}_{LSE} = A_i \left[ \frac{2\omega\mu_0}{ak_z(k_x^2 + k_y^2)} \right] \left[ \hat{x} \hat{y} \hat{z} k_z k_y \cos k_x x \sin k_z z - \hat{y} \hat{z} k_x^2 \sin k_x x \sin k_z z \right]$$

$$- \frac{1}{\cos k_z(c_i - d_i)} \begin{cases} \cos k_z(c_i - z) [\tilde{\eta}_{el} U_i + j \tan k_z(c_i - z)] & (i \leq 0) \\
\cos k_z(z - d_i) [\tilde{\eta}_{el} L_i - j \tan k_z(z - d_i)] & (i > 0) \end{cases} \tag{4.8}$$
\[ \mathcal{H}_{LSE} = \mp A_i \left( \frac{2j}{\alpha(k_z^2 + k_v^2)} \right) \left[ \begin{array}{l} \hat{z} \hat{y} k_x^2 \sin k_x z \sin k_x z' + \hat{y} \hat{y} j k_x k_v \cos k_x z \sin k_x z' \\ \cos k_{zi}(c_i - d_i) \left[ \hat{\eta}_{eU|t} \tan k_{zi}(c_i - d_i) - j \right] \\ \cos k_{zi}(z - d_i) \left[ \hat{\eta}_{eL|t} \tan k_{zi}(z - d_i) + j \right] \end{array} \right] \]

\[ \frac{1}{\cos k_{zi}(c_i - d_i)} \left\{ \begin{array}{l} \cos k_{zi}(c_i - z) \left[ \hat{\eta}_{eL|t} + j \tan k_{zi}(c_i - z) \right] \\ \cos k_{zi}(z - d_i) \left[ \hat{\eta}_{eL|t} - j \tan k_{zi}(z - d_i) \right] \end{array} \right\} \]

\[ + A_i \left( \frac{2j}{\alpha k_{zi}} \right) \hat{z} \hat{y} k_x \cos k_x z \sin k_x z' \]

\[ \frac{1}{\cos k_{zi}(c_i - d_i)} \left\{ \begin{array}{l} \cos k_{zi}(c_i - z) \left[ \hat{\eta}_{eU|t} + j \tan k_{zi}(c_i - z) \right] \\ \cos k_{zi}(z - d_i) \left[ \hat{\eta}_{eL|t} - j \tan k_{zi}(z - d_i) \right] \end{array} \right\}, \quad (i \leq 0) \]

\[ \frac{1}{\cos k_{zi}(c_i - d_i)} \left\{ \begin{array}{l} \cos k_{zi}(c_i - z) \left[ \hat{\eta}_{eL|t} + j \tan k_{zi}(c_i - z) \right] \\ \cos k_{zi}(z - d_i) \left[ \hat{\eta}_{eL|t} - j \tan k_{zi}(z - d_i) \right] \end{array} \right\}, \quad (i > 0) \]

(4.9)

where \(i = 0\) for the layer containing the strip and

\[ A_0 = \frac{-\hat{\eta}_{eL0}}{(\hat{\eta}_{eU0} - \hat{\eta}_{eL0}) \cos k_z(c_0 - d_0) - j(\hat{\eta}_{eU0} \hat{\eta}_{eL0} - 1) \sin k_z(c_0 - d_0)} \]

(4.10)

By matching the tangential components of the field at the interfaces above and below the strip layer the remaining coupling coefficients are found to be

\[ A_i = A_0 \frac{k_{zi}}{k_{z0}} \frac{\hat{\eta}_{eU|t} + j \tan k_{z0}(c_0 - d_0)}{\hat{\eta}_{eL|t} - j \tan k_{z0}(c_1 - d_1)} \]

(4.11)

\[ A_i = \begin{cases} \frac{k_z(i-1)}{k_z(i-1)(c_{i-1} - d_{i-1})} \left[ \hat{\eta}_{eL|t} - j \tan k_{zi}(c_i - d_i) \right] \\ \frac{k_z(i+1)}{k_z(i+1)(c_{i+1} - d_{i+1})} \left[ \hat{\eta}_{eL|t} + j \tan k_{zi}(c_i - d_i) \right] \end{cases} \]

(4.12)

For computation of power (\(P\)), the needed component of Poynting vector is \(\hat{y} \cdot \frac{1}{2} \mathbf{E} \times \mathbf{H}^\perp\) while for reaction (R) we need \(\hat{y} \cdot \mathbf{E}(k_y) \times \mathbf{H}(-k_y)\). For the case of LSE modes, power density and reaction are given by

\[ P = E_z H_z^* = \frac{2 \omega \mu}{a^2} \left[ \begin{array}{l} A_i k_x k_y \\ k_{zi}(k_z^2 + k_v^2) \end{array} \right] \left[ \begin{array}{l} A_i^* k_x \\ k_{zi}^* \end{array} \right] \cos^2 k_z z \left[ \begin{array}{l} \frac{\sin k_x z}{k_x} \\ \cos k_{zi}(c_i - d_i) \end{array} \right] \]

\[ \begin{cases} \left[ \hat{\eta}_{eU|t} \cos k_{zi}(c_i - z) + j \sin k_{zi}(c_i - z) \right]^2 \quad (i \leq 0) \\ \left[ \hat{\eta}_{eL|t} \cos k_{zi}(z - d_i) - j \sin k_{zi}(z - d_i) \right]^2 \quad (i > 0) \end{cases} \]

(4.13)
\[
R = E_z(k_y)H_z(-k_y) = \frac{4\omega m}{a^2} \left[ \frac{j A_z k_x k_y}{k_z (k_x^2 + k_y^2)} \right] \left[ \frac{f A_x k_z}{k_z} \right] \cos^2 k_z z \left[ \frac{s i n k_z x}{\cos^2 k_z (c_i - d_i)} \right]^2 \\
\left\{ \begin{array}{ll}
\left[ \tilde{\eta}_{mU} \cos k_z (c_i - z) + j \sin k_z (c_i - z) \right]^2 & (i \leq 0) \\
\left[ \tilde{\eta}_{mL} \cos k_z (z - d_i) - j \sin k_z (z - d_i) \right]^2 & (i > 0)
\end{array} \right.
\]  
(4.14)

4.1.2 LSM Modes

Similarly, the LSM mode fields can be written as

\[
\bar{E}_{LSM} = -B_i \left[ \frac{2j \omega m k_z}{ak_y^2 (k_x^2 + k_y^2)} \right] \left[ \tilde{z} \tilde{y} j k_x k_y \cos k_z x' \sin k_x z' + \tilde{y} \tilde{y} k_x^2 \sin k_x z \sin k_x z' \right] \\
\left\{ \begin{array}{ll}
\cos k_z (c_i - z) \left[ \tilde{\eta}_{mU} + j \tan k_z (c_i - z) \right] & (i \leq 0) \\
\cos k_z (z - d_i) \left[ \tilde{\eta}_{mL} - j \tan k_z (z - d_i) \right] & (i > 0)
\end{array} \right.
\]  
(4.15)

\[
\bar{H}_{LSM} = \pm B_i \left[ \frac{2j \omega m}{ak_y^2} \right] \left[ \tilde{z} \tilde{y} k_x^2 \sin k_x z \sin k_x z' - \tilde{y} \tilde{y} j k_x k_y \cos k_x z \sin k_x z' \right] \\
\left\{ \begin{array}{ll}
\cos k_z (c_i - z) \left[ \tilde{\eta}_{mU} \tan k_z (c_i - z) - j \right] & (i \leq 0) \\
\cos k_z (z - d_i) \left[ \tilde{\eta}_{mL} \tan k_z (z - d_i) + j \right] & (i > 0)
\end{array} \right.
\]  
(4.16)

where the coefficients are defined by

\[
B_0 = \frac{-\tilde{\eta}_{mL0}}{(\tilde{\eta}_{mU0} - \tilde{\eta}_{mL0}) \cos k_z (c_0 - d_0) - j(\tilde{\eta}_{mU0} \tilde{\eta}_{mL0} - 1) \sin k_z (c_0 - d_0)} 
\]  
(4.17)

\[
B_i = \frac{k_x k_y^2}{B_0 k_y^2} \left[ \tilde{z} \tilde{y} \tilde{y} \tilde{y} k_x^2 \cos k_x z' \sin k_z (c_i - z) \sin k_z (c_i - z') - \tilde{y} \tilde{y} \tilde{y} \tilde{y} k_x^2 \cos k_x z \sin k_z (z - d_i) \sin k_z (z - d_i) \right] \\
\left\{ \begin{array}{ll}
\frac{B_{i-1} k_x k_y^2 \tilde{\eta}_{mL(i-1)}}{k_z k_x^2 \cos k_z (c_{i-1} - d_{i-1}) \cos k_z (c_{i-1} - d_{i-1}) [\tilde{\eta}_{mL} - j \tan k_z (c_i - d_i)]} & (i > 1) \\
\frac{B_{i+1} k_x k_y^2 \tilde{\eta}_{mU(i+1)}}{k_z k_x^2 \cos k_z (c_{i+1} - d_{i+1}) \cos k_z (c_{i+1} - d_{i+1}) [\tilde{\eta}_{mU} + j \tan k_z (c_i - d_i)]} & (i < 0)
\end{array} \right.
\]  
(4.18)

\[
B_i = \left\{ \begin{array}{ll}
\frac{B_{i-1} k_x k_y^2 \tilde{\eta}_{mL(i-1)}}{k_z k_x^2 \cos k_z (c_{i-1} - d_{i-1}) \cos k_z (c_{i-1} - d_{i-1}) [\tilde{\eta}_{mL} - j \tan k_z (c_i - d_i)]} & (i > 1) \\
\frac{B_{i+1} k_x k_y^2 \tilde{\eta}_{mU(i+1)}}{k_z k_x^2 \cos k_z (c_{i+1} - d_{i+1}) \cos k_z (c_{i+1} - d_{i+1}) [\tilde{\eta}_{mU} + j \tan k_z (c_i - d_i)]} & (i < 0)
\end{array} \right.
\]  
(4.19)
To calculate the field at a particular point in the \textit{i}th layer, we then calculate only the coupling coefficients \((A_0 \ldots A_z)\) and \((B_0 \ldots B_i)\) while evaluating Equations (4.8.4.9) and (4.15.4.16).

For the \textit{LSM} modes the required terms for calculating power density and reaction are given by

\[
P = -E_z H^*_x = \frac{2\omega \mu}{\alpha^2} \left[ \frac{B_i k_y}{k_i^z} \right] \left[ \frac{B^*_i (k_x^z)^2}{(k_x^z + k_y^z)^*} \right] \frac{\sin^2 k_x x \left[ f \sin k_x z \right]^2}{\left| \cos k_{zi}(c_i - d_i) \right|^2} \left\{ \begin{array}{l}
\eta_{mU_i} \sin k_{zi}(c_i - z) - j \cos k_{zi}(c_i - z) \quad (i \leq 0) \\
\eta_{mLi} \sin k_{zi}(z - d_i) + j \cos k_{zi}(z - d_i) \quad (i > 0)
\end{array} \right\}
\]

\[
R = -E_z(k_y)H_x(-k_y) = -\frac{4\omega \mu}{\alpha^2} \left[ \frac{j B_i k_y}{k_i^z} \right] \left[ \frac{-j B_i k_y}{(k_x^z + k_y^z)^*} \right] \frac{\sin^2 k_x x \left[ f \sin k_x z \right]^2}{\cos^2 k_{zi}(c_i - d_i)} \left\{ \begin{array}{l}
\eta_{mU_i} \sin k_{zi}(c_i - z) - j \cos k_{zi}(c_i - z) \quad (i \leq 0) \\
\eta_{mLi} \sin k_{zi}(z - d_i) + j \cos k_{zi}(z - d_i) \quad (i > 0)
\end{array} \right\}
\]

(4.20)

(4.21)

4.1.3 Cross Terms

There are also two sets of cross-terms from the \(\overline{E}_{LSM} \times \overline{H}_{LSE}\) product. The power terms are

\[
P = E_z H^*_x = \frac{2\omega \mu}{\alpha^2} \left[ \frac{B_i k_x k_y k_{zi}}{k_i^z(k_x^z + k_y^z)} \right] \left[ \frac{A^*_i k_x}{k_x^z} \right] \cos^2 k_x x \left[ f \sin k_x z \right]^2 \left\{ \begin{array}{l}
\eta_{mU_i} \cos k_{zi}(c_i - z) + j \sin k_{zi}(c_i - z) [\bar{\eta}_{mU_i} \cos k_{zi}(c_i - z) + j \sin k_{zi}(c_i - z)]^* \quad (i \leq 0) \\
\eta_{mLi} \cos k_{zi}(z - d_i) - j \sin k_{zi}(z - d_i) [\bar{\eta}_{mLi} \cos k_{zi}(z - d_i) - j \sin k_{zi}(z - d_i)]^* \quad (i > 0)
\end{array} \right\}
\]

(4.22)

\[
P = -E_z H_x = \frac{2\omega \mu}{\alpha^2} \left[ \frac{B_i k_x^2}{k_i^z} \right] \left[ \frac{A^*_i k_x}{(k_x^z + k_y^z)^*} \right] \sin^2 k_x x \left[ f \sin k_x z \right]^2 \left\{ \begin{array}{l}
\eta_{mU_i} \sin k_{zi}(c_i - z) - j \cos k_{zi}(c_i - z) [\bar{\eta}_{mU_i} \sin k_{zi}(c_i - z) - j \cos k_{zi}(c_i - z)]^* \quad (i \leq 0) \\
\eta_{mLi} \sin k_{zi}(z - d_i) + j \cos k_{zi}(z - d_i) [\bar{\eta}_{mLi} \sin k_{zi}(z - d_i) + j \cos k_{zi}(z - d_i)]^* \quad (i > 0)
\end{array} \right\}
\]

(4.23)
For the reaction we have

\[
R = E_x(k_y) H_x(-k_y) = \frac{4 \omega \mu}{a^2} \left[ -j B_i k_x k_y k_{zi} \right] \left[ \frac{j A_i k_x}{k_{zi}} \right] \frac{\cos^2 k_x x \left[ j \sin k_x x \right]^2}{\cos^2 k_{zi}(c_i - d_i)}
\]

\[
\left\{ \begin{array}{ll}
[\eta_{mU_i} \cos k_{zi}(c_i - z) + j \sin k_{zi}(c_i - z)] [\eta_{mL_i} \cos k_{zi}(c_i - z) + j \sin k_{zi}(c_i - z)] & (i \leq 0) \\
[\eta_{mL_i} \cos k_{zi}(z - d_i) - j \sin k_{zi}(z - d_i)] [\eta_{nL_i} \cos k_{zi}(z - d_i) - j \sin k_{zi}(z - d_i)] & (i > 0)
\end{array} \right.
\]

\[
R = -E_x(k_y) H_x(-k_y) = -\frac{4 \omega \mu}{a^2} \left[ j B_i k_y \right] \left[ \frac{-j A_i k_x^2}{k_{zi}^2 + k_{zi}^2} \right] \frac{\sin^2 k_x x \left[ j \sin k_x x \right]^2}{\cos^2 k_{zi}(c_i - d_i)}
\]

\[
\left\{ \begin{array}{ll}
[\eta_{mU_i} \sin k_{zi}(c_i - z) + j \cos k_{zi}(c_i - z)] [\eta_{mL_i} \sin k_{zi}(c_i - z) + j \cos k_{zi}(c_i - z)] & (i \leq 0) \\
[\eta_{mL_i} \sin k_{zi}(z - d_i) + j \cos k_{zi}(z - d_i)] [\eta_{nL_i} \sin k_{zi}(z - d_i) + j \cos k_{zi}(z - d_i)] & (i > 0)
\end{array} \right.
\]

(4.24)

(4.25)

4.1.4 Integration of Power and Reaction terms

The evaluation of total power can be done analytically by integrating the power density on the waveguide cross-section. Integration of the z dependence is trivial and has been indicated in the previous expressions. The z dependence appears in two forms, the first of which is

\[
I_{PM} = \int_d^c \left\{ \begin{array}{ll}
[\eta_1 \cos k(c - z) + j \sin k(c - z)] [\eta_2 \cos k(c - z) + j \sin k(c - z)]^* & \\
[\eta_1 \cos k(z - d) - j \sin k(z - d)] [\eta_2 \cos k(z - d) - j \sin k(z - d)]^*
\end{array} \right\} dz
\]

\[
= \frac{\eta_1 \eta_2^* - 1}{4 \Re(k)} \sin 2 \Re(k)(c - d) \pm \frac{\eta_1 \eta_2^*}{2 \Re(k)} \sin^2 \Re(k)(c - d)
\]

\[
+ \frac{\eta_1 \eta_2^* + 1}{4 \Im(k)} \sinh 2 \Im(k)(c - d) \mp \frac{\eta_1 + \eta_2^*}{2 \Im(k)} \sinh^2 \Im(k)(c - d)
\]

(4.26)

where \( \Re(k) \) and \( \Im(k) \) symbolize the real and imaginary parts of \( k \) respectively. The second form is

\[
I_{PN} = \int_d^c \left\{ \begin{array}{ll}
[\eta_1 \sin k(c - z) - j \cos k(c - z)] [\eta_2 \sin k(c - z) - j \cos k(c - z)]^* & \\
[\eta_1 \sin k(z - d) + j \cos k(z - d)] [\eta_2 \sin k(z - d) + j \cos k(z - d)]^*
\end{array} \right\} dz
\]

\[
= -\frac{\eta_1 \eta_2^* - 1}{4 \Re(k)} \sin 2 \Re(k)(c - d) \pm \frac{\eta_1 \eta_2^*}{2 \Re(k)} \sin^2 \Re(k)(c - d)
\]

\[
+ \frac{\eta_1 \eta_2^* + 1}{4 \Im(k)} \sinh 2 \Im(k)(c - d) \mp \frac{\eta_1 + \eta_2^*}{2 \Im(k)} \sinh^2 \Im(k)(c - d)
\]

(4.27)
For reaction we also have two types of integrations to perform. The first is

\[
I_{RM} = \int_d^c \left\{ \frac{[\eta_1 \cos k(c - z) + j \sin k(c - z)] [\eta_2 \cos k(c - z) + j \sin k(c - z)]}{[\eta_1 \cos k(z - d) - j \sin k(z - d)] [\eta_2 \cos k(z - d) - j \sin k(z - d)]} \right\} dz
\]

\[
= \frac{\eta_1 \eta_2 - 1}{2} (c - b) + \frac{\eta_1 \eta_2 + 1}{4k} \sin 2k(c - b) \pm j \frac{\eta_1 + \eta_2}{2k} \sin^2 k(c - b) \tag{4.28}
\]

Similarly,

\[
I_{RN} = \int_d^c \left\{ \frac{[\eta_1 \sin k(c - z) - j \cos k(c - z)] [\eta_2 \sin k(c - z) - j \cos k(c - z)]}{[\eta_1 \sin k(z - d) + j \cos k(z - d)] [\eta_2 \sin k(z - d) + j \cos k(z - d)]} \right\} dz
\]

\[
= \frac{\eta_1 \eta_2 - 1}{2} (c - d) - \frac{\eta_1 \eta_2 + 1}{4k} \sin 2k(c - d) \mp j \frac{\eta_1 + \eta_2}{2k} \sin^2 k(c - d) \tag{4.29}
\]

### 4.1.5 Applications

With these analytical results, the fields, power flow and reaction, characteristic impedance and propagation constants can be readily found for shielded strips with any combination of layered substrates and superstrates. An example is shown in Figure 4.2 where results of the present technique are compared to a commercial CAD package (Touchstone [20]) and experimental measurements provided by Dunleavy [19]. The relatively large error bars provided by Dunleavy for this case do not provide for any conclusion on the comparative accuracy of the full-wave approach since the agreement is excellent. The corresponding characteristic impedance is shown in Figure 4.3.

We conclude that the accuracy of the full-wave implementation is excellent since the accuracy of Touchstone is well established and has been further verified by Dunleavy for this case. One can argue that the full-wave implementation with its greater complexity is not needed, however, most CAD packages, including Touchstone, are based on approximate formulas which, although they can be quickly evaluated, generally decrease in accuracy as frequency is increased. Also they deal almost exclusively with the dominant propagating
Figure 4.2: Effective relative dielectric constant for shielded microstrip on alumina \( (a = b = 250 \text{ mils}, W = 25 \text{ mils}, \epsilon_r = 9.7) \) compared to measurements [19] and Touchstone [20].

Figure 4.3: Characteristic impedance for shielded microstrip on alumina \( (a = b = 250 \text{ mils}, W = 25 \text{ mils}, \epsilon_r = 9.7) \) compared to Touchstone.
modes which sometimes is insufficient. These features are similar to the behavior of "quasi-static" analyses although today's CAD packages generally go beyond "quasi-statics" by employing higher-order, albeit still approximate techniques. The results, of course, are very efficient routines for each component in a microwave circuit which make these packages very powerful and efficient for circuit design.

Full-wave techniques have their greatest promise where the other methods fail. For example, analysis of high frequencies components, systems with multi-mode interactions, radiation problems and applications with geometries and accuracy requirements not amenable to simpler analytical techniques, i.e., the type of structures studied here. For instance, Figure 4.4 shows the multi-mode propagation constants for the even modes on a shielded microstrip line produced by a program generalized to handle arbitrary layered structures as discussed. The simple case of microstrip is shown since there is available data for comparison and verification. The curves overlay the data supplied by Yamashita [90] with the exception of the dominant mode. Touchstone results are also shown for the dominant mode which are in exact agreement with the present method. It is presumed that the Touchstone results are correct for this mode since the dimensions are not extreme in terms of wavelengths; thus, quasi-TEM assumptions, as used by Touchstone, should be adequate. Most likely, the discrepancy for Yamashita's approach is attributable to the use of pulse basis functions at the strip edge which do not satisfy the edge conditions, although his discretization over the strip improves the capability to approximate the true current. Nevertheless, the form of current assumed with the present method is the exact form for the static case which should be very close to the true solution and therefore is more likely to give better accuracy. Since the exact details of the discretization are not supplied in [90], it is difficult to make a judgement, however, the real point here is the ability to model the higher order modes. (To represent the odd modes, a higher order expansion of the current
Figure 4.4: Multi-mode propagation constants for the even modes in shielded microstrip $(a = b = 12.7 \text{ mm}, h = 1.27 \text{ mm}, w = 0.635 \text{ mm} \varepsilon_r = 8.875)$. 
is needed such as Yamashita's approach or possibly, expansion by Chebyshev polynomials as in [83].

Besides the obvious utility of this type of information for circuit design and the need for these quantities to be demonstrated in later chapters, the ability to visualize the field or power distribution often provides important insights into why certain structures behave as they do, and also, how the behavior might change when the structure is modified. For example, we later will extensively discuss the special case of a stripline (homogeneously filled shielded strip) which passes through an aperture in the wall of a cavity. The field distribution in the vicinity of the strip as shown in Figure 4.5 gives a clear indication of the constraints which must be placed on the size of the aperture. One can see that the larger

\[ \begin{align*}
\text{E Field on waveguide cross section} \\
\text{Arrow scaled to logarithm of field magnitude} \\
0 \, \text{dB} \quad \rightarrow \\
-20 \, \text{dB} \quad \leftarrow \\
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\end{align*} \]

Figure 4.5: Stripline field distribution for the dominant propagating mode.

field magnitudes are tightly confined to the immediate vicinity of the strip as expected (the tails of the arrows are the field points). For a 'pass-thru' aperture then, the opening
Figure 4.7: Suspended microstrip field distribution for the dominant propagating mode.
one of the benefits of this type of analysis: enhancing our intuitive understanding of the behavior of these structures as well as providing quantitative information.

4.2 Application to Multi-layered Slotline

A similar process can be used to evaluate slotlines or coplanar waveguide. Since coplanar waveguide can be treated as coupled slotlines by a simple extension of the method, only the single slot case will be discussed here. We assume the magnetic current is of the same form as in the electric current case which then is valid for narrow slots:

$$
\bar{K}(x', y', z') = \frac{2\delta(z' - d)}{\pi W \sqrt{1 - \left(\frac{x' - x_0}{W}\right)^2}} e^{-jk_y y'} \quad |x' - x_0| < W/2 \quad (4.30)
$$

The variable $k_y$ here represents the set of characteristic complex phase constants associated with shielded slotline modes. They are the eigenvalues of the boundary condition equation:

$$
\bar{H}^+ - \bar{H}^- = -j\omega \int \int \left[ \bar{G}^+_{mk} - \bar{G}^-_{mk} \right] \cdot \bar{K} dV' = 0 \quad (4.31)
$$

which enforces continuity of the tangential magnetic field ($\bar{H}_t$) in the slot. As before, a particular value for $k_y$ is found first, before the fields of a particular mode are calculated. The procedure is the same as before except that the field expressions are changed to reflect the change in the source terms and complementary boundary conditions for the dual fields.

4.2.1 LSE Modes

Expanding the VWFs we then find that the LSE mode fields in each layer can be written in the forms:

$$
\bar{E}_{LSE} = \frac{1}{\epsilon_i} \left[ \frac{2 - \delta_m}{a(k_x^2 + k_y^2)} \right] \left[ \hat{x} \hat{y} k_y^2 \cos k_x x \cos k_x x' + \hat{y} \hat{y} j k_x k_y \sin k_x x \cos k_x x' \right] \\
\frac{1}{\cos k_{z_i}(c_{i} - d_{i})} \left\{ \begin{array}{ll}
\cos k_{z_i}(c_{i} - z) [\bar{\eta}_{el,z} + j \tan k_{z_i}(c_{i} - z)] & (i \leq 0) \\
\cos k_{z_i}(z - d_{i}) [\bar{\eta}_{el,z} - j \tan k_{z_i}(z - d_{i})] & (i > 0)
\end{array} \right. \quad (4.32)
$$
\[ \mathcal{H}_{LSE} = \pm A_i \left[ \frac{(2 - \delta_m) \omega \epsilon_0 k_{z1}}{a k_i^2 (k_x^2 + k_y^2)} \right] \left[ \hat{z} \hat{y} k_x k_y \sin k_x z \cos k_x z' + \hat{y} \hat{y} j k_y^2 \cos k_x z \cos k_x z' \right] \]
\[ \cdot \frac{1}{\cos k_z (c_i - z) [\eta_{L1} \tan k_z (c_i - z) + j]} \quad (i \leq 0) \]
\[ \cdot \cos k_z (c_i - d_i) [\eta_{L1} \tan k_z (c_i - d_i) + j] \quad (i > 0) \]
\[ - A_i \left[ \frac{(2 - \delta_m) \omega \epsilon_0}{a k_i^2} \right] [\hat{z} \hat{y} k_x \cos k_x z \cos k_x z'] \]
\[ \cdot \frac{1}{\cos k_z (c_i - z) [\eta_{L1} \tan k_z (c_i - z) + j]} \quad (i \leq 0) \]
\[ \cdot \cos k_z (c_i - d_i) [\eta_{L1} - j \tan k_z (c_i - d_i)] \quad (i > 0) \]

(4.33)

where \( i = 0 \) for the layer with the slot so that
\[ A_0 = \frac{-\epsilon_0}{\eta_{L0} \tan k_z (c_0 - d_0)} \]
\[ A_1 = \frac{\epsilon_1}{\eta_{L1} - j \tan k_z (c_1 - d_1)} \]

(4.34)
(4.35)

By matching the tangential components of the field at the interfaces above and below the strip layer the remaining coupling coefficients are found to be
\[ A_i = \left\{ \begin{array}{ll}
j A_{i-1} & k_{x(i-1)} k_i^2 \\
- j A_{i+1} & k_{x(i+1)} k_i^2 \\
\end{array} \right. \]
\[ k_{z(i-1)} k_{z(i-1)} \cos k_{z(i-1)} (c_i - d_{i-1}) [\eta_{L1} \tan k_{z1} (c_i - d_i) + j] \quad (i > 1) \]
\[ k_{z(i+1)} k_{z(i+1)} \cos k_{z(i+1)} (c_i - d_{i+1}) [\eta_{L1} \tan k_{z1} (c_i - d_i) - j] \quad (i < 0) \]

(4.36)

The expressions for power density and reaction of the \( LSE \) modes are
\[ P = E_x H_x^* = |A_i|^2 \frac{(2 - \delta_m)^2 \omega \epsilon_0}{2a^2} \left[ \frac{k_y^2}{(k_x^2 + k_y^2) \epsilon_1} \right] \left[ \frac{k_y^2}{(k_x^2)^2} \right] \cos k_x z \left[ \frac{\cos k_x z'}{2} \right] \]
\[ \cdot \left\{ \begin{array}{ll}
\eta_{L1} \cos k_{z1} (c_i - z) + j \sin k_{z1} (c_i - z) \quad (i \leq 0) \\
\eta_{L1} \cos k_{z1} (z - d_i) - j \sin k_{z1} (z - d_i) \quad (i > 0) \\
\end{array} \right. \]
\[ R = E_x (k_y) H_x (-k_y) = A_i \frac{(2 - \delta_m)^2 \omega \epsilon_0}{a^2} \left[ \frac{k_y^2}{(k_x^2 + k_y^2) \epsilon_1} \right] \left[ \frac{k_y^2}{(k_x^2)^2} \right] \cos^2 k_x z \left[ \frac{\cos k_x z'}{2} \right] \]
\[ \cdot \left\{ \begin{array}{ll}
\eta_{L1} \cos k_{z1} (c_i - z) + j \sin k_{z1} (c_i - z) \quad (i \leq 0) \\
\eta_{L1} \cos k_{z1} (z - d_i) - j \sin k_{z1} (z - d_i) \quad (i > 0) \\
\end{array} \right. \]

(4.37)
(4.38)
4.2.2 LSM Modes

Similarly, the LSM mode fields can be written as

\[
E_{\text{LSM}} = -B_i \left[ \frac{(2 - \delta_m)}{a(k_x^2 + k_y^2)^2} \right] \left[ \hat{x}\hat{y}k_y^2 \cos k_x x \cos k_x x' - \hat{y}\hat{y}j k_y k_x \sin k_x x \cos k_x x' \right] \\
\cos k_zi(c_z - d_z) \left[ \eta_m U_i \tan k_zi(c_z - z) \right] (i \leq 0) \\
\cos k_zi(z - d_z) \left[ \eta_m L_i \tan k_zi(z - d_z) \right] (i > 0)
\]

\[
\pm B_i \left[ \frac{(2 - \delta_m)}{a \epsilon_z k_zi} \right] \left[ \hat{x}\hat{y}k_x \sin k_x x \cos k_x x' \right] \\
\cos k_zi(c_z - d_z) \left[ \eta_m U_i \tan k_zi(c_z - z) - j \right] (i \leq 0) \\
\cos k_zi(z - d_z) \left[ \eta_m L_i \tan k_zi(z - d_z) + j \right] (i > 0)
\]

\[
H_{\text{LSM}} = \mp B_i \left[ \frac{(2 - \delta_m) \omega \epsilon_o}{ak_zi(k_x^2 + k_y^2)} \right] \left[ \hat{x}\hat{y}k_x k_y \sin k_x x \cos k_x x' - \hat{y}\hat{y}j k_x^2 \cos k_x x \cos k_x x' \right] \\
\cos k_zi(c_z - d_z) \left[ \eta_m U_i \tan k_zi(c_z - z) - j \right] (i \leq 0) \\
\cos k_zi(z - d_z) \left[ \eta_m L_i \tan k_zi(z - d_z) + j \right] (i > 0)
\]

where

\[
B_0 = \frac{-\epsilon_0}{\tilde{\eta}_m U_i + \tilde{j} \tan k_z0(c_0 - d_0)}
\]

\[
B_1 = \frac{\epsilon_1}{\tilde{\eta}_m L_i - \tilde{j} \tan k_z1(c_1 - d_1)}
\]

\[
B_i = \begin{cases} 
\frac{jk_zi}{k_z(i-1) \cos k_z(i-1)(c_{i-1} - d_{i-1})} \left[ \eta_m L_i \tan k_zi(c_z - d_z) + j \right] & (i > 1) \\
\frac{-jk_zi}{k_z(i+1) \cos k_z(i+1)(c_{i+1} - d_{i+1})} \left[ \eta_m U_i \tan k_zi(c_z - d_z) - j \right] & (i < 0)
\end{cases}
\]

For the LSM modes the required terms for calculating power and reaction are

\[
P = -E_z H_r^* = |B_i|^2 \frac{(2 - \delta_m) \omega \epsilon_o}{2a^2(k_x^2 + k_y^2)^2} \left[ k_x \frac{k_x k_y^2}{\epsilon_z k_zi} \right] \left[ k_x k_y^2 \right] \sin^2 k_x x \left[ \cos k_x x' \right]^2 \\
\cos k_zi(c_z - d_z) \left[ \eta_m U_i \sin k_zi(c_z - z) - j \cos k_zi(c_z - z) \right]^2 (i \leq 0) \\
\cos k_zi(z - d_z) \left[ \eta_m L_i \sin k_zi(z - d_z) + j \cos k_zi(z - d_z) \right]^2 (i > 0)
\]
\[ R = -E_z (k_y) H_x(-k_y) = -B_i \left( \frac{(2 - \delta_m)^2 \omega e_o}{a^2} \right) \left[ \frac{k_x}{k_{z1}} \right] \left[ \frac{k_x k_y}{k_{z1}(k_x^2 + k_y^2)} \right] \sin^2 k_x z \left[ \int \cos k_x z' \right]^2 \cos^2 k_{z1}(c_i - d_i) \]

\[ \left\{ \begin{align*}
\tilde{\eta}_{mUI} \sin k_{z1}(c_i - z) &- j \cos k_{z1}(c_i - z)^2 \quad (i \leq 0) \\
\tilde{\eta}_{mLi} \sin k_{z1}(z - d_i) &+ j \cos k_{z1}(z - d_i)^2 \quad (i > 0)
\end{align*} \right. \]  

(4.45)

4.2.3 Cross Terms

There are also two sets of cross-terms from the \( E_{LSM} \times H_{LSE} \) product. The power terms are

\[ P = E_z H_x^* = B_i A_i \left( \frac{(2 - \delta_m)^2 \omega e_o}{a^2} \right) \left[ \frac{k_x^2}{k_{z1}^2} \right] \left[ \frac{k_y^2}{(k_x^2 + k_y^2)} \right] \cos^2 k_x z \left[ \int \cos k_x z' \right]^2 \cos^2 k_{z1}(c_i - d_i)^2 \]

\[ \left\{ \begin{align*}
\tilde{\eta}_{mUI} \cos k_{z1}(c_i - z) &+ j \sin k_{z1}(c_i - z) \left[ \tilde{\eta}_{mUI} \cos k_{z1}(c_i - z) + j \sin k_{z1}(c_i - z)^2 \right] \quad (i \leq 0) \\
\tilde{\eta}_{mLi} \cos k_{z1}(z - d_i) &- j \sin k_{z1}(z - d_i) \left[ \tilde{\eta}_{mLi} \cos k_{z1}(z - d_i) - j \sin k_{z1}(z - d_i)^2 \right] \quad (i > 0)
\end{align*} \right. \]  

(4.46)

\[ P = -E_z H_x = B_i A_i \left( \frac{(2 - \delta_m)^2 \omega e_o}{a^2} \right) \left[ \frac{k_x^2}{k_{z1}^2} \right] \left[ \frac{k_y^2}{k_{z1}^2} \right] \sin^2 k_x z \left[ \int \cos k_x z' \right]^2 \cos^2 k_{z1}(c_i - d_i)^2 \]

\[ \left\{ \begin{align*}
\tilde{\eta}_{mUI} \sin k_{z1}(c_i - z) &- j \cos k_{z1}(c_i - z) \left[ \tilde{\eta}_{mUI} \sin k_{z1}(c_i - z) - j \cos k_{z1}(c_i - z)^2 \right] \quad (i \leq 0) \\
\tilde{\eta}_{mLi} \sin k_{z1}(z - d_i) &+ j \cos k_{z1}(z - d_i) \left[ \tilde{\eta}_{mLi} \sin k_{z1}(z - d_i) + j \cos k_{z1}(z - d_i)^2 \right] \quad (i > 0)
\end{align*} \right. \]  

(4.47)

Similarly, for the reaction we have

\[ R = E_z (k_y) H_x(-k_y) = B_i A_i \left( \frac{(2 - \delta_m)^2 \omega e_o}{a^2} \right) \left[ \frac{k_x^2}{k_{z1}^2} \right] \left[ \frac{k_y^2}{k_{z1}^2} \right] \cos^2 k_x z \left[ \int \cos k_x z' \right]^2 \cos^2 k_{z1}(c_i - d_i) \]

\[ \left\{ \begin{align*}
\tilde{\eta}_{mUI} \cos k_{z1}(c_i - z) &+ j \sin k_{z1}(c_i - z) \left[ \tilde{\eta}_{mUI} \cos k_{z1}(c_i - z) + j \sin k_{z1}(c_i - z)^2 \right] \quad (i \leq 0) \\
\tilde{\eta}_{mLi} \cos k_{z1}(z - d_i) &- j \sin k_{z1}(z - d_i) \left[ \tilde{\eta}_{mLi} \cos k_{z1}(z - d_i) - j \sin k_{z1}(z - d_i)^2 \right] \quad (i > 0)
\end{align*} \right. \]  

(4.48)

\[ R = -E_z (k_y) H_x(-k_y) = B_i A_i \left( \frac{(2 - \delta_m)^2 \omega e_o}{a^2} \right) \left[ \frac{k_x^2}{k_{z1}^2} \right] \left[ \frac{k_y^2}{k_{z1}^2} \right] \sin^2 k_x z \left[ \int \cos k_x z' \right]^2 \cos^2 k_{z1}(c_i - d_i) \]

\[ \left\{ \begin{align*}
\tilde{\eta}_{mUI} \sin k_{z1}(c_i - z) &- j \cos k_{z1}(c_i - z) \left[ \tilde{\eta}_{mUI} \sin k_{z1}(c_i - z) - j \cos k_{z1}(c_i - z)^2 \right] \quad (i \leq 0) \\
\tilde{\eta}_{mLi} \sin k_{z1}(z - d_i) &+ j \cos k_{z1}(z - d_i) \left[ \tilde{\eta}_{mLi} \sin k_{z1}(z - d_i) + j \cos k_{z1}(z - d_i)^2 \right] \quad (i > 0)
\end{align*} \right. \]  

(4.49)

The integration of these terms on the cross section involves the same forms as for the
electric currents which have already been given.

4.2.4 Application to Finline and Suspended Finline

As with strips, the distribution of the field provides insight into the behavior of the structures. Two examples illustrate by showing the change in the field structure for finline without a substrate compared to the case where a dielectric substrate ($\epsilon_r = 2.2$) is added. These cases are shown in Figures 4.8 and 4.9.

---

**Figure 4.8: Finline field distribution for the dominant mode.**
Figure 4.9: Suspended finline field distribution for the dominant mode.
4.3 Scattering from Pins in Rectangular Waveguide

The insertion of wires or pins through the ground planes is a technique used for many years to suppress parallel plate waveguide modes in stripline and for structural support. It is also a convenient way to form waveguides, cavities or isolation walls in stripline circuits. The experimental work discussed in Chapter VI is an example of the formation of a cavity where our particular need for this analysis will become evident. Other applications include the use of posts (or strips) in a rectangular waveguide as reactive elements in filter and matching networks [9, 10, 68] and for active device mounts and tuning elements [7, 24]. These types of applications have been the focus of most of the theoretical and experimental work appearing in the literature. In contrast, what we are interested in here is the effectiveness of a ‘wall of wires’ as a short circuit.

Analytical techniques in early works are primarily based on variational methods [54, 48, 45]. These approaches, however, become impractical for more than a few posts or posts with irregular spacings and are limited in accuracy at high frequencies. Even later works focused primarily the study of three posts at most with emphasis on accuracy for post of relatively large diameter [43, 44, 3]. The emphasis on a limited number of larger posts is the opposite of what we require here where we will tend to use wires of small diameter and of greater number (and density). It is also evident that larger posts require more complex formulations and numerical treatments than is desirable for our situation\(^1\). Image theory or grating formulations as in [29] or especially [46] would seem to be appropriate for this problem but appear to be excessively complex and have limited potential for combination with other structures. The approach developed here will therefore be in spirit of the approach given in [43] which offers a good balance of simplicity and flexibility. In addition,

\(^1\)Unless one already has a numerical code to treat the problem at hand, it is always desirable to use the simplest formulations which can produce results of sufficient accuracy and therefore can be quickly implemented. Another consideration is whether the resulting numerical model can be efficiently evaluated which usually, but not always, favors the simpler formulations.
the method will be even further simplified for wires of small diameter.

4.3.1 Reflection Coefficient Formula Derived from the Reciprocity Theorem

Consider a grid of wires appearing in the cross section of a rectangular waveguide as illustrated in Figure 4.10. Let us assume that the diameters of the wires are sufficiently small to allow us to represent the current on the wire as an infinitesimal filament located at the center of the wire, i.e.,

$$\vec{J} = \hat{z}I_j \delta(z - x_j) \delta(y - y_j)$$

(4.50)

Furthermore, the waveguide dimensions are deemed to be such that all modes but the dominant one are cut-off. The current on the wires is also assumed to be excited by the dominant mode field which has no $z$ variation. This fact justifies our assumption that the current also has no $z$ variation. For multilayered structures this assumption would no longer be valid and the formulation must be made more general, however, it is sufficient here since the present need for this effort is restricted to stripline in support of Chapter VI.
We can derive a reflection coefficient representing the scattering of the dominant mode by an application of the Reciprocity Theorem [33] in the form

\[
\iint \left[ \mathbf{E}_a \times \mathbf{H}_b - \mathbf{E}_b \times \mathbf{H}_a \right] \cdot \mathbf{n} \, dS = \iint \iint \left[ \mathbf{E}_b \cdot \mathbf{J}_a - \mathbf{E}_a \cdot \mathbf{J}_b \right] \, dV.
\]  
(4.51)

The locations of the surfaces defining the volume of integration are coincident with the side walls of the waveguide and two transverse planes on either side of the grid of wires. The transverse planes are assumed to be far enough away from the grid wires so that only the dominant plane has significant field strength. Now let the \( \mathbf{E}_a \) and \( \mathbf{H}_a \) fields represent the normalized fields of the dominant mode, incident from along the \(-y\) axis, having no source terms within the volume of integration, i.e., \( \mathbf{J}_a = 0 \). Then these fields are given by

\[
\mathbf{E}_a = \mathbf{E}_{10} = \hat{z} \sin(k_m x) e^{-j k_y y}
\]  
(4.52)

\[
\mathbf{H}_a = \mathbf{H}_{10} = -\hat{z} \frac{k_y}{\omega \mu} \sin(k_m x) e^{-j k_y y}
\]  
(4.53)

where \( k_m = m \pi / a, \) \( m = 1 \) for the dominant mode and \( k_y = \sqrt{k^2 - k_m^2} \). The \( \mathbf{E}_b \) and \( \mathbf{H}_b \) fields will be produced by the currents on the wires and radiate in both the \(+\hat{y}\) and \(-\hat{y}\) directions. If the currents on the wires, \( I_j \), are those which are excited by the above incident field, then we can write

\[
\mathbf{E}_b = \Gamma \mathbf{E}_{10} = \hat{z} \Gamma \sin(k_m x) e^{\pm j k_y y}
\]  
(4.54)

\[
\mathbf{H}_b = \Gamma \mathbf{H}_{10} = \pm \hat{z} \Gamma \frac{k_y}{\omega \mu} \sin(k_m x) e^{\pm j k_y y}
\]  
(4.55)

where the top sign is for \( y < y' \) and the bottom sign for \( y > y' \). Equation (4.51) now reduces to

\[
\Gamma = -\frac{\iint \mathbf{E}_{10} \cdot \mathbf{J} \, dV}{2 \iint \mathbf{E}_{10} \times \mathbf{H}_{10} \cdot \hat{y} \, dx \, dz}
\]  
(4.56)

Note that to obtain this result, the surface integrations over the walls of the waveguide were found to be zero, since the tangential \( \mathbf{E} \) fields are zero there for perfectly conducting
walls and also the surface integral over the waveguide cross section on the $+y$ side of the wires evaluates to zero. The remaining integrations are readily performed to give

$$\Gamma = -\frac{2\pi f \mu_0}{a \sqrt{k^2 - (\pi/a)^2}} \sum_j I_j \sin(\pi x_j/a)$$  (4.57)

We thus need only determine the unknown currents from which the reflection coefficient is produced by this simple summation.

4.3.2 Method of Moments Formulation

In the previous section, the assumption of constant current on the $z$ dimension has already been stated. In the parlance of the Method of Moments this is a 'pulse' basis function which in effect has reduced the problem from three dimensions to two. For small diameter wires as treated here, the problem can be further reduced to one dimension, if the grid of wires are all contained in a transverse plane, however, this produces no significant advantage.

Since we have previously found the dyadic Green's functions for homogeneously filled rectangular waveguide (section 2.4), we can use Equation (1.33) to derive the electric fields in the waveguide. With the current as stated by Equation (4.50), the $z$ component of the $E$ field produced by the $j^{th}$ current filament is given by:

$$E_z = -\frac{\omega \mu_0}{a} I_j \sum_{m=1}^{\infty} \frac{1}{k_y} \sin(k_m x) \sin(k_m x_j) e^{-j k_y |y-y_j|}$$  (4.58)

It remains then, to find the set of $I_j$'s which produce a total electric field that satisfies the boundary conditions on the wires, specifically $E_z + \hat{z} \cdot \mathbf{E}_{10} = 0$. The simplest way to enforce this condition is to use point matching on the surface of the wires which is to use a delta weight function. Although found to produce identical results, a two point matching scheme was used to provide symmetry balance in which the field is taken as the average
over two points of the wire surface. The resulting expression for the field is

$$E_{zi} = -\frac{\omega \mu_0}{a} I_j \sum_{m=1}^{\infty} \frac{1}{k_y} \sin[k_m(x_i \pm r_i)] \sin(k_m x_j) e^{-j k_y[y_i - y_j]} \quad (4.59)$$

where \(i\) is an index indicating the field evaluation points and \(r_i\) is the radius of the \(i^{th}\) wire. The \(\pm r_i\) notation is taken to imply the averaging of the field contributions at these points. The combined field expression can be written in matrix form as

$$[Z_{ij}] [I_j] = [-E_{10,i}] \quad (4.60)$$

which is solved by matrix inversion for the unknown currents.

### 4.3.3 Validation

In order to investigate the validity of this formulation we first compare to the data of Marcuvitz [48] for single posts. The accuracy of this data is well established for diameter to waveguide width ratios \((d/a)\) of up to 0.25. The equivalent circuit for the single post is as shown in Figure 4.11. From this equivalent circuit we can convert the values given

![Figure 4.11: Equivalent circuit for single post in rectangular waveguide.](image)

by the formula in [48] to a reflection coefficient which can be compared to the results of Equation (4.57). Since our formulation is a simplified version of the method found in [43],
Figure 4.12: Magnitude and phase of reflection coefficient for a single conducting post in rectangular waveguide. Point match Method of Moments (MoM) results compared to the data of Marcuvitz [48] ($\lambda/a = 1.4$).

we would not expect the range of its accuracy to extend as far; thus, we will limit the range of our discussion to $d/a < 0.1$. Moreover, we are specifically interested in thin wires with diameters ($d$) much smaller $0.1a$, on the order of $0.02a$, the approximate value to be used later in Chapter VI. The results over this range is given in Figure 4.12 which shows the magnitude and phase of the reflection coefficient of a single post in rectangular waveguide as compared to Marcuvitz's data. As can be seen, the comparison is excellent with a maximum phase error of less than four degrees for the largest wire diameter. Thus, we have a first indication of the accuracy of the method.

Before proceeding to further results, it is instructive to further examine the single post case. The behavior of the element values of the equivalent circuit follow the curves illustrated in Figure 4.13. By evaluating the input impedance for one of the ports with the second port matched and plotting it on the Smith Chart as in Figure 4.14, we see that the input impedance progresses from inductive to capacitive as the diameter is increased.

We also note that the single post makes a surprisingly good short circuit at a diameter as
Figure 4.13: Behavior of element values for the equivalent circuit given by Marcuvitz [48] ($\lambda/a = 1.4$).

small as $d/a = 0.15$, the diameter at the 180° phase shift point.

Not surprisingly, as more pins are added the wires form an even better short circuit producing ever higher shunt susceptance values. For example, Figure 4.15 shows how the shunt susceptance value increases rapidly as the number of equally spaced wires is increased. In this case we have lumped the reactive behavior of the grid into a single shunt element on the transmission line, i.e., replace the series capacitors of the equivalent circuit of Figure 4.11 with shorts and the shunt inductor with a general reactive element. (Note also that all wires in this investigation will be located in the same transverse plane of the waveguide which is the reference plane for the equivalent circuits.) It is interesting to observe that the normalized pin diameter ($d/a$), where the susceptance crosses over from inductive to capacitive, depends on the number of wires and generally moves toward smaller post diameters as the number of posts increases. This suggests that for a given
Figure 4.14: Input impedance as a function of post diameter with a matched load port. Post diameter increases in the counter-clockwise direction from $d/a = 0.005$ to $d/a = 0.25$ in 0.005 steps, demonstrating the transition of the input impedance from inductive to capacitive.
Figure 4.15: Shunt susceptance behavior for up to seven wires placed evenly spaced across waveguide cross section.

number of wires equally spaced across the guide, there is an optimum post diameter which most nearly produces an effective short circuit. Similarly, it implies that additional posts do not necessarily improve the capability to simulate a true short circuit at the reference plane.

With these large shunt susceptance values, the real part of the input impedance becomes negligible so that the network can be treated as a one port terminated with this reactive element. As such, the one port can also be modelled as a true short circuit located at a distance from the reference plane determined by the calculated value of susceptance and the transmission line equation:

$$ B = \cot(\beta l) $$

(4.61)

where $B$ is the susceptance, $l$ is the distance from a true short to the reference plane and $\beta = 2\pi/\lambda_g$, with $\lambda_g$ the guided mode wavelength. The argument $\beta l$ is the phase angle of the reflection coefficient for the line. The accuracy with which we can determine this angle
is a measure of how well the grid of wires is treated by the simplified model, thus becoming
the focus of the experimental results and comparisons to follow.

To further confirm the accuracy of this method, measurements were made with an
HP8510 Network Analyzer on various combinations of wires in X-band waveguide (0.4 x 0.9
inches) at 12 GHz. A series of seven equally spaced holes where drilled in a line on the
broad wall, transverse to the axis of a section of waveguide. The holes themselves were
small enough in diameter and sufficiently spaced so that they did not significantly perturb
the propagation of the fundamental mode, a fact verified by subsequent measurements.
The reference plane was established and the fixturing de-embedded by performing a one-
port calibration with two short circuited waveguide sections of different lengths and a
precision waveguide load. To make the measurements, different patterns of wires were
inserted through selected holes and the reflection coefficients recorded. The patterns used
will be denoted by a series of ones and zeroes, for example the case of the single centered
post would be designated by the pattern '0001000'.

The results of one set of measurements are shown in Figure 4.16. In this and the fol-
lowing charts, data marks correspond to the three wire diameters used (d = .025, .033, .039
in.), the filled-in marks representing the corresponding measured points. As can be seen
by drawing a line from the center of the chart through the various points, the accuracy
of the predicted phase angle is quite good. Similar results are found for wires in pairs as
shown in Figure 4.17.

Figure 4.18 is an experimental demonstration of the case discussed above where the
number of pins is progressively increased. This is perhaps the worst case where errors in
phase angle are on the order of five degrees for some points. Some of these errors are
attributable to experimental error due to variables such as mis-alignment in the transverse
plane and tilting of the wires in the holes, which necessarily must be larger to accommodate
Figure 4.16: Reflection coefficient measurements for a single post at various offsets from the centerline compared to predictions from the simplified model. Wire diameters ($d = .025, .033, .039$ in.) increase in the counter-clockwise direction.
Figure 4.17: Reflection coefficient measurements for pairs of wires at various offsets from the centerline compared to predicted values. Wire diameters (d = .025, .033, .039 in.) increase in the counter-clockwise direction.
Figure 4.18: Measured reflection coefficients for centered wire grids of equal spacing and increasing number. Wire diameters ($d = .025, .033, .039$ in.) increase in the counter-clockwise direction.
different diameters. Nevertheless, the overall results suggest that the method is capable of predicting the phase to within a few degrees.

The final plot, Figure 4.19, is an illustration of a case very similar to one which will be encountered later. In this instance, an evenly spaced row of wires were installed across the waveguide cross-section, however, one pin was removed at various locations in the sequence. As will be seen in Chapter VI, this type of approach is used to allow a strip to pass through the pin curtain. The ability to predict the reflection coefficient for this case

Figure 4.19: Measured and predicted reflection coefficients for wire grids with a single pin missing in the sequence. Wire diameters \(d = .025, .033, .039\) in. increase in the counter-clockwise direction.
is very important for certain situations as will be seen. Although the comparison for this case looks reasonable, it is pushing the limits of the experimental errors involved with the fixture. However, a consideration of the previous results leads to the conclusion that the results are reliable.

4.4 Summary and Conclusions

In summary, we have seen how problems with uniformity in one dimension can be analyzed with a high degree of accuracy. The uniformity allows the structure to be represented by a single modal series which can be numerically evaluated efficiently.

The use of impedance boundary conditions and a LSE and LSM expansion of the fields greatly simplifies the modelling of multilayer substrates and superstrates. This particularly facilitates the computation of fields throughout the structure since most of the evaluation can be done analytically. Application to shielded strip and slot geometries yields both reliable quantitative information as well as visual representations of the fields providing insight into the behavior of the structure.

A simple model for scattering from wires in rectangular waveguide has also been developed. The simplicity of the model is in contrast to methods discussed in the literature which are oriented towards fewer posts with relatively large diameters. The present method, however, emphasizes posts of greater number and smaller diameter. Experimental results were obtained to verify the modelling ability of the technique. The need for this model in the context of the present work appears in Chapter VI.
CHAPTER V

COUPLING THROUGH STRIP-FED SLOTS

A class of structures which couple from one guiding structure to another through an aperture is important in microwave circuits, aside from the radiating slot. In fact, for antennas, the coupling of waveguide to waveguide through a narrow slot in a common wall has been used for many years in the design of corporate feed networks for slotted waveguide arrays. As discussed in Chapter I, the case of coupling between shielded strips in a similar manner is becoming equally important in current and future systems, including similar feed networks. In this chapter, the analysis of these types of couplers will be presented along with experimental verification of the numerical results to demonstrate the applicability of these techniques to microwave and millimeter wave devices.

5.1 Network Analysis

The basic structure of the coupler to be discussed is as shown in Figure 5.1. Variations on this geometry include cases with microstrip lines on the same side of the slot; multi-layered substrates/superstrates; reverse couplers where the lines exit on the same wall; additional parallel slots and lines; and 3- and 4-port networks, among others, but all can be analyzed using the same approach.

Integral equations have been formulated for this problem in Chapter I and are solved as outlined in Chapter III for currents on the slot and strips. Therefore, in this chapter
Figure 5.1: Geometry of basic coupler.

we need only discuss the interpretation of these currents in order to extract the network parameters which characterize the coupler's behavior.

Solutions for the currents are found with even and odd gap generator excitations at the line ends. These are sufficient to characterize the two-port problem since all excitations can be decomposed into even and odd components. The approach can be generalized using $N$-port network analysis [14, pp. 157-158] but this aspect is beyond the focus of this work.

From the even and odd currents on the microstrip lines, even and odd impedances are found by measuring the relative distance ($d$) from a standing wave maximum to the location of the slot as illustrated in Figure 5.2. We can also estimate the guided wavelength for the even and odd modes from the standing wave patterns by measuring the spacings between minima or maxima. If the materials are lossless, as we typically can assume for most microwave circuit applications\(^1\), the expression for the reflection coefficient referenced

\(^{1}\text{For slightly lossy structures, the estimation of the attenuation constant can be easily determined from the ratios of successive current maxima or minima. For larger losses the situation is more complex, since not only the envelope of the standing wave current but also the spacing between maxima and minima vary along the line [27, sec. 5.4]. In this case one must resort to a parameter estimation scheme to find the}
Figure 5.2: Measurement of location of current peak relative to the slot for standing wave calculation.

to the slot reduces to

$$\Gamma = -e^{j\pi d/\lambda}$$  \hspace{1cm} (5.1)

which produces an impedance according to

$$Z = \frac{1 + \Gamma}{1 - \Gamma}$$  \hspace{1cm} (5.2)

The even and odd impedances are then combined to form the Z-parameters which, in the symmetric case studied here, are given by the simple expressions:

$$Z_{11} = \frac{Z_o + Z_e}{2} = Z_{22}$$  \hspace{1cm} (5.3)

$$Z_{21} = \frac{Z_o - Z_e}{2} = Z_{12}$$  \hspace{1cm} (5.4)

Finally, the even and odd impedances may be combined to produce S-parameters through the transformations:

$$S_{11} = \frac{Z_{11}^2 - Z_{21}^2 - 1}{Z_{11}^2 + 2Z_{11}Z_{21} - Z_{21}^2 + 1} = S_{22}$$  \hspace{1cm} (5.5)

$$S_{21} = \frac{2Z_{21}}{Z_{11}^2 + 2Z_{11}Z_{21} - Z_{21}^2 + 1} = S_{12}$$  \hspace{1cm} (5.6)

optimum fit to the current with the attenuation and propagation constants as parameters.
which are used to characterize the coupling behavior.

Before proceeding, the limitations of this technique should be noted. Transmission line analysis of the current in this way assumes that there is only one propagating mode on the line at some distance from the discontinuities. For the shielded structures treated here, this requires that the cross-sectional dimensions of the feeding microstrip lines be such that all higher-order modes are cut-off or, looked at another way, a given cross-section restricts the maximum frequency for which circuit parameters can be reliably produced with this technique. Also, in order to estimate the phase constant, the line must have a minimum length, typically on the order of the wavelength. Moreover, for good numerical stability of the results over a wide range of parameters, it has been found useful to average a number of estimates on a line approximately three wavelength long, discarding the maximum and minimum values. This restriction demands more unknowns and hence greater computation time, however, the results are quite reliable. The alternative method based on the Reciprocity Theorem developed in Chapter VI, overcomes these limitations at the expense of a more complex formulation.

5.2 Fixture Design

To verify the results, we have designed and constructed the fixture shown in Figure 5.3. Sample substrates with various line and slot dimensions are installed in the fixture in different combinations to allow frequency response measurements. A number of circuit boards were made: One set of boards was double-sided with a microstrip line etched to a certain length relative to a slot etched in the ground plane on the opposite side. The second set was one-sided boards designed to be held against the boards of the first set by the fixture, with microstrip lines of corresponding lengths. The lines are excited by Eisenhart connectors which provide a reasonable match over a broad frequency range, even when the contrast in \( \varepsilon_r \) is high (\( \varepsilon_r = 1 \) for the connector, \( \varepsilon_r = 10.6 \) for the substrates). In our case
cavity length was fixed at 2.0 inches for the measurements and varied for the numerical results to allow an approximately constant $3\lambda$ feed-line length. This dimension does not affect the results since for all frequencies considered here, the cavity is below the cutoff frequency of the higher order microstrip modes and the reference plane was fixed at the location of the slot.

To illustrate the behavior of the coupler, we first examine the influence of various parameters at fixed operating frequencies. The effect of the line stub length ($l$) is shown in Figure 5.4. It can be seen that the stub is initially too long for an ideal match at this frequency. However, as the stub is progressively shortened, a certain length "matches" the two port coupler and with further shortening the match gets progressively worse. We can interpret this effect by examining the equivalent circuit shown in Figure 5.5. Variation of the stub length has the effect of changing the position of the current maxima (virtual shorts) and minima (virtual opens) on the lines relative to the slot, thus varying the degree of coupling through the slot represented by the coupling transformers. Consequently, the
peak coupling occurs when line stub length places a current maximum below the slot or lengths in odd multiples of \( \lambda/4 \). The opposite effect occurs when the line stub is approximately in multiples of \( \lambda/2 \) in length so that there is a virtual open circuit beneath the slot, in which case there would be very little coupling between the line and slot.

A similar effect is observed for variations in slot length \( (L_s) \) as illustrated in Figure 5.6. Again using the transmission line analogy, one can interpret this effect by transforming the impedances at the ends of the slot to the center. These end impedances are nearly short circuits, the difference being due to fringing fields which extend beyond the ends of the slot line, fully accounted for by the full-wave analysis. At the matching length, the resulting transformed reactances at the center cancel the reactance associated with the junction, thereby matching the two ports. As the slot becomes very short, the field in the slot is effectively "short circuited"; thus, coupling is reduced. \( S_{21} \) then tends to zero while \( S_{11} \) approaches unity (since the structure is closed and assumed lossless). All of these effects would be expected to repeat as the slot length increases in multiples of \( \lambda \), however, for the case studied here, the maximum slot length is limited by the dimensions of the shielding
Figure 5.6: Effect of the slot length on $S_{21}$ and $S_{11}$ magnitudes ($s = 0, l = 0.049$ inches and $f = 18.0$ GHz).

package which have been chosen to allow propagation of only the dominant microstrip mode.

To generate a frequency response, the programs are run at each frequency of interest and the slot and line lengths are varied to form a parametric database. The database is then scanned and interpolated to assemble frequency response plots as functions of the geometric parameters. Measurement of one of the assemblies is shown in Figure 5.7 in comparison to corresponding numerical results for a stub length of $l = 0.115$ inches. The position of the high frequency corner of the response was found to be very sensitive to the length of the line stub. As discussed above, this corner is controlled by the length at which the stub is approximately $\lambda/2$. Since the effective dielectric constant for the microstrip is approximately $\varepsilon_{r,\text{eff}} = 7.8$ at 17.0 GHz, a null is predicted in the coupler response for that neighborhood, in good agreement with the results shown. The error bar on the high end indicates the sensitivity of the high frequency corner to a $\pm 5$ mil error in line stub length which is well within the expected tolerance errors for positioning the stubs relative
Figure 5.7: Comparison of theory and experiment for $S_{21}$ magnitudes with $s = 0.1$ in., $L_s = 0.250$ inches. The error bar indicates the influence on the high frequency corner of a ±.005 inch change in stub length.

to the slot. In view of the above, we conclude that the theoretical results are in excellent agreement with the experimental data. In fact, we were able to move the upper board slightly toward the slot to extend the stub length somewhat, shifting the high corner to a lower frequency as expected. However, this also created problems with the match at the Eisenhart microstrip launchers so these results are not shown.

The 'sidelobe' which can be seen at the high frequency end, is also attributed to tolerance errors for the line stub lengths. A difference in lengths would produce multiple nulls in the response at the high end resulting in undesirable sidelobes in between. Because of the high sensitivity to line length, owing in part to the high dielectric constant, the amplitude and span of the sidelobe is a strong function of the relative line stub lengths, a fact which can be observed when the boards are slightly shifted as described above. The sidelobes do not appear in the theoretical result since a difference in stub lengths between the upper and lower lines introduces an asymmetry which has not been included in the
current numerical model and contradicts some of the assumptions stated for the network analysis. A more general model can be produced by extending the network analysis to the non-symmetric case.

The ripple in all the measurements can be shown to result from mismatch at the microstrip launchers. The measurements are particularly sensitive to this connection because of the high dielectric constant of the substrate. Ripple occurs to various degrees throughout the measurements and is also influenced by small air gaps between the connector assembly, fixture and substrates. It could be removed by more sophisticated de-embedding techniques, however, this requires additional fixtures. Nevertheless, the ripple shown in the results presented here is not substantial and does not significantly interfere with the fundamental behavior of the devices. Also, the broadening of the low frequency response is typical in the measurements. We were not able to identify a direct cause for this effect, however, we suspect that it is related to the fixture/connector interface, since we have not de-embedded these transitions. We also postulated that some of the anomalies might be caused by the side-wall grooves in the fixture which hold the double-sided board in place. This possibility was eliminated, however, by installing movable side-wall shorts which are visible in Figure 5.3.

The remaining discrepancy is perhaps a slight additional loss found in some of the measured results. To de-embed the losses for the structure, a through line was measured and the remaining measurements were post-processed to compensate for conductor and dielectric losses on the microstrip lines. This process does not correct for losses associated with the slot including both conductor and dielectric losses, additional losses on the cavity walls, and losses due to the added line lengths. The remaining differences are attributed to these factors together with measurement errors and are judged to be within acceptable limits.
Measurements on a different line stub length are shown in Figure 5.8 again showing

![Graph](image)

Figure 5.8: Comparison of experiment and theory for $S_{21}$ magnitudes with $s = 0, l = 0.080$ in., $L_s = 0.250$ inches, illustrating the control of the high frequency corner with the line stub length by comparison to Figure 5.7.

...good agreement with the theoretical results. In this case, the shortening of the stub length has moved the high frequency corner out of the range of the measurements. What is interesting to note about this case is that the low frequency corner of the response is quite insensitive to this change in stub length. Also of particular interest is the wide bandwidth of this transition.

Figure 5.9 illustrates the effect of shortening the slot length. One consequence is reduced coupling in the passband which was also demonstrated in Figure 5.6. We also see in this result, some movement of the high frequency null due to a shortening of the line stub length.

The final plots, Figures 5.10 and 5.11, show the influence of the line separation parameter ($s$) on the frequency response. These figures are to be compared to Figures 5.7 and 5.8, respectively, and in general show a narrowing of the frequency passband as $s$
Figure 5.9: Experiment and theory for $S_{21}$ magnitudes with $s = 0, l = 0.110$ in., $L_s = 0.153$ inches, showing the effect of shortening the slot length.

Figure 5.10: Comparison showing the effect of line separation with $l = 0.115$ in., $L_s = 0.250$ in. and $s = 0.125$ inches.
Figure 5.11: The effect of line separation with shorter line stub length; \( l = 0.080 \) in., \( L_s = 0.250 \) in. and \( s = 0.125 \) inches.

is increased. This is to be expected, since we have now introduced an additional length parameter which can influence the response through its relationship to wavelength. Here again, the numerical model is judged to have correctly predicted the coupler behavior after the experimental artifacts are considered.

5.4 Summary

The frequency response plots shown demonstrate the utility of the structure as an interconnect. With proper selection of the geometric parameters such as line and slot widths, lengths, line separation, substrate heights and materials, the frequency response can be tailored to give the required center frequency, bandwidth, shape, etc. As has been shown, very wide bandwidths can be achieved which makes the structure very versatile. Avoidance of via-hole transitions and their inherent limitations by the use of planar structures to form vertical interconnects, together with the ability of the model to accurately predict the coupler behavior as demonstrated by experimental results, are especially important.
considerations for design of monolithic circuits. In addition, although the approach dis-
cussed here uses certain simplifying assumptions about the symmetry of the structures,
the technique can be readily adapted to the general case.
CHAPTER VI

ANALYSIS OF STRIP-FED RADIATING SLOTS

Arrays of slots have been widely used in antenna design for nearly fifty years. The most common approach has been to cut slots in the walls of rectangular waveguide forming a linear array. An arrangement of linear arrays, fed by additional slotted waveguides, has frequently been used for two-dimensional arrays. The design and analysis of these approaches has proceeded over many years to the point where accurate numerical techniques are now available so that costly, time-consuming empirical techniques can be bypassed [23, 61].

More recently, complex systems have imposed new antenna requirements with demands for compact conformability, reduced weight, and higher order antenna functions such as electronic beam steering, polarization control and power generation. A suitable approach employing stripline-fed series slots isolated from higher order modes by shorting pins, has been analyzed by Shavit and Elliott [67]. Their approach, together with an alternative coupler feed arrangement, is illustrated in Figure 6.1. The isolation of the slots by the cavity walls, in addition to simplifying the design, has been shown to provide significant advantages for phase steerable antennas [47]. Other variations on this approach may be adapted to fit system requirements including the incorporation of active elements and vertical integration of more complex circuits on multi-layered substrates.

As indicated in earlier chapters, we extend the analysis to include strips on multi-layered substrates and superstrates, as well as to include the effect of a dielectric cover on
Figure 6.1: Strip-fed cavity-backed slots with coupler-fed and series-fed corporate feed arrangements.
the slots. As will be seen the present formulation substantially improves accuracy, to the point where one could expect to perform the design without empirical methods.

6.1 Equivalent Slot Impedance

In order to produce a slot whose resonant length is less than the width of the cavity, the cavity dimensions must be such that the first higher order mode in the cavity cross-section – the TE_{10} mode – is not cut-off. In this case, since more than one mode can propagate on the microstrip line, the method used to extract circuit parameters in Chapter V cannot be used. In addition, these cavities are typically on the order of one-half wavelength in length so that the lines would probably not be long enough to get reliable circuit parameters using the Standing Wave Method. The scattering parameters for the slot can, however, be derived through application of the Reciprocity Theorem [33] to the cases illustrated in Figure 6.2, resulting in

![Diagram](image)

Figure 6.2: Two cases for application of the Reciprocity Theorem.
\[ \iint_{\text{waveguide}} \left[ \mathbf{E}_{TEM} \times \mathbf{H}_K - \mathbf{E}_K \times \mathbf{H}_{TEM} \right] dS = \iint_{\text{slot}} \mathbf{H}_{TEM} \cdot \mathbf{K} dS \]  

(6.1)

where we have assumed the incident wave is the dominant TEM-like mode on the microstrip line. The pins forming the walls of the cavity are sufficiently spaced at the microstrip line so that they do not disturb the dominant mode fields. In this manner, the dominant microstrip mode can pass through the wall unperturbed, while the higher order modes are reflected by effectively, a perfectly conducting wall. The fields for the reflected mode, external to the cavity are then given by

\[ \mathbf{E}_K = -\Gamma (\mathbf{E}_{TEM} - \mathbf{i} \cdot \mathbf{E}_{TEM}) e^{j\theta t} \]  

(6.2)

\[ \mathbf{H}_K = -\Gamma (\mathbf{H}_{TEM} - \mathbf{i} \cdot \mathbf{H}_{TEM}) e^{j\theta t} \]  

(6.3)

where \( \mathbf{e} \) and \( \mathbf{h} \) are the field components transverse to the propagation direction, \( \mathbf{i} \).

Rearranging Equation (6.1) we find the reflection coefficient to be

\[ \Gamma = -\frac{1}{2} \frac{\iint_{\text{slot}} \mathbf{H}_{TEM} \cdot \mathbf{K} dS}{\iint_{\text{waveguide}} (\mathbf{E}_{TEM} \times \mathbf{H}_{TEM}) \cdot (-\mathbf{i}) dS} \]  

(6.4)

This is the central equation needed to produce the equivalent impedance of the slot from which the equivalent scattering parameters can be derived. In order to evaluate this expression, we note that field components from the solutions to the two problems illustrated in Figure 6.2 are required. The first case – which will be referred to as ‘the waveguide problem’ – is a shielded microstrip line with layers matching the cavity structure, and provides the transverse components of the field on the entire cross-section. From these we can calculate the reaction integral in the denominator of Equation (6.4) which, for the lossless case, is twice the characteristic impedance of the line. Additionally, we will have the \( \mathbf{H}_{TEM} \) term in the numerator at the location of the slot which is used as the excitation for the second case; ‘the cavity problem’. In this case we need to find \( \mathbf{K} \), a conductor-backed, equivalent magnetic current, which replaces the tangential electric field in the slot through the Equivalence Principle [33].
With assumptions on the symmetry of the field in the slot as in [67], the cavity-backed slot can be treated as a two-port series impedance element. Once $\Gamma$ is known, we can determine the equivalent slot impedance (normalized to the microstrip line impedance):

$$\tilde{Z}_s = \frac{2\Gamma}{1 - \Gamma}$$  \hspace{1cm} (6.5)

from which the equivalent circuit scattering parameters can be derived by standard network theory. The integral equation formulations for these problems and the solutions for the currents by means of the method of moments has been described in the previous chapters. We therefore can proceed to the verification of the theory and numerical model by presenting the experimental results.

6.2 Numerical Results and Measurements

The solutions for the waveguide problem are obtained as outlined in Chapter IV. The cavity problem is solved using conventional Method of Moments techniques, as outlined in Chapter III with the $\mathbf{H}_{TEM}$ field from the waveguide problem as the incident field on the slot. Both the strip and the slot are assumed to be sufficiently narrow so that the transverse components of current can be neglected. The longitudinal components on the strip are expanded in terms of piecewise sinusoidal basis functions with the Maxwellian transverse distribution as used for the waveguide problem. Galerkin's method is used to enforce the boundary conditions on the strip. For the slot, we have investigated the use of both the Maxwellian and uniform (rooftop) transverse dependence, using Galerkin's method for the rooftop functions and point matching for the Maxwellian case. In the latter case, point matching is required due to numerical considerations in the evaluation of the Sommerfeld integrals for the half-space. This requires additional computation since the matrix loses its symmetry. We would expect the Maxwellian results for narrow slots to be more accurate since the edge conditions are satisfied, however, in the end the differences
Figure 6.4: Resonant length as a function of slot offset compared to measurements [67].

leads to certain assumptions about the enforcement of the boundary conditions on the strip, whereas we have used the exact expressions and enforced the boundary condition explicitly. The number of modes used in the summations (convergence) can also be an important factor. High mode numbers are needed, especially since the critical field behavior occurs in the region where the strip and slot are most closely spaced.

Since making accurate measurements for these types of slots is quite difficult and considering that these measurements were made almost a decade ago, we have performed extensive measurements on a new set of slots, with and without dielectric covers. In the process, we have uncovered new factors not previously recognized which can significantly influence the results. Individual test pieces for several combinations of slot lengths and offsets have been built. The pieces were constructed using two copper-clad dielectric boards (31 mil thick 2 inch square Duroid 5880 $\varepsilon_r = 2.2$ with 0.7 mil thick copper-cladding). The
Figure 6.5: Photograph of slot assembly pieces in various stages of fabrication.
and an estimate of potential systematic calibration error due to variation in the substrates. By comparing the measured resistance values with the corresponding points predicted by the numerical model, it can be seen that virtually all predicted resistance values are low. Furthermore, it should be noted that the error bars are conservative, since they do not account for slot and dielectric cover losses which cannot be calibrated out, or variations in fabrication such as dimension changes. Also, the plotted offsets have been artificially staggered ±1 mil for clarity and do not indicate an error estimate. Fabrication variations are blamed for points which deviate from the trend of the data, for example in this Figure, the case where $s = 0.075$ and $L_5 = 0.305$ inches is particularly suspect.

Figure 6.7 displays the predicted resonant lengths for the same frequency range. Here the crosses indicate the physical parameters for the measured slots. One can then estimate the error in either resonant length or frequency by correlating the measured resonant frequencies listed in the table with the curves. A comparison of the resonant lengths shows that the predicted lengths are all too long. (Equivalently, predicted resonant frequencies for a given slot length are too high.)

These comparisons, together with other observations made in making the measurements and numerical parametric studies, led to the important realization that a compensation must be made for the aperture in the wall which allows the strip to pass through. In the past it has been assumed that if the pins are sufficiently far from the strip, the dominant mode can pass through the wall unperturbed. At the same time, it has been assumed that if the pin spacing is sufficiently dense, the higher order modes - particularly the $TE_{10}$ mode - will effectively encounter a perfectly conducting wall allowing us to use the closed cavity Green's function to model the walls. Although the first assumption is valid, the second may not be and is of crucial importance because the behavior of the slot is strongly influenced by the $TE_{10}$ mode, leading to the above discrepancies.
The sensitivity of the slot's behavior to the relative position of the walls parallel to the slot is demonstrated in Figure 6.8. We see that the resonant slot length for the uncovered case depends on the position of these walls on a nearly one-to-one basis. Thus, a 1% error in the position of the walls will produce approximately a 1% error in the resonant length. Assuming that our average fabrication tolerances are better than that, implying that we should emphasize the trend of the data, the discrepancy between theory and experiment can be traced to ignoring the apertures in the walls for the TE_{10} mode. (Note, however, that just the diameter of the wire used to construct the walls of the cavity – 10 mils – is on the order of 1.5% of the electrical length of the cavity.) It is observed that the covered case is less sensitive to this dimension because the magnitude of the slot field in the covered case is not as large, implying a smaller excitation of the TE_{10} mode relative to the other
Figure 6.9: Compensated peak normalized resistance as a function of slot offset compared to measurements for uncovered slots.

<table>
<thead>
<tr>
<th>Slot Offset (inches)</th>
<th>Slot Length (inches)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_s$(actual) = .305</td>
</tr>
<tr>
<td></td>
<td>$f_{\text{res}}$</td>
</tr>
<tr>
<td>s = .030</td>
<td>14.165</td>
</tr>
<tr>
<td>s = .045</td>
<td>14.145</td>
</tr>
<tr>
<td>s = .060</td>
<td>14.17</td>
</tr>
<tr>
<td>s = .075</td>
<td>14.045</td>
</tr>
</tbody>
</table>

Table 6.1: Measured resonant frequencies (GHz) and predicted resonant slot lengths for uncovered slots with compensated cavity length. (Deviation from actual slot length listed in parenthesis in percent.)
<table>
<thead>
<tr>
<th>Slot Offset (inches)</th>
<th>Slot Length (inches)</th>
<th>Slot Length (inches)</th>
<th>Slot Length (inches)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{res}$</td>
<td>$L_s$ (actual) = .305</td>
<td>$f_{res}$</td>
</tr>
<tr>
<td></td>
<td>$L_s$ (model)</td>
<td></td>
<td>$L_s$ (model)</td>
</tr>
<tr>
<td>s = .030</td>
<td>12.40</td>
<td>.3123 (+2.4%)</td>
<td>12.00</td>
</tr>
<tr>
<td>s = .045</td>
<td>12.35</td>
<td>.3125 (+2.4%)</td>
<td>12.03</td>
</tr>
<tr>
<td>s = .060</td>
<td>12.35</td>
<td>.3107 (+1.9%)</td>
<td>11.83</td>
</tr>
<tr>
<td>s = .075</td>
<td>12.35</td>
<td>.3092 (+1.4%)</td>
<td>11.81</td>
</tr>
</tbody>
</table>

Table 6.2: Measured resonant frequencies (GHz) and predicted resonant slot lengths for covered slots with compensated cavity length. (Deviation from the actual slot length listed in parenthesis in percent.)

to the slot. It should also be noted that because the resonant length of the slot is controlled by factors which do not scale identically with frequency, these errors do not indicate the expected error of predicted resonant frequencies. In fact, for the geometry studied here, the expected error in resonant frequency for a given slot length, is roughly half of the prediction error for resonant lengths. This feature can be deduced from Figure 6.7 for the uncovered slots, and similar parametric plots for the covered case, by calculating the slope of length over frequency. The case for resonant lengths has been shown in the tables, since these errors are more relevant to initial antenna designs.

Finally, we point out that the fixtures were built by varying the position of the strip to achieve different slot offsets while in the numerical model it is more efficient to vary the slot position relative to the strip. A comparison of numerical results for the actual dimensions has shown that the relative positions of the strip and slot in the cavity have some influence on the slot characteristics, however, the variations are within the bounds of the experiment, indicating the true accuracy of the approach is at least as good as suggested above. In fact,
length for the feed-through aperture. This can be found by extension of the 'waveguide problem' approach as described above with wires or apertures modelled in a manner similar to [43] or [3].

For the type of fabrication techniques described in this experiment, it was found that the numerical model produces accuracies on the order of that for the experiments. This suggests the method has sufficient accuracy to replace many of the empirical steps used in the design of antenna arrays, which can significantly reduce design and development costs.
CHAPTER VII

MODELLING OF THICK-SLOTS

It has been suggested that strip-fed radiating slots may play an important role in the recent trend towards more complex antenna systems. This is particularly true for monolithic phased array applications where active devices are integrated with the radiating elements for phase control and in some cases, to generate power. One of the practical difficulties which arises with the introduction of active devices is the dissipation of heat. One solution is to increase the thickness of the antenna face for use as a heat sink, which also adds the possibility of cooling channels. This has an influence on the electrical design, however, since the slots may no longer be considered infinitely thin as is commonly done. On the other hand, we can take advantage of the thickness to improve bandwidth, which has traditionally been a fundamental limitation of slot arrays. This possibility is the primary topic for this chapter.

While semi-empirical and approximate correction factors for finite thickness slots have been introduced and may be adequate and appropriate in some circumstances [39], it is desirable to develop exact methods to improve the accuracy and generality of numerical design tools. The full-wave integral equation technique which has been presented is also applicable to this class of antennas, allowing not only the analysis of thick slots [84, 85], but also slots which couple through a section of waveguide as shown in Figure 7.1. This latter case also provides the mechanism for improved performance. By adjusting the slots
Figure 7.2: Typical variation of impedance as a function of slot length for a conventional 'thin' slot with slot offset as a parameter.

Figure 7.3: Variation of impedance as a function of slot length with the difference in top and bottom slot lengths as a parameter.
Figure 7.5: Apparent bandwidth comparison for identical slots versus slots with different lengths based on an interpretation of the relationship of slot length to wavelength.

Apparent bandwidth is increased together with a change in resonant length, but the coupling resistance is simultaneously reduced. Since the resistance is normally a fixed value dictated by the feed design, we can compensate for this either by increasing the slot offset or adjusting the waveguide length as indicated by Figure 7.4. However, because apparent bandwidth reduces in a similar way with increased offset, it is difficult to judge whether any gains in bandwidth can be produced. To evaluate the improvement in bandwidth for the largest slot length difference of Figure 7.3, the offset was varied while the waveguide length was fixed at $L_W = 0.5$ inches. The normalized resistance curves were then re-normalized to the peak value to remove any remaining discrepancy ($R/Z_o = 0.294$ vs. $0.295$). Slot lengths were also normalized to the resonant lengths to remove variations. A suggestion of an increase in bandwidth is now obvious as illustrated in Figure 7.5.

The apparent bandwidth interpretations so far have been based on the slot length. As
7.2 Summary and Conclusions

In conclusion, the thick slot has been modelled by treating the slot apertures as separate slots coupled through a section of rectangular waveguide. It has been shown through a parametric study that, based on the theoretical model developed, the apparent bandwidth of the element can be enhanced by stagger-tuning the coupled slots. Although this part of the analysis has not been verified by experimental evidence, the concept is a simple extension of the models verified previously and the behavior of the structure follows intuitive expectations.

Within the limited range of parameter variations used here, apparent bandwidth increases of 50% are possible. The true bandwidth would depend on the external circuits actually used to feed and load the slot. It seems likely that with a more detailed study of the influence of various parameters on the impedance characteristics, even greater improvements in bandwidth could be obtained.
CHAPTER VIII

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

The class of structures treated in this work involves rectangularly shielded microstrip and slot lines. An integral equation formulation for the analysis of these structures in various combinations has been shown to provide accurate characterizations of a variety of elements. The capability to analyze multi-layered substrates and superstrates has been included through the use of impedance boundary conditions and provides an exact representation by modal analysis of the geometries involved.

Solutions to the integral equations require the specification of Green's functions for each case. A number of Green's functions of different types have been derived by a extending and generalizing a dyadic analysis technique to incorporate the impedance boundary conditions. This approach greatly simplifies the treatment of multilayered structures through the use of transmission line analysis. The impedance boundary conditions have thus been incorporated into the exact dyadic Green's functions making the analysis "full-wave", therefore all electromagnetic interactions are taken into account. For all structures treated, the derivation of the Green's functions reduces to a straightforward procedure producing all components of both the electric and magnetic field dyads in one exercise. Because of the normalization of the functions used for the expansions of the fields, the approach also produces the dual Green's functions by a simple change in notation, similar to the application
we first need only consider the boundary conditions in the region of the strip or slot. The remaining layers are represented by the impedance conditions, simplifying the numerical implementation. Once the propagation constant for a particular mode is known, the fields in the remaining layers, and hence the characteristic impedance of the line, can be found by a summation of modes with coefficients specified by analytically matching the modes across layer interfaces. The matching procedure results in simple expressions as a result of the use of the LSE and LSM modes. The fields throughout all layers can be efficiently found in the same manner, allowing a visual representation of the field structure which is useful for intuitive as well as quantitative information. Comparisons with available data were made to verify reliability. The presentation also serves as an illustration of the technique when applied to other structures such as cavities, parallel plate waveguides, or open structures.

We also developed a simple technique for the evaluation of scattering from vertical wires or pins in a rectangular waveguide. The method is a simplification of more complex routines discussed in the literature, allowable in our case since we are concerned with wires of small diameter. This work was needed in support of Chapter VI but also led to certain observations which have not been widely discussed. The validity of the results was verified by experimental results and published data. The specialization of this problem to homogeneously filled rectangular waveguides allows it to be treated as a two dimensional problem which precludes its use with multilayered structures; however, the extension to the three dimensions is not difficult.

8.1.2 Couplers

Chapter V contains a study of coupling from microstrip to microstrip through a narrow slot aperture. The unique feature of the treatment of this problem is the use of the Standing Wave method with even and odd excitation analysis to extract the circuit parameters. This
openings in the cavity wall which allow access for the strip cannot necessarily be ignored as has previously been assumed. A technique has been developed, supported by the models discussed in Chapter IV, which compensates for the effect of the opening. The resulting data shows excellent agreement with an extensive experiment.

8.1.4 Modelling of Thick Slots

The motivation for making a thick slot may be for structural purposes or to act as a heat sink for active devices. The original formulation in Chapter I outlines the modelling of thick slots by replacing them with a closed cavity and equivalent magnetic currents on the slots. Thus, the cavity dimensions do not have to correspond to the dimensions of the slot, allowing greater flexibility in applying the model to different applications.

In Chapter VII, we numerically investigate the behavior of a structure in which the strip-fed slot couples to the radiating slot through an intervening section of rectangular waveguide, dimensioned to allow the dominant waveguide mode to propagate. The most significant feature of this chapter is the study of the effect of allowing the strip-fed slot and radiating slot to have different lengths. This detunes the structure by stagger tuning each slot to a slightly different frequency, resulting in an apparent increase in bandwidth. In order to achieve a constant slot impedance, the strip offset and/or waveguide length must be adjusted simultaneously with the alteration of slot lengths to compensate for a change in resonant resistance. This is significant, since bandwidth is one of the primary limiting factors for these types of antenna elements.

Experimental verification of this result is left for later work. However, it is expected to be correct since it is a relatively straightforward extension of the remainder of the model which has been validated by experiment. The result is also appealing from our intuitive understanding of the slot behavior.
may significantly alter the field on the slot. The effect would be enhanced for a centered strip since, not only is the $\text{TE}_{10}$ mode more strongly excited at the slot, but also it is more strongly coupled to the feed-through aperture. Thus, the field on the slot may not be correctly determined under these conditions and will lead to incorrect slot impedance values. The rectification of the situation is, of course, to expand the model to include an explicit representation of the feed-through apertures, which would fully account for their influence.

Other limitations of the models are not unique to this particular approach and need not be discussed in detail. For example, all numerical models involve finite approximations to reality and therefore involve some errors in their representations. Nevertheless, full-wave integral equation techniques such as used here, have been proven to provide some of the most accurate and reliable models available for the simulation of a wide variety of problems.

8.3 Recommendation for Future Work

Several applications should be further investigated based on the formulations presented and form the basis for extensions to this work. The first instance would employ the transformations derived in Chapter III to study the case discussed in [62]. This case is of interest because the sensitivity of the impedance to the strip offset for the geometry of Chapter VI may place unduly stringent tolerance requirements on the fabrications process. The application of the full-wave techniques to this problem may make possible the elimination of the semi-empirical factors used in [62]. Since the feed-through apertures could be significantly offset from the cavity centerline, the apparent problem with their neglect in the present model may be avoided.

Another case to consider is the 'T-Bar' fed slot which has the geometry illustrated in Figure 8.1. The formulation for extracting the impedance of the equivalent impedance could follow the Reaction Method used in Chapter VI by applying the Reciprocity Theorem
Figure 8.2: Two cases for application of the Reciprocity Theorem for the T-bar fed case.

of the slot. The reflection coefficient on the line is now given by

\[ \Gamma_s = -\frac{1}{2} \frac{\int_{\text{slot}} \Pi_{\text{TEM}} \cdot K \, dS}{\int_{\text{waveguide}} (E_{\text{TEM}} \times \Pi_{\text{TEM}}) \cdot (-\hat{l}) \, dS} - \Gamma_L \]  

(8.5)

We now also need to know \( \Gamma_L \) from which we can find \( \Pi^a_{\text{TEM}} \) which we then use as an excitation for the cavity problem to find \( K \), as before. Accurately knowing all these terms, we should be able to produce the reflection coefficient for the slot from which the slot impedance and circuit parameters can be derived. One difficulty in this approach is forseen to be the determination of \( \Gamma_L \). This problem would be straightforward except for the fact that for the dimensions of the cavity, more than one mode can propagate on the line. To derive \( \Gamma_L \) for the dominant mode on such a line would require further development as discussed above. Also the question of the effect of the feed-through aperture needs to be resolved which by itself can be viewed as an extension of the treatment of wires in Chapter IV.
APPENDICES
APPENDIX A

Vector Wave Function Expansions and Relations

By convention, $\tilde{L}$, $\tilde{M}$ and $\tilde{N}$ are used throughout the text to denote the Vector Wave Functions (VWFs) defined by

\[ \tilde{L} = \nabla \Psi \]  \hspace{1cm} (A.1)

\[ \tilde{M} = \nabla \times \Psi \hat{z}_i = \frac{1}{\kappa} \nabla \times \tilde{N} \]  \hspace{1cm} (A.2)

\[ \tilde{N} = \frac{1}{\kappa} \nabla \times \nabla \times \Psi \hat{z}_i = \frac{1}{\kappa} \nabla \times \tilde{M} \]  \hspace{1cm} (A.3)

These form a complete set of solutions to the homogeneous wave equation $\nabla \times \nabla \times \tilde{F} - \kappa^2 \tilde{F} = 0$ when $\Psi$ is the scalar function solution to the equation $\nabla^2 \Psi + \kappa^2 \Psi = 0$. The particular solution for $\Psi$ is chosen to satisfy the boundary conditions of the problem. The $\hat{z}_i$ unit vector is called the 'piloting vector' which determines the forms of $\tilde{L}$, $\tilde{M}$ and $\tilde{N}$ and $\kappa$ is the separation constant $\kappa^2 = k_x^2 + k_y^2 + k_z^2$. In this appendix, the expansions of various vector wave functions (VWFs) used throughout the text are provided as a convenient reference. In addition, some identities used to reduce some of the derived expressions to simpler forms are provided.

By convention, $\tilde{L}$, $\tilde{M}$ and $\tilde{N}$ are assumed throughout to be formed from the generating function $\Psi = e^{-j(k_xx + k_yy + k_zz)}$ with $\hat{z}$ as the piloting vector unless indicated otherwise by additional subscripts, superscripts or in the text. A common superscript to be used will be a prime (') which will imply both that the $x, y$ and $z$ dependence will be $x', y'$ and $z'$ corre-
Rectangular Waveguide:

\[
\Psi_{ee}(k_x, k_y) = \cos k_x x \cos k_y y e^{-j k_z z} \quad (A.10)
\]

\[
\tilde{M}_{ee}(k_x, k_y) = \nabla \times \Psi_{ee}(k_x, k_y) \hat{z} \\
= \left[ -\hat{z} k_y \cos k_x x \sin k_y y + \hat{y} k_x \sin k_x x \cos k_y y \right] e^{-j k_z z} \quad (A.11)
\]

\[
\tilde{N}_{ee}(k_x, k_y) = \frac{1}{\kappa} \nabla \times \nabla \times \Psi_{ee}(k_x, k_y) \hat{z} \\
= \frac{1}{\kappa} \left[ \hat{z} j k_x k \sin k_x x \cos k_y y + \hat{y} j k_y k \cos k_x x \sin k_y y \right. \\
\left. + \hat{z} (k_x^2 + k_y^2) \cos k_x x \cos k_y y \right] e^{-j k_z z} \quad (A.12)
\]

\[
\Psi_{oo}(k_x, k_y) = \sin k_x x \sin k_y y e^{-j k_z z} \quad (A.13)
\]

\[
\tilde{M}_{oo}(k_x, k_y) = \nabla \times \Psi_{oo}(k_x, k_y) \hat{z} \\
= \left[ -\hat{z} k_x \sin k_x x \cos k_y y - \hat{y} k_y \cos k_x x \sin k_y y \right] e^{-j k_z z} \quad (A.14)
\]

\[
\tilde{N}_{oo}(k_x, k_y) = \frac{1}{\kappa} \nabla \times \tilde{M}_{oo}(k_x, k_y) \\
= \frac{1}{\kappa} \left[ -\hat{z} j k_x k \cos k_x x \sin k_y y - \hat{y} j k_y k \sin k_x x \cos k_y y \right. \\
\left. + \hat{z} (k_x^2 + k_y^2) \sin k_x x \sin k_y y \right] e^{-j k_z z} \quad (A.15)
\]

\[
\Psi_{eo}(k_x, k_y) = \cos k_x x \sin k_y y e^{-j k_z z} \quad (A.16)
\]

\[
\tilde{M}_{eo}(k_x, k_y) = \nabla \times \Psi_{eo}(k_x, k_y) \hat{z} \\
= \left[ -\hat{z} k_x \cos k_x x \cos k_y y + \hat{y} k_y \sin k_x x \sin k_y y \right] e^{-j k_z z} \quad (A.17)
\]

\[
\tilde{N}_{eo}(k_x, k_y) = \frac{1}{\kappa} \nabla \times \nabla \times \Psi_{eo}(k_x, k_y) \hat{z} \\ 
= \frac{1}{\kappa} \left[ \hat{z} j k_x k \sin k_x x \sin k_y y - \hat{y} j k_y k \cos k_x x \cos k_y y \right. \\
\left. + \hat{z} (k_x^2 + k_y^2) \sin k_x x \sin k_y y \right] e^{-j k_z z} \quad (A.18)
\]

\[
\Psi_{oe}(k_x, k_y) = \sin k_x x \cos k_y y e^{-j k_z z} \quad (A.19)
\]

\[
\tilde{M}_{oe}(k_x, k_y) = \nabla \times \Psi_{oe}(k_x, k_y) \hat{z}
\]
\[
\tilde{N}_{oee}(k_x, k_y, k_z) = \frac{1}{\kappa} \sum_k \tilde{M}_{oee}(k_x, k_y, k_z)
\]
\[
\frac{1}{\kappa} [-\hat{z} \cdot k_x k_z \cos k_x z \sin k_y y \sin k_z z - \hat{y} \cdot k_x k_z \sin k_x x \cos k_y y \sin k_z z
\]
\[
+ \hat{z} \cdot (k_x^2 + k_y^2) \sin k_x x \sin k_y y \cos k_z z]
\] (A.29)

Identities:

\[
e^{ik_x x} \tilde{M}(k_x) \pm e^{-ik_x x} \tilde{M}(-k_x) = \tilde{M}[k_x(z - c)] \pm \tilde{M}[-k_x(z - c)]
\]
\[
= \begin{cases} 
2\tilde{M}_e[k_x(z - c)] \\
-2j\tilde{M}_o[k_x(z - c)]
\end{cases}
\] (A.30)

\[
e^{ik_x x} \tilde{M}(k_x) \pm e^{-ik_x x} \tilde{M}(-k_x) = \tilde{M}[k_x(z - c)] \pm \tilde{M}[-k_x(z - c)]
\]
\[
= \begin{cases} 
2\tilde{M}_e[k_x(z - c)] \\
-2j\tilde{M}_o[k_x(z - c)]
\end{cases}
\] (A.31)

\[
e^{ik_x x} \tilde{N}(k_x) \pm e^{-ik_x x} \tilde{N}(-k_x) = \tilde{N}[k_x(z - c)] \pm \tilde{N}[-k_x(z - c)]
\]
\[
= \begin{cases} 
2\tilde{N}_e[k_x(z - c)] \\
-2j\tilde{N}_o[k_x(z - c)]
\end{cases}
\] (A.32)

\[
e^{ik_x x} \tilde{N}(k_x) \pm e^{-ik_x x} \tilde{N}(-k_x) = \tilde{N}[k_x(z - c)] \pm \tilde{N}[-k_x(z - c)]
\]
\[
= \begin{cases} 
2\tilde{N}_e[k_x(z - c)] \\
-2j\tilde{N}_o[k_x(z - c)]
\end{cases}
\] (A.33)

\[
e^{ik_x x} \tilde{M}_e(k_x, k_z) \pm e^{-ik_x x} \tilde{M}_e(k_x, k_z) = \tilde{M}_e[k_x, k_z(z - c)] \pm \tilde{M}_e[k_x, k_z(z - c)]
\]
\[
= \begin{cases} 
2\tilde{M}_{ee}[k_x, k_z(z - c)] \\
-2j\tilde{M}_{eo}[k_x, k_z(z - c)]
\end{cases}
\] (A.34)

\[
e^{ik_x x} \tilde{M}_o(k_x, k_z) \pm e^{-ik_x x} \tilde{M}_o(k_x, k_z) = \tilde{M}_o[k_x, k_z(z - c)] \pm \tilde{M}_o[k_x, k_z(z - c)]
\]
\[
= \begin{cases} 
2\tilde{M}_{oe}[k_x, k_z(z - c)] \\
-2j\tilde{M}_{oo}[k_x, k_z(z - c)]
\end{cases}
\] (A.35)

\[
e^{ik_x x} \tilde{N}_e(k_x, k_z) \pm e^{-ik_x x} \tilde{N}_e(k_x, k_z) = \tilde{N}_e[k_x, k_z(z - c)] \pm \tilde{N}_e[k_x, k_z(z - c)]
\]
\[
= \begin{cases} 
2\tilde{N}_{ee}[k_x, k_z(z - c)] \\
-2j\tilde{N}_{eo}[k_x, k_z(z - c)]
\end{cases}
\] (A.36)

\[
e^{ik_x x} \tilde{N}_o(k_x, k_z) \pm e^{-ik_x x} \tilde{N}_o(k_x, k_z) = \tilde{N}_o[k_x, k_z(z - c)] \pm \tilde{N}_o[k_x, k_z(z - c)]
\]
\[
= \begin{cases} 
2\tilde{N}_{oe}[k_x, k_z(z - c)] \\
-2j\tilde{N}_{oo}[k_x, k_z(z - c)]
\end{cases}
\] (A.37)
APPENDIX B

On the Use of Vector Potential Functions for the Derivation of Green's Functions

In previous literature there has been considerable discussion on the treatment of sources in waveguides or cavities, particularly the problem of a longitudinal slot in the broad wall of a rectangular guide. It has been stated and generally accepted that an additional "mode" needs to be included in the Green's function for the waveguide to accurately represent the currents at the slot [86]. However, the origin and derivation of this mode is somewhat unclear.

The difficulty arises from an incomplete treatment of the potential theory in the source region for these problems. It is identical to the difficulty associated with the vector wave function or direct field expansion formulations for which the problem has been adequately resolved after much discussion in the literature over an extended period of time [81, 65, 42, 15, 77, 11]. Because the use of vector wave functions as used in this work is perhaps somewhat unfamiliar and since the difficulties for the vector potential method are very closely related, this appendix presents a discussion of the use of potential theory for source regions to demonstrate the origin of the required 'additional' terms.

B.1 Potential Theory Solutions for Electric Currents

To examine the method, we will first consider the fields in a rectangular waveguide excited by a point source of longitudinally directed electric current. The waveguide axis is
Equation (B.7) to a form for which the solution is either known or may be readily found. This step is really the quintessential motivation for the use of the vector potential method, since the overall problem is reduced to the solution of a single, presumably simple, equation.

The selection of two conditions which specify $\vec{A}$ or $\Phi$ may be familiar. The first is the Coulomb condition, or Coulomb ‘gauge’, in which $\vec{A}$ is assumed to satisfy $\nabla \cdot \vec{A} = 0$. From Equation (B.7) it can then be shown that $\Phi$ satisfies Poisson’s equation:

$$\nabla^2 \Phi = -\frac{j}{\omega \epsilon} \nabla \cdot \vec{J} \quad (B.8)$$

however, this does not lead to a simple equation for $\vec{A}$. Thus, this approach is not generally used [53].

The Lorenz gauge [82] is by far more commonly used in which it is assumed that $\nabla \cdot \vec{A} = j\omega \mu \epsilon \Phi$. This reduces Equation (B.7) to

$$(\nabla^2 = -\nabla \times \nabla \times + \nabla \nabla \cdot \vec{J})$$

$$\nabla^2 \vec{A} + k^2 \vec{A} = -\mu \vec{J} \quad (B.9)$$

To satisfy this vector equation requires that we choose $\vec{A}$ with a component in the same direction as $\vec{J}$, reducing it to a scalar equation. In our case, for example, we set $\vec{A} = A_z \hat{z}$ reducing Equation (B.9) to

$$\nabla^2 A_z + k^2 A_z = -\mu \delta(\vec{R} - \vec{R}') \quad (B.10)$$

the solution of which can be found by separation of variables and is the primary topic for much of the remainder of this appendix.

Before proceeding however, we must pause to distinguish this approach with other approaches involving potential functions. It is widely recognized that the fields in waveguide can be expressed in terms of a variety of combinations of potential functions, most notably in this context, the $\vec{A}$ and $\vec{F}$ potentials. For example, the complete set of homogeneous solutions for rectangular waveguide can be written in terms of $\vec{A} = A_z \hat{z}$ and $\vec{F} = F_z \hat{z}$.
written in the form

\[ A_z = [A_1 \cos k_x x + A_2 \sin k_x x][B_1 \cos k_y y + B_2 \sin k_y y][C_1 e^{+j k_x (z-z')} + C_2 e^{-j k_x (z-z')}] \]  

(B.13)

where \( k^2 = k_x^2 + k_y^2 + k_z^2 \). Applying the boundary condition \( \vec{n} \times \vec{E} = 0 \) at the walls of the waveguide reduces (B.13) to

\[ A_z = \sin k_x x \sin k_y y[C_1 e^{+j k_z (z-z')} + C_2 e^{-j k_z (z-z')}] \]  

(B.14)

where \( k_m = m \pi / a \), \( k_n = n \pi / b \), and \( (m, n) \) are any integers. The eigenvalues \( k_m \) and \( k_n \) are thus infinite discrete sets while \( k_z \) has a continuous spectrum.

Before proceeding, it is instructional to verify that this solution satisfies the homogeneous form of Equation (B.10) which can be readily done by direct differentiation. In rectangular coordinates the \( \nabla^2 \) operator is \( \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \) which allows the \( x \) and \( y \) partial derivatives to be performed by inspection leaving

\[ -k_m^2 A_z - k_n^2 A_z + \frac{\partial^2 A_z}{\partial z^2} + k^2 A_z = 0 \]  

(B.15)

Since \( k^2 = k_m^2 + k_n^2 + k_z^2 \), Equation (B.15) reduces to

\[ \frac{\partial^2 A_z}{\partial z^2} + k_z^2 A_z = 0 \]  

(B.16)

Since \( A_z \) is continuous in \( z \), the second derivative can be performed without difficulty so it is obvious that (B.16) is satisfied and (B.14) is confirmed as a solution to the homogeneous equation.

We now proceed as usual and impose the ‘radiation condition’ on the solution; that is,

\[ \vec{E} \rightarrow 0, \ \vec{H} \rightarrow 0, \ as \ |z| \rightarrow \infty \]  

(B.17)

with finite losses. (Or equivalently, require outward travelling waves outside of all source regions.) Of course we have anticipated this condition in the form of the solution’s \( z \)
\[
\frac{df(z)}{dx} = \begin{cases} 
\frac{df^+(z)}{dz} & z > z' \\
\frac{df^-(z)}{dz} & z < z' 
\end{cases} + [f^+(z) - f^-(z)]\delta(x - z')
\]

Figure B.1: The derivative of an arbitrary discontinuous function.

Using Equation (B.22) in (B.16) we find that Equation (B.18) is indeed a homogeneous solution for \( A_2 \) except at the point \( z = z' \). Notice that this result was obtained by imposing the radiation condition alone. The continuity condition was also used but effects only the nature of the singularity in the second derivative at \( z = z' \), that is, whether the delta function is produced or its first derivative. Thus, as is intuitively obvious, imposing the radiation condition dictates that the potential must satisfy an inhomogeneous equation with a driving function (source) located at some location between \(-\infty < z' < \infty\). Notice that we arbitrarily chose the form of the \( z \) dependence so that the discontinuity would fall at \( z = z' \). This is, of course, the most reasonable choice, since we ultimately are attempting to solve the source problem and we do not expect discontinuities in the fields in the source-free regions. However, we have not yet attempted to satisfy the original nonhomogeneous equation given by Equation (B.10).
On applying Equation (B.22) then, we are left to find $C_{mn}$ such that (B.10) is satisfied. That is,

$$-2j \sum_{m,n} C_{mn} k_z \sin k_m x \sin k_n y \delta(x - x') = -\mu \delta(x - x') \delta(y - y') \delta(z - z')$$  \hspace{1cm} (B.25)

or

$$\sum_{m,n} C_{mn} \sin k_m x \sin k_n y = \frac{-j2\mu}{2k_z} \delta(x - x') \delta(y - y')$$  \hspace{1cm} (B.26)

We can find $C_{mn}$ by multiplying Equation (B.26) by $\sin k_m x \sin k_n y$ and integrating over the cross section of the waveguide getting

$$C_{mn} = \frac{-j2\mu}{k_z ab} \sin k_m x' \sin k_n y'$$  \hspace{1cm} (B.27)

Equation (B.26) thus implies

$$\sum_{m,n} \frac{4}{ab} \sin k_m x \sin k_n y \sin k_m x' \sin k_n y' = \delta(x - x') \delta(y - y')$$  \hspace{1cm} (B.28)

or

$$\sum_{m} \frac{2}{a} \sin k_m x \sin k_m x' = \delta(x - x')$$  \hspace{1cm} (B.29)

$$\sum_{n} \frac{2}{b} \sin k_n y \sin k_n y' = \delta(y - y')$$  \hspace{1cm} (B.30)

which can be shown independently. The particular solution is then

$$A_z = -\sum_{m,n} \frac{j2\mu}{abk_z} \sin k_m x \sin k_n y \sin k_m x' \sin k_n y' \begin{cases} e^{-jk_z(z - z')} & z > z' \\ e^{jk_z(z - z')} & z < z' \end{cases}$$  \hspace{1cm} (B.31)

### B.2 Field Behavior – Electric Current

Now that we have the particular solution for the potential, our interest turns to the behavior of the fields, particularly near the source. The $H$ field is determined by evaluating Equation (B.4) which yields

$$H_x = -\sum_{m,n} \frac{j2k_n}{abk_z} \sin k_m x \cos k_n y \sin k_m x' \sin k_n y' \begin{cases} e^{-jk_z(z - z')} & z > z' \\ e^{jk_z(z - z')} & z < z' \end{cases}$$  \hspace{1cm} (B.32)
where \( \bar{F} \) is a field or potential and \( \bar{G}_F \) is a dyadic Green’s function of the appropriate type. In the case where \( \bar{F} \) is to be a potential, the singular term does not appear directly but should appear when the \( \bar{E} \) is found by carefully performing the second derivatives indicated by the \( \nabla \nabla \cdot \bar{A} \) operation. Similarly, if \( \bar{F} \) is to be the \( \bar{E} \) field, the correctly constructed dyadic Green’s function will be of the electric field type and, in this case, will have the form

\[
\bar{G}_E = -\frac{\delta(x - z')\delta(y - y')\delta(z - z')}{j\omega \epsilon} + \bar{G}_o \tag{B.40}
\]

where \( \bar{G}_o \) is a modal expression.

Finally, we note that the solution found is the complete solution for \( \bar{J} = \delta(\bar{R} - \bar{R}') \) in rectangular waveguide which can be seen to excite only the TM modes. The TE modes can be found by assuming \( \bar{E} = \frac{1}{i} \nabla \times \bar{F} \) which are excited by currents in the other two directions. The point also illustrates the benefit of the vector wave function approach with dyadic analysis. Both the vector potential method and field expansion methods employing auxiliary potentials, when performed on a vector level, require each component of current to be considered separately. In contrast, the dyadic analysis produces the entire Green’s function at once. Since all of these methods contain the same pitfalls when the derivatives at discontinuities are not carefully performed, this is the only fundamental difference. Of course, depending on the structures involved, when other beneficial techniques such as the use of impedance boundary conditions and scattering superposition are not employed, the difficulty of the various derivations may increase dramatically.

### B.3 Potential Theory Solutions for Magnetic Currents

The necessity of the singular term is particularly evident in the literature pertaining to the analysis of apertures in rectangular waveguides and cavities. In these cases, the problem has a ‘dual’ nature in that we usually represent the apertures with magnetic currents. The
Following a procedure identical to the previous case, the particular solution is found to be

\[
F_z = \frac{je}{2ab} \sum_{m,n} \frac{\epsilon_m \epsilon_n}{k_z} \cos k_m x \cos k_n y \cos k_n z' \cos k_{n'} y' \left\{ \begin{array}{ll}
\epsilon^{-j k_z (z - z')} & z > z' \\
\epsilon^{j k_z (z - z')} & z < z'
\end{array} \right.
\quad (B.50)
\]

where \( \epsilon_m \) and \( \epsilon_n \) are the Neumann numbers defined as

\[
\epsilon_i = \begin{cases} 
2 & i \neq 0 \\
1 & i = 0 
\end{cases}
\quad (B.51)
\]

Note particularly in this case that for \( m = 0 \) and \( n = 0 \), the potential function is non-zero, unlike the previous case, and is the term referred to as the \((0, 0)\) 'mode' in [86]. However, as can be seen from the field expansion below, this mode does not make the key contribution at the source, but rather, the additional contribution comes from the singular term.

### B.4 Field Behavior – Magnetic Current

The fields produced by the infinitesimal magnetic current source are the following: The \( \mathbf{E} \) field is determined by evaluating Equation (B.48) which yields

\[
E_x = -\sum_{m,n} \frac{j \epsilon_m \epsilon_n k_n}{2 k_z ab} \cos k_m x \sin k_n y \cos k_m z' \cos k_{n'} y' \left\{ \begin{array}{ll}
\epsilon^{-j k_z (z - z')} & z > z' \\
\epsilon^{j k_z (z - z')} & z < z'
\end{array} \right. 
\quad (B.52)
\]

\[
E_y = \sum_{m,n} \frac{j \epsilon_m \epsilon_n k_m}{2 k_z ab} \sin k_m x \cos k_n y \cos k_m z' \cos k_{n'} y' \left\{ \begin{array}{ll}
\epsilon^{-j k_z (z - z')} & z > z' \\
\epsilon^{j k_z (z - z')} & z < z'
\end{array} \right. 
\quad (B.53)
\]

\[
E_z = 0 
\quad (B.54)
\]

The \( \mathbf{H} \) field can be found from Equation (B.49) and is

\[
H_x = \sum_{m,n} \frac{j \epsilon_m \epsilon_n k_m}{2 \omega \mu ab} \sin k_m x \cos k_n y \cos k_m z' \cos k_{n'} y' \left\{ \begin{array}{ll}
\epsilon^{-j k_z (z - z')} & z > z' \\
\epsilon^{j k_z (z - z')} & z < z'
\end{array} \right. 
\quad (B.55)
\]

\[
H_y = \sum_{m,n} \frac{j \epsilon_m \epsilon_n k_n}{2 \omega \mu ab} \cos k_m x \sin k_n y \cos k_m z' \cos k_{n'} y' \left\{ \begin{array}{ll}
\epsilon^{-j k_z (z - z')} & z > z' \\
\epsilon^{j k_z (z - z')} & z < z'
\end{array} \right. 
\quad (B.56)
\]

\[
H_z = -\left[ \frac{1}{j \omega \mu \epsilon} \frac{\partial^2 F_z}{\partial z^2} - j \omega F_z \right] 
\]

\[
= -\sum_{m,n} \left( \frac{-k_z^2}{j \omega \mu \epsilon} - j \omega \right) \frac{j \epsilon_m \epsilon_n}{2 k_z ab} \cos k_m x \cos k_n y \cos k_m z' \cos k_{n'} y' \left\{ \begin{array}{ll}
\epsilon^{-j k_z (z - z')} & z > z' \\
\epsilon^{j k_z (z - z')} & z < z'
\end{array} \right. 
\]

\[
+ \frac{1}{j \omega \mu \epsilon} \sum_{m,n} \frac{\epsilon_m \epsilon_n}{ab} \cos k_m x \cos k_n y \cos k_m z' \cos k_{n'} y' \delta(z - z') 
\]
in Chapter IV, it is far more convenient to express the Green's function in terms of LSE and LSM modes and partition the problem parallel to the planes of the dielectric interfaces. Although the radiation condition was not imposed on that solution, the singular term appeared for the component of current normal to the interface for the normal field. Imposing the radiation condition in that case, amounts to choosing a contour for the Fourier integral which does not produce additional singularities. It can thus be seen that the singularity does not depend solely on the imposition of the radiation condition, but more so on the combination of partitions and the manner in which the fields are expressed. Therefore, we can avoid the appearance of the singularity in certain components if necessary, by careful formulation, now that we understand the origin of the singularity.

These observations, however, raise a possibility which has not been addressed. Throughout this work we have emphasized the simplicity in the application of boundary conditions which results from the use of the LSE and LSM modes to expand the fields in various structures. This practice also avoids the singular term in the Green's function, since it appears in a component which is not needed for the planar circuits treated here. However, it is not clear that this is necessarily the most desirable form from the point of view of convergence for the modal sums. It may be that the explicit extraction of the singularity may improve the convergence of the remaining modal sums for that direction. If this is the case, it may be more desirable to retain the singularity in the direction of the current being modelled, even though enforcing the boundary conditions becomes significantly more difficult analytically. This question should be considered for future work.
APPENDIX C

On the Use of Vector Potentials with the Method of Scattering Superposition

For a magnetic source Maxwell’s equations take the form

\[ \nabla \times \mathbf{E} = -j \omega \mu \mathbf{H} - \mathbf{K} \]  
\[ \nabla \times \mathbf{H} = j \omega \epsilon \mathbf{E} \]

(C.1)  
(C.2)

where the constitutive relations \( \mathbf{D} = \epsilon \mathbf{E} \) and \( \mathbf{B} = \mu \mathbf{H} \) have been assumed. Since from Equation (C.2) \( \nabla \cdot \mathbf{E} = 0 \), \( \mathbf{E} \) can be expressed in terms of a vector potential function \( \mathbf{F} \) as

\[ \mathbf{E} = \frac{1}{\epsilon} \nabla \times \mathbf{F} \]  

(C.3)

Using Equation (C.3) in Equation (C.2) and the usual Lorenz condition [82], \( \mathbf{F} \) must satisfy

\[ \nabla^2 \mathbf{F} + k^2 \mathbf{F} = \epsilon \mathbf{K} \]  

(C.4)

and consequently,

\[ \mathbf{H} = j \omega \mathbf{F} + \frac{i}{\omega \epsilon \mu} \nabla \nabla \cdot \mathbf{F} \]  

(C.5)

For an \( \delta \) directed infinitesimal magnetic current in a homogeneously filled infinite space,

\[ \mathbf{K} = \delta \delta(\mathbf{r} - \mathbf{r}') \]  

(C.6)

so that Equation C.4 becomes

\[ \nabla^2 \mathbf{F} + k^2 \mathbf{F} = \delta \delta(z - z') \delta(y - y') \delta(z - z') \]  

(C.7)
where \( u_0 = \sqrt{\lambda^2 - k_0^2} \), \( k^2 = \omega^2 \mu_0 \epsilon_0 \) and \( \phi \) is the angle \( \hat{\phi} \) makes with the \( \hat{z} \) axis. It should be noted that the functional forms have been chosen in anticipation of derivative operators which will be applied when the fields are evaluated at the boundaries. The solution in the slab then is

\[
\mathbf{F} = \mathbf{F}^{(P)} + \hat{z}(F_x^+ + F_x^-) + \hat{z}(F_z^+ + F_z^-)
\]  

(C.16)

while in the infinite space above

\[
\mathbf{F} = \hat{z}F_z^+ + \hat{z}F_z^-
\]  

(C.17)

In view of the expansions of Equations (C.3) and (C.5),

\[
E = \frac{\hat{z}}{c} \frac{\partial F_z}{\partial y} - \frac{\hat{y}}{c} \left( \frac{\partial F_z}{\partial x} - \frac{\partial F_x}{\partial z} \right) - \frac{\hat{z}}{c} \frac{\partial F_x}{\partial y}
\]  

(C.18)

\[
H = \frac{j}{\omega \mu \epsilon} \left[ \hat{z} \left( kF_x + \frac{\partial}{\partial y} \nabla \cdot \mathbf{F} \right) + \hat{y} \frac{\partial}{\partial y} \nabla \cdot \mathbf{F} + \hat{z} \left( kF_z + \frac{\partial}{\partial z} \nabla \cdot \mathbf{F} \right) \right]
\]  

(C.19)

We apply the following boundary conditions at the interfaces:

\[
\hat{z} \times \mathbf{E} = 0 \quad \text{at} \quad z = 0
\]  

(C.20)

\[
\hat{z} \times \mathbf{E}^+ = \hat{z} \times \mathbf{E}^- \quad \text{at} \quad z = h
\]  

(C.21)

\[
\hat{z} \times \mathbf{H}^+ = \hat{z} \times \mathbf{H}^- \quad \text{at} \quad z = h
\]  

(C.22)

Here the ± superscripts imply evaluation of the field on either side of the interface (not to be confused with the ± waves used earlier). No additional boundary condition is needed at the source plane, since the particular solution already satisfies the source conditions and the scattered potentials are solutions to the homogeneous equation.

This leads to the following system of equations:

\[
A_z^+ + A_z^- = 0
\]  

(C.23)

\[
A_x^+ - A_x^- = e^{-u\tau'}
\]  

(C.24)
These expressions are identical to the results in [37] from which the fields can be found by applying Equations (C.3) and (C.5). The fields correspond to the $\hat{z}\hat{z}$, $\hat{y}\hat{z}$, $\hat{z}\hat{y}$ components of the dyadic Green's functions. For $\hat{y}$ and $\hat{z}$ directed currents, the process must be repeated (although the $\hat{y}$ terms can be obtained by a coordinate rotation due to symmetry).
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