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CHAPTER I

INTRODUCTION

Microwave circuits are integra.ted on many different dielécfric substrates using
hybrid or monolithic techniques. In hjbrid circuits, both active and passive com-
ponents are fabricated separately and attached to the substrate by any of several
bonding methods. Monolithic circuits differ from the above IC’s in that the active
devices are fabric;ted together with the passive elements in a single semi-conductor
wafer. In both cases, h6wev¢r, the active devices are connected through various
types of transmission lines. These lines form an integral part of high frequency cir-
cuits since their primary role is to confine and transmit the electfomagnetic waves
with as low loss as possible. Also, these lines can be designed to serve as passive com-
ponents such as capacitors and inductors, and as circuit elements such as filters and
directional couplers. For practical pﬁrposes, most MMIC's a.re enclosed in a shielded
housing which prevents radiﬁ,tion and surface wave losses and sﬁppresses electro-
magnetic interference from the environment. The shielding structure also provides
hermetic sealing, mechanical strength, ease of handling and allows for the mounting
of connectors. In view of the importance of shielded transmission lines, it is neces-
sary to have a good undcrsta.nding of their performance and limitations. To that.

end, this dissertation addresses the characterization of two-dimensional metallic and
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dielectric interconnects integrated in a multilayered shielded environment.
1.1 Motivation

Transmission line structures commonly used in microwave integrated circuits con-
sist of thin conducting layers of gold, cépper or high temperature superconductor
. on a dielectric s'ubstrat_e and are backed by a conducting ground plane (Figure 1.1).

Circuits realized using planar geometries have several advantages such as light weight,
small size, low cost, reliability and reprodﬁdeabili_ty. They also allow for easy integra-
tion with active elements and are compatible with planar antennas. At microwave
and millimeter-wave frequencies up to 110 GHz, the most widely used type'of printed
transmission line interconnect is the microstrip line due to its sitﬁple construction.
However, to design such interconnectﬁ in the frequency range of interest, a full-wave
description of these lines is required where both dispersion and losses have to be
accounted for as they impose a liinit on the overall pérforma.nce of the circuits.
Another application of ‘microwave integrated éircuit technology can be seen in |
digital logic circuits. With the development of gigabit-rate logic circuits, more em-
phasis is placed on design and modeling to obtain higher densities on the substrate
and higher yields of the circuits. As the speed of digital integrated circuits increases,
the pulse rise and fall times become shorter (< 50 ps) and therefore the frequency
‘spectrum extends in the microwave region. At microwave frequencies, dispersion on
the line is 2 well-known phenomenon, which leads to pulse distorsion and cross-talk.
An a.dditiona.l factor that cannot be neglected at high frequencies is the frequency
dependent ohmic loss, which nt;t only atteﬁua.tes the sigﬂal but also adds to the
dispersion of the propagating pulse.

Recéntly, interest has been focused on the potential use of high temperaturé su-
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Figure 1.1: Metallic transmission line interconnects




perconductors, such as YBCO, as transmission line materials. Unlike the microstrip
lines mentioned above, superconducting lines have negligible ohmic losses and disper-
sion for frequencies ﬁp to several tens of GHz. For high frequency applications, the
major advantage of high critical temperature (T.) superconductors is the reduced sur-
face resistance of the lines as obﬁpared to normally conducting metal strips. This, in
turn, decreases conductor loss significantly in microwave circuits where ohmic losses
can be an important limitation. Also, the‘!use of supercdnducting transmission lines
in VLSI circuits will lead to highér switching speeds, higher data bandwidth, low
cross-talk, high packing density and reduced resistive héating. The Iihes, as ihey are
currently developed, are made of thin films which have a thickness large compared to
A, the penetration depth of the magnetic field into the .superc.onductor. Their lon-_
loss pr?pert.ies make them good candidates for most microwave circuit applications
where power loss is usually a limiting factor.

 The millimeter-wave and terahertz frequency region .is becoming increasingly im-
portant for scientific a,nd' niilitary applications, such as landing systems for airplanes
in heavy fog, radiometric systemé for monitoring the upper atmosphere and ozone
depletion, @d radio-astronomical receivers for studying the chemical composition of
our universe. Since, at these frequenciés, conductor lines display prohibitively high
ohmic losses, a new type of waveguiding structure is needed. A novel monolithic
guiding interconnect made of a combination of dielectric layers of different permit-
tivities has been proposed [1]. This type of dielectric line exhibits several advan-
tages over more convéntion_al cox.lduc.ting lines such as low ohmic losses, electrically
small size (fraction of a guided wavelength), gBod guiding properties by appropriate
combination of layers, easy f#brication, and monolithic nature that allows for easy

construction of passive circuit elements as well as simple integration of active de-
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vices. These lines can be made of very low-loss dielectric materials (e.g. Si/Glass,
GaAs/AlAs or InP/AllnAs) with thickness a fraction of the wavelength in the dielec-

tric and appear to be suitable for millimeter waveguiding applications (Figure 1.2).

1.2 Objectives

The main objective of this research is to chiract.eriz_e accurately microstrip and
dielectric transmission line interconnects for high frequency applications. During
the past two decades, several numerical techniques have been developed to inves-
tigate planar microwave i:a.nsrnission line circuits with arbitrary metallization for
microwave applications. For an a.ccu‘ra.te.description of the circuits, it is now of in-
terest to study second order effects such as cross-talk, pa,cka.ging effects and losses,
and to understand their inﬂuen_c':e on the propaga.ﬁon characteristics of normal and
superconducting interconnects as well as dielectric lines. Because all interconnects
studied in this thesis are within a shielded environment, losses due to surface waves,
leakage and radiation are not present, and therefore o'n}y dissipative losses, including
conductor loss and dielcctric'loss, are considered.

The main objectives of this study are summarized as follows:

1. Derive a generalized model to é.ccount for electromagnetic coupling between
multiple microstrip lines printed on different planar interfaces ﬁhich are in close
proximity. The method addresses geometries involving multilayered structures
with any number of substrates or superstrates since today’s MMIC technology

uses a combination of multiple thin passivation films and thick dielectric layers.

2. Develop accurate theoretical methods for the analysis of ohmic losses in shielded

structures. Unliké planar hybrid transmission line circuits where metallization
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Figure 1.2: Dielectric transmission line interconnects
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thicknesses are of the order of several skin depths, the conductor thickness of
MMIC's is of the order of magnitude of the skin depth. The goal is therefore
to calculate the effect of Iosses on the propagatioﬁ ch.a.racteristicé of multip[e
microstrip lines with thickness ranging from a fraction of the skin depth 6 to

several skin depths. -

3. Investigate the importance of conductor losses relative to dielectric losses in
. high température supercpnducting thin films. Because the values found in the
litterature for loss tanggnt‘and other electrical pa.ra.ﬁ:eters needed to charac-
terize these films are not consistent with each other, a parametric study of
the transmission characteristics is to be performed as functions of frequency,

temperature, permittivity and geometry of the structure.

4. Develop an analytical method to study tﬁin dielectric lines at terahertz fre-
~ quenciesina rn.a.nner‘tha.t ﬂlows for easy and accurate characterization of their
propagation parameters. This method should also allow for a straightforward
extention to three dimensional problems without increasing the complexity of

the solution.

1.3 Full-wave approach

In the present work, we a.re interested in studying interconnects at microwave,
millimeter-wave and terahertz frequencies, and e.hergfore it is important to develop
accurate full-wave é,nalysis methods and validate their need as compared to the
simpler TEM and quasi-TEM or dispersive techniques which have a limited frequency
\r:.mge. |

Several static or TEM methods, such as modified conformal mapping [2], finite-

difference [3] and integral equation techniques {4] have been used extensively in the
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past to study transmission lines where the circuit parameters are determined through
the use of electrostatic capacita.nces and low frequency inductances. A TEM mode of
propagation assumes no longitudinal fields and no dis.persion and is therefore limited
in frequency to a few Gigahertz. These methods are adequate for the analysis of
circuits where the strip width and substrate thickness are much smaller than the
guided wavelength.

As the frequency increases, qua.si-TEM. or diséersive techniques, such as the
planar-waveguide[5] and ridge waveguide models [6], _a.ré used because they provide a
frequency dependent solution and yield convenient analytical formulations which are
represented by semi-einpirical formulas. Although théir frequency range of validity
extends beyond the TEM modéls, their accuracy is still frequency limited because
they assume negligeable léngitudinal components and ignore shielding effects.

In order to provide accurate modeling of transmission lines at the frequencies of
interest in this wofk, fullwave analysis techniques are needed which aécount for all
components of the fields in the transmission line structure. These methods include
differential techniques (ﬁnite-diﬁ'erence and finite element methods [7]) which require
the solution of the wave equation and solve the variational problem purely numeri-
cally. Integral equation téchxiiqu'es hﬁ.ve also been implemented in the space domain
[8] and the spectral domain [9], and have the .advantage of providing a physical in-
sight in the problerﬁ. This dissertation describes the use of # space domain integral

equation technique for the characterization of two-dimensional interconnects.

1.4 Overview

In this thesis, two-dimensional microstrip and dielectric transmission line inter-

connects are studied. The analysis of these two-dimensional passive elements pro-



vides the basic properties for the study of more complex three-dimensional circuits.

In Chapter 2, we introduce an integral equation formulation to analyze a broad
class of microstrip a.nd dielectfic interconnects. Thi.;t integral equation provides an
exact formulationl for the electric field; and has several advantages over conventional
differential formulations. Bou_ndaxy conditions are incofporatéd in a general manner
in the Green's fﬁnction kernel, and include all the possible modes in the guiding
structure, Although diﬁ'erent approaches are used to model the metallic and dielectric
transmission lines tudigd in this th&sis; some common points apply and are given
in Chapter 2, namely the derivation of the generalized dyadic Green's function for
a géneric multilayered ‘shiel_ded structure, the formulation of a2 Fredholm integral
equation of the second kind, and its solution by the meﬁhod of moments.

The influence of dielectric and conducior losses on the propagation characteris-
tics of microstrip lines with thickness of the order of the skin depth § is studied in
. Chapter 3 using a modified electric field integral equation that accounts for both
loss and dispersion. .The electromagnetic fields are expressed by an integral equation
which is solved independently inside the conducting strips and in the surrounding
region. The solution for the fields inside the conductors provide the surrounding
region with a relation between tangential electric and magnetic fields on the surface
of the strips which serves as an additional boundary condition. This boundary con-
dition is satisfied by an equivalent infinitesimally thin impedance surface which then
replaces the lossy conducting strips. The resulting integral equation is then solved to
calculate the complex propagation constants, current distributioﬁ and characteristic
- impedance of multiple line geometries. From these results derived in the frequency
domain, the effect of losses on pulse dispersion and cross-talk in coupled microstrip

lines can be obtained in the time domain by an inverse Fourier transformation. The
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method presentéd in Chapter 3 is implemented numerically in Chapter 4 to quantify
the effects of dispersidn aﬁd losse.;z in conductors with thickness cofnparable to the
skin depth. Examples illustrating the validity and accuracy of the present method
are shown for multiple condtictorg on- several layers where dielectric losses in the '
substrate and conductor losses in the strips a.ncf ground plane are considered.

In Chapter 5, an integral equa.j:ion approach is applied to calculate the propa-
gation ch_aractcristiés of high temperature thin-film superconducting lities at high
frequencieﬁ. To evaluate losses in these lines, the superconducting strips are replaced
by frequency-dependent surface impedance boundaries. The values of these surface
impedances are measured experimentally by a stripline resonator technique. Using
this method, phase and a.ttegﬁation constants as well as impedance of the lines are
evaluated and presented as functions of frequency, temperatufe and several other
geometrical parameters. |

| A novel rnefhod is developed in Chaptéf 6 to calculate the propagation character-
istics of dielectric ridge structures in high frequency monolithic integrated circuits.
First, the electric field in the dielectric riage is expressed ih_ terms of a polariza-
tion current from which an equivalent surface current density is dgﬁned. Generalized
boundary conditions are then enforced in order to provide a simple integral équation.
The validation of this method for both polarizationstis discussed in Chaptef 7 and
results are reported where comparison to numerical methods is made.

Several a.ppendicés can be found at the end of this dissertation. They collect the
more lengthy derivations and calculations that are intentionaﬂy omitted to simplify
the flow of the text. These appendices a.re included not only for completeness, but

are also intended to those who may extend the scope of this work.




CHAPTER II

THE ELECTRIC FIELD INTEGRAL
' EQUATION TECHNIQUE

2.1 Overview and assumptions

This chapter presents the general technique used in the present work to obté.in
the fundamental properties of two-dimensional transmission lines in a multilayered
diélectric conﬁgﬁration within a shielded environment (Figure 2.1). The theoretical
methodology described here serves as building bldck to the analysis of both types of
interconnects studied in this thesis, i.e. metallic microstﬁp lines and ridge dielectric
waveguides. | |

An electric field integra.l equation technique (EFIE) is used to derive the propa-
gation characteristics of shielded lines, The approach is based on a full-wave analysis
that employs an infegral equation to relate the electric currents to the electromag-
netic fields inside a waveguide with any number of dielectric layers. The appfopria.te
boundary conditions for the proBiem at hand are applied to establish a dyadic
Green’s function derived for a.n electric point source in the waveguide structure.
By expanding the unknown electric currents into basis functions and applying the
- method of moment's, the integral equation is transformed into a systeonf lin-

ear equations. The solution of this system provides information on the propagation

11
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Figuré 2.1: Shielded microstrip line configuration
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characteristics of the structure, i.e. thé phase and attenuation constants of the ex-
cited modes, the char#ctérist.ic impedé.n_ce of the lines and the current distribution.
These ffequency-depe‘ndent parameters can then be. utilized to solve for the fields in
the structure or for a time ;!on‘:ain analysis. The integral equation method derived
in this chapter can be applied to more general problems for the characterization of
lossy microstrip lines (Chapters 3, 4) and superconducting lines (Chapter 5), and of
dielectric lines (Chapters 6, 7_). o

Consider an infinitely long inhomogeneously-filled waveguide along the z-direction,
with several lines on different levels in a multilayered configuration as shown in Fig-
ure 2.1. Cartesian coordinates i:e used with z the direction perpendicular to the
interfaces. In the two-dimensional problem, the z-dependence will be-of the form
e~"* where 7, is ﬁhe complexvpropaga.tipn constant for the given .mode‘. The devel-
opment considers lossy dielectric layers, as well as finite conducting strips and ground
planes. However, the side walls of the waveguide are assuxfxed to be perfect conduc-
tors. In the past, many formulations considered tﬁe cé.se of narrow strips with widths
small compared to the strip wavelength so that only the longitudinal component of
current needed to be accounted for. In this work, there is no restriction on the width
of the strips as bot_’.h longitudinal and transverse components‘ are included in the
presentation ard in the computational implementation. Also, no assumptions have
been made \irhich .]imit the validity of the technique with respect to the dpera.ting

frequency, the number of strips or their location within the shielded structure.

In this derivation, the sinusoidal time dependence is chosen to be ¢/“* and is suppressed through-
out the text
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2.2 Formulation of the‘integ‘ral equation

Let us assume the waveguide siructure to be excited by an impressed electric field
E* which ca.h be supported by an assumed aperture distribution or a current probe
in the waveguide. The impressed field ilnduces z;. current or dipole moment J on the
line resulting in & scattered ﬁeid E*, At any point 7, the total field is the sum of the
| impressed and scattered fields (£ = £ + E*), or

ER) =E@+ | / ]V &) - TF) (2.1)

For two-dimensional guided-wave problems, we are searching for solutions to the
source-free or eigenvalue problcm. To that end, the impressed field E is set to zero,

yielding |
B = j j jv & 77 - J(7) dv'. | (2.2)

‘The kernel of the integral, G, répresents‘ the electric dya.dic ‘Green’s function for
the problem and is obtained by solving the boundary-value problem of the structure
e#cited by an infinitesimal source. Equation (2.2) allows one to obtain the electro-
magnetic fields excited anywhere in the structure by an arbitrary surface current
Ji (7) and is derived by applying the Green’s theorem between £ and G~ and by
making use of the bbundary and iadiation conditions. A similar integral equation

can be derived for the magnetic field
B = j f jv GMFIRY - T do’ (2.3)

h
where G represents the magnetic dyadic Green’s function. ¢
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2.2.1 Single integral representation

In the two-dimensional problem, the Green's function must represent ocutward-
propagating waves to infinity, as

Cpe-iks 55 5

Cyei*ss 2z <y (24)

G(z) = {

where we require G(z) to be continuous at z = 2, In the above, the eigennumber in

the z-direction is given by &, = \/Ic3 -k}~ kiIn a.ddition, we can synthesize the
spectrum of plane waves propagating in the z-direction by using a one-dimensional
Fourier transform with respect to z as

§z=2) = 2i ik g, (2.5)

T J=co
The Green's function may therefore be written in terms of an eigehfunction expansion

with respect to the z-direction, and since the compohents are separable in ¥ and ',

we get
G(FIF) = '21? j " 8z, y/"y) eI g, (2.6)

where (~) is used to denote the transverse dependence of G. The induced current J
is assumed separable with respect to the variables 7/, ' and z’, and is written as

-y -

J(7) = J(z',y) e~i5e¥ (2.7)

where k; is the unknown current propagation constant on the line.
Substituting (2.6) and (2.7) into Pocklington’s integral equation (2.2), the electric

field due to a current J can be expressed as

jj/f@ ‘—é (z,y/z'y') e~Pel=r) (z. y") e=i% dz’ dy' ' d)c (2.8)

where the z-dependence of both the Green s function and the current is shown explic-

itly. Since the dyadlc function conta.ms the exponential e=#*+{*=*), the integration
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with respect to k; can be evaluated in closed form by the method of contour inte-
gration. However, equation (2.8) may be written at any cross-section z = ¢, and

therefore at z = 0 it becomes

-‘-1-1-. o Te ) l. 20 g -j(k",—l.r,.)z' ' " g
E=pe [ [ & @uizy) - Tew)e ¥ da' dy' d=' dk,.  (2.9)

. Using the sifting property of the Fourier transform, i.e.

f P ik gyt = 2 1 5K, - ks), (2.10)
-0 .

the electric field becomes

E- / /s,, G (zy/y) - Ty')ds'dy’ - (2.11)

where S, is the cross-section of the line. Discrete modes with propagation constants
k, = K, form the spéctrum of the surface currents. As will be seen later, the poles
of the integrand never occurs for k, = k,, and therefore the sifting property of the
impulse function can be used. The above expression satisfies all bour.ldary‘conditrions

except the ones on the lines, as discussed next.

2.2.2 Fredholm integral equation of the second kind

In this thesis, the propagation characteristics of two-dimensional metallic and
dielectric lines are evaluated by solving the‘a,ppropriate boundary-value problems
which are formulated in terms of Fredholm integral equations of the second kind of

the form

8(2) = £(2) + 2 [ Glz,v)plu)dy. )

Here f(z) and G(z,y) are known functions defined at every point z of the domain,

and the unknown function ¢ appears both under the integral and outside, as opposed
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to the integral equation of the first kind where the unknown appears only under the

integral sign

| ¥y = fz). (213)

Also, the domain of integration is fixed in this type of problem unlike Volterra integral

equations where the upper limit of integration is variable.

Lossy Microstrip Lines

For perfectly conducting strips Dirichlet condition of vanishing tangential electric

field on the -surface of the line is enforced
 AaxE=0 O (214)

and can be cast in the form of a Fredholm integral equation of the first kind (2.13).
For the general case of strips with finite thickness and finite conductivity this condi-
tion is not applicable since the fields can penetrate inside the strips. As further dis-
cussed in Chapter 3, we approximate the strips with equivalent non-zero frequency-

dependent surface boundaries extending over the surface of the strips and derived

| from a quasi-TEM analysis of the field penetration. The resulting integral equation

is derived from the recognition that the total field on the strip is given by

axE=axZ.J | (2.15)

e

where Z represents the dyadic surface impedance of the lossy metallic line. The
integral equation may then be written as a homoge.neous integral equation of the

second kind
ax2-Jw)= [ 4x&@u/ey) - T@)dy oo, (2.16)

where the unknown function is the current distribution f(y).
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" Dielectric Lines

A novel method is developed in Chapter ‘6 to calculate the propagation cﬁara.cter-
istics of dielectric ridge structures in high frequency monolithic iniegrated circuits.
First, the electric field in the dielectriﬁ ridge is expressed in terms of a boiarization
current from which an equivalent planar dipﬁ!é moment P is defined. Further, gen-
eralized boundary conditions are enforced to provide the following Fredholm integral

equation

Bw)= [ Cnedult) - PO Jeum (217)

where the unknown function is the equivalent dipole moment P(y), and where Grmod

is a modified dyadic Green’s function which includes the gexieralized higher order .

electric field boundary conditions at the surfaces of the dielectric strip.

2.3 Derivation of the Green’s funétion

In this section, the kernel G° of equation (2.2) is p_resented for a shielded multi-
layered dielectric configuration where a vector potential formulation is used to derive

electric and inagnetic Green’s functions as detailed in Appendix A. A generalized

impedance boundary formulation is introduced to enforce the boundary conditions

at the planar dielectric interfaces in a simple way, leading to a compact formulation

of all nine c.omponents of the dyadic Green's functions.

2.3.1 Notation

Assuming the time dependence to be ¢!, the three independent Maxwell’s equa-

tions are

$xE =-jupl ,Faraday's law (2.18)
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6 x B =J+jweE Maxwell-Ampere’s law (2.19)

-

-(J) =-jwp , equation of continuity - (2.20)

<h

with auxiliary equations

V. (pf) = 0 , Gauss’s law magnetic (2.21)

6 {eE) =p , Gauss’s law - (2.22)

where, in an isotropic and hdzhogeneous medium, D = ¢F and B = 1 H have been
used. Taking the curl of (2.18) and substituting ¥ x H from (2.19), we obtain the

vector wave equation
VxVxE-BE=—jup] (2.23)

where k = w,/eg. The concept of dyadic Green’s function G has been developed to
find the solutions for this type of equations with various boundary conditions and

may be defined as a solution to

-

V x V x G(F/7) - B*G(FIF) = =16(7F = 7) | o (2.24)

with I the idem dyid I=zz+ ¥y + 22. Each corhponenfof current gives rise to a
vector field and associated vector potgntialé,_and therefore the general linear relation
between the current and the field is a dyadic relation. Thus for vector fields, the
Green'’s function is a dyadic quantity which can be represented in its most general
form in rectangular coordinates as a tensbr
Geeti + Guj + Gaii
+

G=| G.it + G, G,:5% | (2.25)
Gzt + Guj + Guis '

2y
@«

. where G;; is the ith component of the field due to a unit j-directed current source.

We can define dyadic Green's functions for electric as well as magnetic fields due
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to electric or fictitious magnetic current sources. In this work, we will only be

Al

interested in the electric-type Green's function G'(F/7) and magnetic-type Green’s
. . Ao L '
function G (7/F) due to electric current sources, where

¥ x ¥V xG'(FIF) - G (FIF) = I§(F-+7) (2.26)

L]

V x ¥ x &N - BENFIF) = Vx I6(F-7). (2.27)
Equation (2.19) shows that the following relation holds bet._ween'é" and &
B = x & - 167~ 7). - (2.28)

Therefore, from the knowledge of the magnetic Green's function éh, the electric
Green's function G° can be determined in a straightforward manner through the use

of (2.28).

2.3.2 Vector potential formulation

The Green'’s function is derived by applying the boundary conditions to the prob-
lem of Figure 2.1 for an inﬁnitesimﬂ current source with all three cbmponents. There
are several approaches in solving bbunda.ry value problems of this type, such as the
field expansion method using vector wave functions [10]-[11}; the scattering super-
position method witil Hertz potentials [12] or vector potential functions [13],0r the
mixed potential formulation[li], to name just a few. In this chapter, the dyadic
Green'’s function is derived through the use of vector potentials.

Introducing the éonce'pt of‘ vector potential funéfions }f and F simplifies the prob-
lem when fields generated by sources inside the region of interest are considered. The
magnetic vector potential Ais derived from the current source and is subsequently

used to compute the electfomagnetic fields. Since the definition of any vector requires



the specification of both its curl and divergence, we define the curl of A as
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§=pff.=Vx:{,

(2.29)

whereas the choice of the divergence of A is taken such as to simplify the problem,

and is commonly referred to as the Lorentz’s gauge [15], yielding

b1

——
——

oy,

-Vx A

¢ o

—jw;f-i- ——-—-—YV'A. «
Jjwey

Substituting (2.20) and (2.31) into (2.18) yields

TxVxA

which reduces to the inhomogeneous vector Helmholtz equation :

= -4+ V(V.4)

pJ+BA+VV. A

VA4 kA= uld.

Similarly, the vector electric potential F is given by

for which we get

oo
il

and

VIF+KF =0,

(2.30)

(2.31)

(2.32)
(2.33)
(2.34)

(2.35) |

' (2.36)

(2.37)

In microstrip problems, the current is carried by the strip and can be decom-

posed into a longitudinal and transverse component. As shown by Sommerfeld, for a
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current source parallel to a dielectric interfa.ée, continuity at the boundary requires
two components of the vector maghetic potential ff,_one parallel to fhe interface, the
other pe:pendicul;r to the iﬁferfa.ce (see Sommerfeld’s derivation for a horizontal an-
tenna over an arbitrary earth, p. 257 [16]). Instead of deriving the electromagnetic
fields through the vector magnetic potential A with these components, if is possible
to derive £ and & through both A and F potentials. Any two components of A
and F can define the electromagnetic fields anywhere but a judicious choice of the
© two components can greatly simplify the derivations by producing a set of decoupled
equations [17]. The vector wave potentials having only one component in the direc-
tion of propagation produce a formulation of the electrorﬁagnetic fields in terms of
‘TE_ and TM waveguidé modes. On the other hand, when A = A, % and F = F. ,
 the fields are then written in terms of longitudinal section electric LSE modes and
longitudinal section~ma.gﬁetic LSM modes to the z-direction. This formulation is
usually referred to as the Hertz potentials. In view of (2.30)-(2.31) and (2.35)- (2 36),

an (A;, F ) formulation yields electromagnetic fields of the form

. 1 & .

E = —jwA.i+ — Jwen a:l:ayA y+ m '5;5;14,}2 (2.38)
g .1 B 6 ‘
for LSM modes, and
s 19 9. . o |
E = P —F.f — E;F,z | (2.40)
- 2 2
g = joFe-—2- pi- L. % p; (2.41)

jwep dzdy = T jwep 8z8z" 7
for LSE modes. The total fields at any pdint are the sum of both contributions

-

E = Elisg+ ElLsu . (242)

B = Hise+ Blisu. (2.43)



23
2.3.3 Representation of multi-layered structures

In the present derivation, the Gr_een’s function is formulated in a generalized
way that can be applied to analyze structures involving multiple substrates and
superstrates made of a combination of materials. For such structures, the boundary
value problerh is usﬁally solved by satisfying the boundary conditions of continuity
of tangential electric and magnetié fields at the interface between each of n dielectric
regions separately [18]. This approach leads to a linear set of 4(n+1) equations which -
has to be solved analytically in ordér td find the unknown potentials. In the present
formulation, the problem is simpliﬁed by con#idering equivalent boundary conditions _
on the dielectric interfaces. In this manner, we are able to de_crease the complexity
of the solu!_:iou and solve for the electromagnetic fields within the source region only.
This formalism has been applied cxtensiveiy in the past to open st;'uctures (19]. This
approach results in a simpler forinula.tion of the problem and has the a.dva.ntagé that
there is no theoretical limit to the number of dielectric layers that can be treated.

From the uniqueness theorem, we know that a ﬁél_d in a lossy region is unigquely
specified by the sources within the region plus the tangential components of E over the
boundary, or the tangential components of H over the boundary, or the former over
part of the boundary and the latter over the rc;st of the boundary [20). Therefore, we
can derive‘the Greeﬁ’s function for the source layer alone (layer s) with impedance
boundaries 5, and # at the uppét and lower intgrfa,ces, respectivély, as shown in
Figure 2.2. The fields in the other layers are solved by appljring the continuity of
tangential fields at the interfaces and can be cast in a simple and compact form as
shown in Appéndix A. These fields are not needed.for the Solution of the eigenvalue
problem, but are required for the cé,lcula.tion‘of the characteristic impedance.

The impedance boundaries 1, and n; are found by. introducing the concept of wave
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impedances. Wave impedances can be defined at the planar dielectric interfaces in
terms of a simple relationship between the tangential electric and magnetic fields

existing on them

Eg ="—"£ xn ﬁg (2.44)
or, in other terms |
i-E |
= =, 2.45
"=ITH (2.45)

These components are chosen such that § x 3 = # is the direction of power flow [21].
The boundary conditions at the upper and lower interfaces are enforced separately
for each LSE and LSM modes [18] as

=)
a.f _ =y
i (H, LSM,LSE

ol = (ﬂ) ,@x=h (247)
H,/1smise , o

Q@x=0 © (2.46)

where the subscripts { and u represent the lower and upper interfaces and the su-
perscripts a and f are associated with the LSM and LSE modes, respectively. To

~ simplify the notation, we .deﬁne normalized wave impedances as

“" ﬂu -~ ’" .
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where the characterisﬁc impedances (7.)’ correspond to the TM and TE impedances

in the source layer, In a.ﬁy layer i, we can define

(ne)y =4 , for LSE modes - (2.49)
(flc)i = :-i:- , for LSM modes. : (2.50)

The interface complex impedance 7; is equivalent to the impedance of a transmis-

sion line ¢ with characteristic impedance (7.)' terminated by a load impedance which
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may be a lumped impedance (such as the surface resistance of the ground plane) or
the impedance presented by a;nother substrate layer (Figure 2.2b). The normalized
impedance 7 is calculated by the impeda.nce.tra.nsformatioﬁ formula for transmission
lines‘using an iterative scheme from the upper and lower walls towards the source
region 8 : | |
"7‘.,-, _ ey 2L+ itanks hia

(e)ey VHiT tan ke iy

fol = (fc)a, "fl‘;{ —jtan ks, hi
ol = s

(ﬂc):; 1= ﬁ:;'fl tan k=i+x hisa

yi < 8 (2.51)

y3 > 8 (2.52)

2.3.4 Solution to the boundary value problem

The homogeneous scalar wave equations for A, and F, are solved in regions ( I) for
z > 2’ and (II) for z < z’ inside the equivalent structure. The solution of the fields
in_ each region amounts to 'appllying first the boudary conditions of the structure
at the waveguide walls and the iﬁterfaces, and then to solving three independent
problems with an excitation in the form of an electric current dipole with an'z, v
and z component respectively.

Applying the method of separation of variables to the wave equations (2.33) and
(2.37) yields

A= X(2) V() () | (2.53)

Fe = Xy(z) Vi(y) 24(2) (2.54)
for which a general solution may be put in the form
¢ = Acos kel + B'sin k£ | - (2.55)

where { = z,y, 0or 2, ¢ = X, Y, or Z and k¢ is complex in general. The eigenvalues
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are rclated by
K= k2+ k2 + k2. (2.56)
First, béunda.ry conditions at the walls and interfaces of the structure need to

be enforced. Since the waveguide walls are assumed to be perfectly conducting, the

tangential components of the electric field must vanish at the side walls
 Ey=0b) = 0 | (2.57)
Ey=0,8) = 0. (2.58)

“These boundary conditions are satisfied by ‘c_hoosing the following eigenfunction so-

lutions for the y-dependence

Vuly) = sinkyy e (2.59)

Vr{y) = cosky (2.60)

with | |
k,,:-"-"f , m=012,.. (2.61)

To completely chara.cte_rize the shiélded multilayered structure, the boundary
conditions on the lower and upper interfaces (2.46) and (2.47) of the source layer

have to be enforced, as dacﬁbed in the previous section, by setting
(g-)' =g |, z=kh (2.62)
(f-!—)‘ =g | z=0. ; (2.63)-
Making use of (2.38)-(2.41), it is shown in Appendix A that the eigenfunction solution
for the z-dependence can be ﬁrritten as

XD(z) = AD [cos k.(z — k) — j72 sin ko(z = h)] (2.64)

*{)(z) = D [sin ky(z - h) + 7 coska(z — #)] (2.65)
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for region (I), and as

X{D(z) = AN cos k,z — 57 sin kya] (2.66)

XD (z) = pun [sin k.2 + j#if cos k2] (2.67)

for region (II). '

The four unknown coefficients AN, DI, AUD, DU in (2.64)-(2.67) are deter-
mined by the application of the boundary c_:onditiong at the source. To that end, we
consider an infinitesimal current source located at # with unit amplitude and compo-
nents in the z, y and z direction. To account for the electric current source, continuity
of the electric fields needs to be satisfied at the interface z = z’. An infinitesimal
two-dimensional current source in the y and z directions yields a discontinuity in the

magnetic field components as follows |

CAx (AN AUD) = G §(F = )|eme (2.68)

Aax (AN - Uy = 3 6(F = 7)|pmer- ©(2.69)
For an z-directed electric dipole, the wave equation is used
VA+BA = = & 67~ 7)omer (2.70)

to derive the coefficents of the ;1. potential (2.53)-(2.54) as detailed in Appendix A.
Except at the source point, the eigenfunction expansion of the Green’s function is
well-behaved. It should be noted that the potential formulation of the problein leads
to a singular term in the normal zz-component of the Greeﬁ’s function. However,
for the charaﬁterization of planar structures where the current sources are assumed

to have only y and z components, the zz component of the Green's function is not

needed.
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Electric Green'’s function
The components of the dya,di«-:' electric-type Green’s function G" are given below
for the source layer, where C:';,, represents the j component of the electric field due

to a k directed current dipole. In the following, ¢; is the complex permittivity of the

source layer and i represents the region above (I) or below (I7) the point source.

(é:':)‘ :E [~8(F - )

o & (k24 k3 . , | '
ﬁﬂh__).L c;;(z) v,(z’) sin k,y sin k3’ - (2n)

+
L3R
‘ x 4 1
(é:'v) = "':JE': E —b- -’D_ sa(z) iz’ )smk ycosk,y' (2.72)
& mz=0
- i 1 oo 6m 1 ; .
(6) = =~ 2 3R al@) so.(z’)smkyysmk,,y (2.73)
) & m=0 a
PR | ' J 00 am 1 , ' o ;
(Ge)' = -2 & For kvh(a) vil=") cos kyysinkyy (2.74)
* m=0
= \i & b 1 ,
(G) = ngmk"y‘.mk"y

. ["3 (ne): D-l—‘ valz) ¥i(=) + k2 (1) 51-!-':#}(:) <p§.(z')] (275)

- \i = Om k. ' . )

[~ 10 5 9 i) + 00 - v 4@ e

(é::)i = —;1;_- go%-'-ks-;— ¥i(z) vy(2") sin kyy sin k,y’ | (2.77)
AU W N ¥ -
= - sin k,y cos by’

g v -y g @] em




30

(:,) = JZ 7 k3+k78mk ysink,y’

m=0

[k’(m) 7 Yal2) wile") + & (n.); == ¢;(z) ey(zh]  (2719)

where

b = w/am

mn
ky B e

=%
k, = JE-E-E.

and é,, is the Neumann delta defined by

b = 1 m=40
"T12 m#0

The z dependence is given by

Sag(z) = cosks(z = k)= jiu * sinks(z - k)

c.;(x) = cosk.z — jfi * sin k.x

11),{',(3:) = sinkg(z = &) + jij. > cos kz(z - h)
¥H(2) |

i

sin k.2 + jij / cos k2,
and the 2’ dependence may be written as

was(z) = sin kez' + jfi * cos ko’

ol (a:') = sink.(z' = k) + ji *f cos k. (z' = A)

vi(2') = cosk.z' - it ™ sink,z’

,J(z') = cosky(z' = h) = jiji ¢ s:nk,(z -~ h)

(2.80)
(2.81)

(2.82)

(2.83)

(2.84)

(2.85)

(2.86)

(2.87)

(2.88)

(2.89)

(2.90)

(2.91)
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with
D,,s = sink, h(l— )+] cosk h( r‘i”) - (2.92)

As further discussed in Chapter 7, the equations D, = 0 and Dy = 0 are the char-

acteristic equations for the'wﬁveguide modes of the TM and TE types, respectively,

_ propagating in the corresponding multilayered inhomogeneously-filled waveguide.

The cbntribution of the LSE and LSM terms is expressed clearly through the z

and z' dependence of the individual components. For the vertical component of the

field, only LSM modes are present. All the terms of G~ are eigenmode expansions

with respect to the y direction, resulting in a single summation over the modes m.
It is interesting to note that the m = 0 term only contributes to the summation for
the yy-cox_nponent since it is the product of two cosines.

The dyadic Green's function components are given here for the regions just above
and below the source. By applying the boundary conditions at the different dielectric

interfaces, the Green's function can be derived in any layer as shown in Appendix A.

Magnetic Green’s function

The components of the magnetic Green's function are needed for the evaluation

of the characteristic impedance and are given below

(@) =0 | o (2.93)
e i . = 6 kg 1 - ‘ i Fi
(G5) = i X F 1 5; %ile) vl(a) coskyy coskyy (2.94)
-~ 3 et 6 k 1
h e -y
(Gr) = - PR Sl A (') cos byy sin kyy' (2.95)

)
: (C;‘:,',)'I = | A i %"—'— k: (nc): q i(z) vi(z ')sink,,y sink,y'  (2.96)
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. [~ =] ‘
&) = -'-"-———-—sinky cos kyy’
(&) 5,: b K24k v
1

B4 )+ 3cile) )| (297)

Gh) = gjé—"‘- el slm k,y sin k,y’ |

[E5m5e) e + Ko@) i) (2.98)
@) = o =3k Diac;(z) vi(e)coskyy sinky’  (2.99)
(-:v)‘ == g% kzlkz coskyy cos kyy’

B G LR OL 1) I
(6L = ;‘f prk by sk
| : | [_ 1_;: () ¢! (z,)_,_%;g}'(z) ‘,,}(,')], | (2.101)

2.4 Method of moments

The generalized ihtegrﬂ equation (2.11) can only be solved numerically because
of the complexity of the integrand. The Method_ of Moments is particularly well-
suited for the solution of integral equations of this type [22] and is adopted here to
calculate tﬁe current distribution on the lines. This technique transforms the integral |

equation into a matrix algebraic equation that can be easily solved on a computer.

2.4.1 Overview of the method
Let us consider the operator equation (2.2) as
£(J) = g(E) R (2.102)

where £ is an integral operator (.which includes the Green's function and certain

boundary conditions), g(E) is a known excitation function and J is the unknown
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- function to be found. Equatibn (2.102) can be solved by applying the method of mo- -
ments. The first step in this approach involves approximating the unknown current
by a series of functions as

J) = >l &) | _ (2.103)

P

where the ‘components of I, are the unknawn constants {0 be determined and the
components of E,(y’) are known expansion functions which form a suitable basis. The
ba.si# functions may be either entire domain bases defined over the entire domain of
the operator (e.g. Chebychev polynoxnia_.ls) or subsectional bases which only exist
over subsections of the domain (e.g. pulses) as shown in Figure 2.3. In this work,
both types‘of basis functipns bave been used.

For exact solutions, {2.103) is usually an infinite summation and &, form a com-
plete set of basis functions. For approximate solutions, (2.103) is a finite summation
which is truncated after insuring proper convergence. In addition, the expansion in
(2.103) has to sa.tlsfy the bounda.ry conditions as required by the original equation

(2.102) where, upon substitution, we obtain

P _
E » + L(B) > g (E). - (2.104)
| 2R .

The second step in the moments method is to compute the coefficients {,}
so that the approximate equation (2.104) is satisfied in some average sense. The
subscript ! denotes the z, y or z component of the unknown constants. To that end,

we define the inner product -
<f':§‘>-.-.-jw F-gdy C (2.105)

where the integration is taken in the y direction along the width W of the strip.

Next, we take the inner product of (2.104) with some suitable weighting functions
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b. Subsectional Bases

Figure 2.3: Basis Functions




- 35
Wy, ¢ = 1,..Q, which form a functional basis, defined on the same domain as the
unknown current, i.e. the source coordinates. In Galerkin’s 'method, the weighting

functions are taken to be the same as the basis functions w, = _b,,. Thus we obtain

a set of linear equations in {L}:
R ) | )
Yo, <@y, L(b)> = <@, 9(E)> .¢g=1,..,Q (2.106)
?

whiéh can be solved for {I},} by using either direct methods (Gaussian elimination, or
LU transform) or iterative methods (conjugate-gradient method), which are suitable

for large systems of equations.

2.4.2 Matrix formulation

The application of the inner product to (2.102) reduces the integral equation to

- a matrix equation given by

(En =M - o 2107)

where 2] is the impedance matrix, (] is the current vector of unknown z,y,z
amplitudes and [V] is the excitation vector.
The impedance matrix [Z] contains 9 sub-matrices as shown below

| [222] [2a] (2]
(2] = | [2:] (2] [24]) (2.108)
[2:c] [24] (2]

with individual components given by

Zulgp) = <ww, Lbp)> (2.109)

= _/W' dy /w, dy' Gii(z,y/2',¥") bin(y) wigy). (.2_110)

In the above, W, and W, represent the width of the testing and basis cells, respec-

tively. Integration is performed over the total width of the strip when entire domain
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bases are chosen to represent the current, and over subsections of the strip width for
subsectional basis functions.

.The elements of the excita_tion vector are of the form

. [Vz(Q)I
V=1 M@l |, | (2.111)
[V-(‘I)] | '
where
Vi(g) - _/w'dy Ey) wely) k=z,9,2. (2.112)

When the boundary conditions on the strip are imposed, either in the case of lossy
conductors or dielectric lings,‘ the resulting integral equation is a Fredholm integral | 5
of the second kind (see section 2.2.2). Therefore the unknown current appears utidcr
~ the integral as well as on the right hand side of equation (2.107). In view of equa.tioh

| (2.12), equation (2.112) takes the form

Vele) = [ dy Co Ju(y) wey(9)
q
V@) =, v Cy fy) winly)
Vi(g) = fw dy C: L{y) we(y) ,¢=1,..,Q (2.113)
. 9
where C,, C,, C, are functions 6f the boundary conditioné on the line and indepen-

dent of y. In the above equations the current is the only unknown and can be written

in terms of the expansion (2.103) as

Vela) = Co Tlo [, dyblt) wesly)
Vile) = Cy Xl fw dy byp(y) wya(y)

Vo) = G Tl [ dybol)valy) g=1-mQ  (2114)
P 1



37

The resulting expressions can be moved to the left hand side of equation (2.107) and
incorporated in the impedance matrix. The resulting excitation vector is zero for the

solution of two-dimensional eigenvalue problems (23].



CHAPTER III

MICROSTRIP LINES: THEORETICAL
STUDY OF LOSSES

3.1 'Introduction and background

Shielded microstrip lines are widely used in microwave integrated circuits where
they perform a great va.nety of functions. It is therefore very :mportant t.o have
an accurate knowledge of their characteristics, i.e. phase velocity, characteristic
impedance and losses as a function of geometry and frequency. Although dissipative
losses are c;ften considered a second order effect, they can impose a xhajor limitation
on the performance of microstriii interconnects, passive circuits and radiating ele-
ments in high frequency circﬁits. It is therefore of interesi_; to improve loss analysis,
whereby effects of substrate and non-perfectly éonducting strips can be treated indi-
vidually. In the context of éhielded microwave and millimeter-wave printed circuits,
ohmic losses due to the finite conductivity of the strips are the prevalent loss effect
and have been studied by several authors during the past fifty years but have been
limited to lower frequencies and electrically thick strips. |

The incremental-inductance rule derived by Wheeler [24] is the foundation for
calculating the surface resistivity of éonductive'strips. From the knowledge of the

, resistivity, attenuation due to conductor losses has been evaluated by analytic dif-

38
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ferentiation [25}, [26] and numerical integra.tioh [27] . Thg perturbation method is
also frequéntly used in quasi—sta;tic techniques such as the boundary-element method
© [28), the finite-element method [29] as well as in .spectral domain fullwave analyses
[30), [31). These‘m'et.hods are based on the electromagnetic field distribution of a
loss-free envirbnment and are useful for hybrid circuits with relatively small losses in
conductors with cross-sectional dimensions much larger than the skin-depth.

In the approaches mentioned above, explicit formulas are given as a function
of the width to thickness ratio of the strip. However, these techniques are strictly
limited to electrically thick condﬁcti_ng striﬁs, i.é. they assume that the conductors
have a thickness much greatef than the skin depth at the frequency of interest. The
thickness is usua.lly. taken into account by a modification of the strip width [27],
[32]. In moﬁolithic microwave and millimeter wave integrated cifcuits, however, the
metallization thickness is of the order of a few um, and the skin depth é varies
between about 3um at 1 GHz to 0.3 um at 100 GHz. Thus the conductor thickness
and skin depth are of the same o;det of magnitude and therefore the skin effect
becomes an important issue. In the past few years, several researchers have studied
the above problem using v‘a.ria.tioﬁﬂ formulations [33], [34]. Since the publication of
the present work to the scientific community in 1989 [35]-(36], several new approaches
ha\-re been employed, ranging from quasi-static techniques (Green’s function method.
[37)) to semi-empirical methods (‘phenomenological loss equivalence method’ [38])
and full-wave approaches (mode matching method {39}, finite-difference method [40],
and the method of lines [41]). In the present method the inﬂueﬁce of conductor losses
is eva.luaﬁed 'u‘sirng an integral,eﬁua.tion method. In thfs mathematical formulation,
the fields are computed inside the conductors and are utilized to define an equivalent

impedance on the surface of the strips. This surface impedance is used as a boundary
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condition for the solution of the electromagnetic problem outside the conductors.

3.2 Descfiption of the theoretical method

This chapter represents an approach to evaluate dispersion and losses in a system
of multiconductor micrbstrip lines printed on multilayer substrates and surrounded
by a shielding ca.#ity. The system is uniform in the direction perpendicular to the
z — y plane. An a.rbitfa.ry number N, 6f conductors are embedded in an arbitrary

‘number Ny of dielectric layers (Figure 3.1). The conductor strips are assumed to have
| a uniform, rectangular croSs-section, finite condu;:tivity o and thickness t. For mi-
crostrip lines used in microwave and :mlhmeter wave applications, the strip thickness
is in. ma.ny cases small compa.red to the w1dth of the strip. However, VLSI intercon-
nections with strip aspect ratios less than five (width/thickness < 5) are commonly
encountered in state-of-the-art, high-speed, high-density pa.ck'éges. Also, in practical
circuits the strips are u&ua.llyI at least two widths away from the side walls of the
waveguide to avoid ?:oupling, therefore losses of the shielding can be ignored since
most of the ﬁelds are concentrated below the strips. However, the effect of a lossy
ground plane is induded. Dielectric losses are accounted for by assuming a com-
plex permittivity for each layerrwh.ich in turn iinplies that the propagation constant
7 = jfc, is a complex quantity whose real part represents the attenuation due to the
ﬁnite conductivity of the strips end dielectric losses. Both conﬂucting and dielectric
regions are assumed to be nonmagnetic with ﬁ‘ee-spa.ce permeability yo. The theory
can be extended to multilayered isotropic magnetic media in a straightforward man-
ner by the concept of duality [20}. In the case of anisotropic materials, the electrical
parameters have to be described as permittivity and permeablhty tensors.

The approach consists of a genera.hzed integral equa,tlon formulation where ﬁelds
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Figure 3.1: Geometry of a multilevel microstrip line system in a shielded environment
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are computed independently‘ in different dielectric regions as well as inside the con-
ductors. The field behavior inside the conductor is described by a quasi-TEM a.nalysis
where the magnetic vector poteﬁtia.l is rela.ted to the unknown current distribution
by a static Green’s function. This method allows for the computation of the per unit
length resistance R(f) and the per unit length internal inductance of the strip Lin(f)
as fun_ction of frequency. An equivalent surface impedance is then deﬁnéd which de-
scribes, iﬁ a pﬁysical equivalent sense, the frequency-dependent field penetration in

the lossy strips and serves as the boundary condition on the strips. In the case of

N, coupled strips, there are /N, modes associated with the structure. Each line is

therefore represented by N, surface‘ impedances corresponding to each mode. The

fields in the dielectric region, which consists of an arbitrary number of layers parallel

to the ground plane, are computed by a method of moments solution of Pocklington’é

integral equation subject to the new introduced boundary condition.

The novelty of this method resides in the application of the boundary conditions
on the strip where the tangential electric field is related to the finite current in the
microstrip line by the surface impedance described above. The resulting general in-
tegral equation that accounts for both dielectric and conductor losses is solved to
calcﬁlate the complex propagation constant, cﬁrrent distribution and characteristic
impedance. From these're‘sults derived in the frequency doma.in,’ pulse dispersion
and cross-talk effects a.ré obtained in the time domain by an inverse Fourier transfor-
mation. The numerical implementation of this method is discussed in the following
chapter where example results are presented for mﬁper-po!yimide interconnections

embedded in various substrates.
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3.3 Derivation of the equivalent surface impedance |

In today’s VLSI and MMIC circuits where the cross-sectional dimepsions of the
lines are comparable to the skin depth, conductor lqsses are .of particular concern.
In order to examine the importance of skin-effect, it is necessary to derive the cur-
rent distribution inside of the conductors. An exact analysis of this case requires
Maxwell's equations to be solved througho_ut the entire domain, i.e., in the dielectric
regions and inside the lossy strips. Such an analysis is very involved and actually
needs not been undertaken for the frequency 'ra.nge of interést. Inside the lossy
strips, the much simpler qué.si-TEM approximation discussed below wiil be shown
to be valid up to millimetér wave frequencies. The quasi-TEM integral equation
formulation use& here for the frequency-dependent current distributionsin the lossy
strips has been derived in [42], (43] and will be repeated here for completeness. From
the knowledge of the currexi!; density distribution and energy oonsi.derations, the per-
unit-length inductance and resistance matrices of the multiconductor transmission
line system can be calculated. An equivalent infinitesimally thin impedance is then
defined which replaces the lossy conducting strip. This impedance pi'ovides the sur-
rounding region with a relation between tangential electric and magnetic fields on

the surface of the strip and serves as an additional boundary condition.

3.3.1 Quasi-static integral equation for the current distribution in con-

ductors

Assuming that the cross-sectional dimensions of the strips are small compared
to the wavelength A in the frequency range of interest, the fields in the strips can
be considered to be quasi-TEM allowing the use of transmission line circuit-theory

parameters. The multiconductor transmission line system can be described in the
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frequency domain by the telegrapher equa.tioné.

aV(z)
dz

4B o e+ julenv 6y

= —(Rl+5(I)I (3.1)

where [R], [L], [G) and [C] are the per-unit-length resistance, inductance, conduc-
~ tance and capacitance matrices, respectively. All these quasi-TEM matrices are of
dimensions N, x N, where N, is the number of conductors in the system. IThe pa-
rameters V and I are the complex voltage and current vectors and w is the angular
frequency.

" Because _of the finite conductivity of the lines and théir small cross-sectional
dimensions, a longitudinal component of the electric field E, exists inside the con-
- ductors. However it has been shown [44] that this component is still very small
mﬁﬁued to the transverse E; component inside the lossy conductors throughout
the millimeter wave frequency range and, as a result, the quasi-TEM approximation
remains valid. The field penetfation in the strips is dependent on the frequency of
operation and therefore the [R] and [L] matrices, which are of interest in this work,
will also be frequency-dependent.

In the derivation of the quasi-static integral equation for the current, the system
of multiconductors is above an infinite perfectly conducting ground plane as shown
in Figure 3.2. At frequencies up to thé millimeter wave region, the displacement
currents inside the conductors can be neglected compared to conduction currents
(we € o) for good conductors such as copper. From Maxwell's equations, and under

quasi-'TEM conditions, the longitudinal component of the electric field is given by
E.(z,y) = —jwA:(z,y) -V (3.3)

where A is the magnetic vector potential and & is the scalar electric potential. As-
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System of N, z-directed multiconductor lines above a ground :plane

Figure 3.2
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suming that the voltage drop inside the conductor is only in the z direction, we can

write

- .00 ‘ '

Ve = i5o . (3.4)
Using the fact that for any scalar quantity V x V& = 0, it follows that %‘-} = C.

Applying Ohm's law ( J = o-E ) to (3.3), we get

Iiz,) = =ju Aa,y) - o, | (3.5)

By integration of equation (3.5) over the cross-section of the mth conductor, the

constant % can be determined as

e [ B fae e

where the first integral represents the total current flowing through the cross-section
of the mth conductor and the second integral can be seen as the average magnetic

potential over the sﬁrip and will be denoted by A,

- 1
An=g j /s... A, ds. (3.7)
This leads to
] : ’ . e 1
Ji(2,y) = —jwo Al(z,y) + jwo Am + o / fs Ji(z,y)ds.  (3.8)

The magnetic potential A satisfies the inhomogeneous equation
ViA, = —pdi(z,y) (3.9)

whose general solution has the form

Ay = [ [LE) Gayiay) do' dy'. (3.10)
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The two main usuﬁptions in this derivation are that the gradient of the electric po-
tential has only a z component which is a constant (3.4), and that the current J may
be related to the magnetic vector potential A through a quasi-static Green’s func-
tion. In (3.10), the quasi-static Green’s functidn G is dependent upon the geometry

considered and can be written as

end oY 1 (:""""":')2 + (y'—y')z |
Glz,y;2'\y) = _z‘;ln z—2) + (y+y') (3.11)

for an infinite ground plane [45]. Upon substitution of (3.10) in (3.8), we can write
the final integral equation for the current density distribution inside of the lossy

strips as
Maw) = =joops [ [ (@) Glawiay) do' dy' + [ [ Ji(ew) ds
+ gwapeg= [ [ [ [ [ 2@ Gy de d] s (12
where Sp = TN is the total cross section of all conductors. The integral equation
(3.12) has been sﬁlved by the Method of Moments using pulse basis functions over the
cross-section of the strips [45]. Figure 3.3 illustrates the results of this formulation

by showing the magnitude of the current &ensity along the width of a metallic strip

plotted for four different distances s,, s;, 33 and 34 from the bottom side of the strip.

3.3.2 Evaluation of the resistance and inductance matrices

Resistance matrix

.Once the current distribution inside the conductors has been computed, the per

unit length resistance R(f) is found by considering the time average power dissipated
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Current Distribution (f=1 GHz)

Norm. Current Density

position along strip (microns)

Figure 3.3: Magnitude of cﬁrrent density inside a rectangular strip at a height of 3
mils above a perfectly conducting ground (W = 3 mils, ¢ = 4 x 107 S/m,
f =1 GHz, t = 0.2 mils)
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in the conductor due to ohmic losses on the line:
1 2 a
Pu = 3Re {_/;J . B ds} . (3.13)

Using Ohm’s law (J = o E), we get

P, = 51- {jJ ‘d}:—%ﬁe{[swlzds}. (3.14)

The power can also be written in terms of the per-unit-length resistance matrix as
P.,=% g = -R l( Jda)l (3.15)

where I = fgJds. The component R;; of the resistance matrix [R] represents the
_ per-unit resistance of the jth conductor due to a current in the ith conductor and is

expressed as

1 Js [ ds

= )l

(3.16)

Inductance matrix

The per-unit-length inductance L(f) can be derived by examining the energy
stored in the inductors used to represent the lines. The magnetic energy stored

inside of a conductor is given by

Um=i-Re{/srf'_- Ads) | 317

where A is the magnetic vector potential. The magnetic energy Un can also be
expressed in terms of mutual and Self inductances as
1 Nc Ne .
|=1 J#i

where L;; is the component of the per-unit-length inductance matrix for a system

when only the ith and jth conductors are excited, and I; and I; are the amplitudes
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. of the currents on the respective lines. The case where only the ith conductor is

excited yields
Ui = % Li I (3.19)

From (3.19) and after expanding (3.18), we get

L" s— 4 -I..T _ (3-20)
o UH = UE - Ul

8.3.3 Derivation of the surface impedance

From the knowledge.of the per-uﬁit length resistance and inductance matrices, a
longitudinal surface impedance is defined that relates these quantities to the tangen-
tial magnetic field H, and the tangential electric field E,. A transverse component
of the current also exists, and thus a transverse surface impedance Z; may be defined

as discussed below.

Longitudinal component

The per unit length internal iﬁductance of the strip is computed as
Lilf) = L(f) = Len (3.22)

where L is the per unit length inductance of the strip in the limit & —+ o0, in which
case the current flows on the surface of the strip and there is no field penetration.
Knowledge of the per unit length strip resistance and internal inductance allows us

to express the per unit length voltage drop AV along the lossy strij) as
-AV={R(f) +i2xfLul T (VIm) . (32)

where I is the total current flowing in the strip.
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In order to derive the desirable surface impedance we start with the standard
definition for the surface impedance of an imperfect conductor as the ratio of the

tangential component of the electric field to the surface current density at the con-

ductor surface

Ey(r) = Z(u(r) = Z(D)By(r), (321

where 7 is the transverse coordma.te along the surface of the conductor Integratmg

(3 24) a.long t.he side of the stnp we have

jo Ej(r)dr = jo Z(r)H,(r)dr, “ (3.25)

where W is the width of the strip. From (3.25) using the mean value theorem for

Riemann integration [46] we can write

w w o |
jo Ey(r)dr = Z(n) jo H,(r)dr, (3.26)

where 7, € [0, W] Dividing both sides of (3 26) by W and recognizing the mtegra.l

on the right-hand sxde as the total current flowing on the surface we can wrnte
B =2(r) L | (3.27)
: 3 = 0 W’ .

where E‘; is the average value of the longitudinal component of the‘e_lectric field on
the strip. Obviously, this value can be thoﬁght of as the negative of the per unit
lengf.h average voltage drop along the strip, in which case (3.23) and (3.27) lead to
the Vrela.t ion |

Z(n) =W R() + il (3.29)

This is the desirable expression for the surface impedance of the equivalent
impedance surface to be used in place of the lossy strip. In what follows, we sha,ll '

denote this surface impedance as Z(f) where the subscript { suggests its relation to
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the longitudinal current on the strip.

E, _ |
F”- = Zi(f). (3.29)

‘Transverse component

For most practical purposes, the dominant part of the conductor loss is due to

the longitudinal component of the current, for which an accurate longitudinal surface

impedance Z;(f) has been proposed. However, as the frequency of interest becomes

higher and/or the width of the strip increases, the transverse component of the
current becomes more significant and needs to be accounted for. This is being done

using the standard surface impedance for an infinite resistive plane as

-2 =7, = (14+4)=, (3.30)

~ where ¢ is the conductivity of the strip and é the skin depth at the frequency of

interest. Even if the width of the strip is finite, use of (3.30) is justified by the fact
that the strip is assumed to be infinite in the direction perpendicular to the flow of

the transverse component of the current.

3.4 Integral eduation formulation

As discussed in Chapter 2, the electric field excited by an electric current source

depends upon the surface current density J as follows
- B = f / ]V & (#/7) . J(7) dv'. (3.31)

* The above expression satisfies all boundary conditions except the ones on the sur-
face of the strip conductors. For perfectly conducting strips we enforce the Dirich-

let condition of vanishing tangential eleét.ric field on the surface of the line. This

~
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boundary condition is applied to (2.11), and is satisfied for discrete values of kMs
corresponding to the dominant and possible higher-order modes, depending on the
operating frequency. For the general case of strips with finite thickness and finite
conductivity this condition is not appii;:able anymore. We follow here the alterna-
tive, approximate method based on an equivalent representation of the lossy strips
by the impe_dancé surfaces derived above.

In planar microstrip problems, the current sources are assumed to have both
longitudinal and transverse components which, in turn, implies that only four out |
of the nine Green's function,componenis need to be considered (G, G,:, Gy and
Gis). In view of (3.29) and (3.30), equation (3.31) takes the following form on the

surface of the strip

E;(f)=ij i x 5‘(#/?).f(r) dv' = -ix 2. (H x4) (3.32)

where E, represents the transverse electric field and 2 is a dyadic quantity that we

‘call the dyadic surfac? impedance given by
2 = 245 + Zizs. | 3
Recognizing the i)oundary conditipn for the magnetic field as |
AxH=J | (3.34)
and recalling (2.11), equation (3.32) becomes

fc_ A X ée(r,ylft_’,y')j(y') dy —axZ-Jy)

=0 - (3.35)

k:Sk,

In 2 multiconductor system, the above equation can be generalized to a Fredholm

| integral equation of the second kind

j=17Ce;

NG =t - X3 - ’
S [ ax & (eyiry) - By - ax B Fg) = 0
. k.:k;\fs R

vi=1,..,N. (3.36)
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, ’ =i :
where Z' is the surfacg impedance of the ith strip and G is the Green’s function at

the ith strip due to a current Ji on the Jth strip.

3.5 Application of the Method of Moments

The integral equation (3.36) is .solved by the Method of Moments [22]. The cross-
section of the strips has been replaced by an infinitesimal impedance surface. Let
N, be the number of coﬁducforé and N; the number of entire domain basis functions -
that are used to represent the current on the surface of the sﬁrip. The total number
of elements, NT,. is then given by Ny = TN, N;, =.N, x Ny.

The two-dimensional surface current on the ith strip may be written as
F) = Jjw)i + L: (337)

where Ji(y’) and Ji(y') are functions of y’ given by

-

Nb . .
L) = X L b))

r=1

Ne . :
L) = 2 Ip b)) . (3.38)

p=1
and I}, If, are unknown current coefficients. Inserting the expression for J(y) from

equation (3.38) into equation (3.36) we get

Nc ND . ~ :
IPIP A L & Giau/e ) ) +
i=l p= s

JH"’/c dy Gzl ) = -2 2 I,b,(v)
.Z : I:P L.j y’ é‘;‘i’(.‘t, y/f:’, y’) b’w(y') +

B[ & Gley/a )00 = 2 S 1,

p=1

i=l.,Ne (339
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After applying the weighted averages, the éystem of eqdations (3.39) becomes

Nb Ng . -
S Bf & [ d Gyl y) b))
p=l = Cw; Cui
+ B[ a4 /o dy Gj(2,y/'\y") 8, (y") wie(y)
'I‘J

= -2 E / b, W i () W (v)

Nb Ne

S G d [ G/ By ) i)

p=l j=t

4 B j L dy' / dy G (z,y/2',v") (') w'o(y)

g3 X L / dy B (y) wiy(y)

fori,j =1,...,N. and p,¢ = 1,..., N} (3.40)

The sgt\‘ of equa.tioﬁs (3.40) may be rewritten as

N, :

> [@rnIo+

p=1 .
)_j ff (Iwrgl’z‘a’fw(m, zi AR I‘”I‘”.’F',,,(m i,z ))] = ({3.41)
J=1 m=0

% [z 1,79~

p=1

ZE (I lm:l,'},l)‘_,r“).?-‘.,,(m,:»:., z) +1 wa(v”I(")ﬁ'(m T,z J))] = (3.42)

j=1m=0

foré,j=1,..,N.and p,g=1,..., N,

~ In the above, the F(m, z;, 2}) are given, according to the notation defined in Chapter

2, by
Pl 2] = 3 g [ (101900 ula) + B2 ) () ()] (343)

Fos(myzi,2}) = T(kk"_ﬁ'j [ (102 @) ) + )y (o) st 340
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bm kyks

() = —

Fulm,z0,2]) = 52 prgs (K002 Bale:) wala]) + K ()3 91(23) 91(2})] (3.96)
. v 2 !

[(fle)l ¢=(=¢i) Pa(Z}) = (flc:):r‘ll’!(zi) ‘Pf(xi)] (3.45)

The terms Z,'s represent the moments integrals resulting from the application of the
method of moments and are dependent on the choice of basis and weighting functions

through the following definitions

I = [ dyeoskyB) (3.47)
I = jc _ dysinky B, (y) | (3.48)
0 = jc _ dy cosky wl(y) (3.49)
0 = jc _ dy sinkyy wh(y) (3.50)
9 = [ dv b v) (3.51)
9 = [ @beue. (3.52)

The set of equations (3.40) can be further reduced to a matrix equation of the

form
Emn=p0. (3.53)

For the general case of N, strips on two levels of interconnects, the impedance matrix

[Z] can be represented as a [2N, N, x 2N, N;] matrix
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T 11 1 12 12 1N IN: ]
Z:,{ zy;! zlw zllt sres ZWNe zﬂ:v ¢
. 2 2
zyﬂ zﬂl tven zw ) Zy' )
zx‘l z:;NS"l ane ) ee rone : zy‘”ﬂ‘”‘ ZVN:NG
(3.54)
11 1 2 | v, N
z:y _ zn z:: z:x e zl‘llN¢ z‘l’ )
) 2 _ 2N, N,
Zry zu e z‘v ) z'z‘ ‘
| ZNY ZNY L . ENeNe ZNNo

where the individual Z¥ are themselves N, x N, submatrices, whose elements are

defined by

Zh0) = EIOTO Fulma ) +66.5) 2T @59
Zip) = ST Futmans) (3.50
Zia) = IV IP Fom,zus)) (3.5)
Zip0) = SIOLO Fulmizz) =86 2T (359)

where (1, ) is the Kronecker delta,

. )1 fori=j ’
6 = ' , 3.59
() {o ori#j (3.59)

It is important to choose the basis functions & to be as close as possible to the
physical current on the strip for numerical efficiency and rapid convergence. If the
first few basis functions represent the currgnt' reasonably well, the necessary size
of the matrix can be kept small for a given accuracy of the solution, so that CPU

time is minimized. Therefore, the formulation of J should take into account the
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Figure 3.4: Geometry for entire domain basis functions

singularities of the charge distribution at the edges of the strip. In this study, we
have investigated the use of entire domain functions to approximate the behavior of

the current distribution.

3.5.1 Basis functions expansion

Entire domain basié functions are chosen to approximate the behavior of the cur-
rent distribution. The longitudinal current is represented by Chebychgv polynomials
of the first kind T, multiplied by their respective weighting functions in order to
satisfy the edge conditions ‘

T = % I, LS1(A y‘))z. (3.60)
\/1 -(Fw-w)
with N, the total number of basis functions, W; the width of the ith strip and y; the
distance from the origin to the center of the strip as shown in Figﬁx‘e 3.4

For narrow strips, the zeroth order polynomial Tj is usually sufﬁcient to describe

the variation of the longitudinal current J, in the transverse direction with good

accuracy. Indeed, this variation corresponds to that derived by Maxwell for the
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surface charge density distribution on an isolated strip [47)

‘ Z = for ly—y)| <
ofy) = { =/=( ) - (3.61)

0 Lor ly—p)| > %

For the dominant quasi-TEM mode, the transverse current Jy is zero at the
center of the strip and is an odd function about the center. The current I, (y) can be
obtained analytically through the use of the continuity equation [48] and has been
described in the past by closed-form trigonométric functions [49)], [50] In this work,
the t.ransversé current Jy is approximated by Chebychev polynomials of the second

kind U; multiplied by their own weighting -function

L) = :‘f Ty Uy (-,-f,— (v '-—m)) \/ 1- (-—,37 (v- y.-))z. (3.62)

p=l
The first order (p = 1) corresponds to an odd function over the strip which satisfies
the edge conditions and approximates accurately the current distribution on the
microstrip. Introducing thes'e'expressions for the basis functions into equation (3.36)

results in closed-form integrals of the form

Y = /ﬂ ”__?‘Up (-,;f,-;(y - y.-)) \/ 1- [%(y - y-)r cos(k,y) dy  (3.63)

0 = ¥ T (5 - 1)

? =¥ \;1 = gy~ )P

that simplify to Bessel functions of integer order as shown in Table 3.1. The deriva-

s'in(k,y_) dy | (3.64)

tion of these integrals can be found in Appendix C.

3.5.2 Testing functions

In the choice of appropriate testing functions, care has to be taken to fulfill
certain mathematical requirements. The testing functions should be chosen so that

the inner products are independent of the excitation. Some additional factors may
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Basis Functions
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Moments Integrals

— —_———

Jy(y) where Y = ﬁr(v - )

by (Y) 7"
| | '
|
WVI-Y2 Y] S| =2 Lk, %) sin(k,y)  Lifm#0
L |0 o JEY|>110 Jifm=0
| I
I 4 o | |
fL @Y -)/i=-Y?F L if|Y|<1]| -8 h(kX) cos(k,y) ,ifm#0
Al Y[>1]0 W) ooy Jifm = 0
I [ | I
| I
I
4Y(2Y2 - 1)W1-Y? | if Y|_<_1 L 1k, %) sin(kyy:) ,ifm;é(l'
[ |0 JEY|S1{ 8 C ,ifm=0
| ]
Jz(y) where Y = & (y - %) .
by (Y) LY
A
_L Feber JEY S 1| B xd (k%) sin(kyp)
| | | 0O yifY]> 1
| |
| 4
i
i\ Lo Y| <1 B ox 5y (k%) cos(kyp)
y | {0 LY > 1 -
| . ,
" ‘
.LJ» 2 Y| < 1| =% 5 Jy(k, %) sin(kyy)
0 Y| > 1 |

B

Table 3.1: Chebychev basis functions and the resulting moments integrals for the
first three orders p = 1,2,3
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influence the selection, and in particular the ease of evaluating the inner products:
computational considerations require to find closed-form expressions that can be
easily implemented numerically. Galerkin’s method, which assumes the testing and
basis functions to be identical, is applicable to the solution of the integral equation
in the case of lossless strips. When a&ding conductor losses, however, the unknown
- current appears o_ﬁ both sides of the Fredholm integral equation. The application of
weighted averages to the right ha.nd_ side of (3.39) implies the solution of an additional

integral of the type
. T ] .' N‘ ) - '

<, W) > = LL, [ @66 a=L..M  (365)

= |

. . N . . _ :
<wl, B> = Tl [ el @) a=1,..M (360
| p

For the case of Galerkin’s procedure, we would choose
T (I% (y- y.-))
2

;}1 - (& @-w)

which results in undetermined integrals of the form

fow (cos(q + p)é + Cos(q - P)g) do. _ (3.68)

sin 8 siné

wi(y) = (3.67)

- Another type of testing function was considered

i) =T (3 0= ) 1 - (-39 (3:59)

- which yields closed-form exprésions. However, this set §f testing functions is zero
at the ends‘of the domain of So]ution and therefore should be avoided since a finite
current cannot be synthesized at the edges with such a choice. In mathematical
terms, the residual may be large near the end points anci so may be the error litlx the

solution [51]. Using the above guidelines, the following testing functions have been
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chosen
wle) = Uy (5 0 -w) (3.10)
wo(®) = T (7 0 - w). (31)

This method is a variation of Galerkin's procedure where the testing functions W, dif-
fer from the basis functions b, by the Chebychev weighting functions, ie. (1- Y,-’)/;'
and (1 - Y?)"* for the y and z components, respectively.

The integrals resulting from the weighted averages are given by

ri+-‘¥"-

B = [T 6(u-w) ctbmras (372)
70 = Lm: T, (-v%’-:(y-y,-)) sin(k,y) dy (3.73)

=
and summarized in Table 3.2. Thée moments integrals result in closed-form expres-
sions involving the fa.miljr of spheriéal Bessel functions j, of pth order and are derived
in Appendix C.
Using the testing functions defined in (3.70)-(3.71) the moments integrals intro-

duced by the conductor loss term in (3.65)-(3.66) may be written as

5o = f: _+: Us (‘wz-;(y - ye))\/ _ [-,,%(y - y.-)r U (%(y - y.-)) dy

L forp=gq - '
W;{ 4 . .
{0 ,forp#aq. ' (3.74)

et T (B - w) 2
5 = jw-"? 1-[g-(y — %)) s (W;(y B yi)) w
yforp=q=1
W.{ forp=q#1 (3.75)

yforp#4q

O aa OP
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I - Testing Functions Moments Integrals

Ty(y) where Y = f(y - )

wyp(Y) ' 7
L4 | | |
: 2y V]S 1| =20 juk, %) sin(k,z)
™o Y31
1 ' ‘ .
| 4 1| o '
-kJ.p 4vi-1 Y| L1 %‘" {J.o(ky%,‘) - st(kv%,‘)} cos(kyyi)
[ R yiflyj21)
] ]
| 4 | ol o
' (Y -1) YIS - (k%) - 408,99} sin(ky) |
2o Y21 - l
1 '

Jz(y) where Y = g (y - v) _

w,p(Y) .Y
'I T I
1 VY] S 1] W jo(ky %) sin(kyy;)
k" 110 Y21 |
| i
lll A |
I |
ety Y Y] < 1| Wiy (k%) cos(k,mi) k
| | |0 Y] 21 Ee T
r f '
| 4 | | . |
| |
A 2P -1 Y S 1B (G ) + 4720k, )} sink,m)
T 10 Y] 21
I { . :
1*4_____________________

Table 3.2: Chebychev testing functions and the resulting moments integrals for the
first three orders p=1,2,3
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3.6 Determination of the propagation characteristics

Using the method of moments solution detailed above, the integral equation (3.36)
results in a homogeneous system of simultaneous algebraic equations which can be

solved by setting the determinant of _the impedance matrix [Z] equal to zero
Det(Z) = 0. (3.76)

~ The resulting homogeneous equ#tion is solved for the microstrip propagation con-
stant of bthe dominant quasi-TEM mode and higher order microstrip modes. In the
study of losses, however, interest is focused on the dominant microstrip mode for
which the surface impedance Z was derived. .The above expression (3.76) can be
| easily programed on a_pérsonal compliter to evaluate the roots of the determinant.
Expressions for the elements of [Z] involve a summation over the modes of the inho-
mogeneously filled waveguide alt;ng the y-direction. The number of modes considered -

is enough to insure convergence as discussed in the next chapter.

3.6.1 Propagation constant

- When considering lossy metallic lines or lossy dielectrics, the propagation con-

stant k, is a complex quantity defined as
by ==jmn=f-ja (3.77)

where £ is called the phase constant and o the attenuation constant.

The real part of the propagation constant 3 is given, in the lossless case, by

7

B = i—r [ rad/meter] (3.78)

where A, is the microstrip wavelength. In the lossy case, the phase constant is simply

defined as the real part of the propagation constant as described in (3.77).
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- The imagina.ry part of the propagation constant « is the sum of an ohmic at-
tenuation factor o, and a dielectric attenuation factor a4. Conductor losses are
represented through the surface impedance defined in equation (3.33). Dielectric

losses are considered by assuming a complex permittivity for each layer as
€& = €rico (1 = jtané) ‘ (3.79)

where the loss tangent tan 6 is given by

1
Weri€op

tané = (3.80)

with ¢,; the relative permittivity of layer § and p the resistivity of the substrate.

3.8.2 Equivalent current density and field distributions

Ounce the propagating modes on the lines are found, the current distribution on
the strips is derived in a straightforward manner by back-substitution of k, into [Z].
Since we are solving a two-dimensional problem, there is o source in the excitation
vector and therefore the excitation vector [V] = D., and the current vector [I] is of

the form
[ 73], 122), 122, (02, 123, 12, A2, (2 )T (3.81)

where each submatrix [7{] can be decoﬁmposed as
. . . : 1T
[ Zi, 1@, 5@), L) ] (3.82)

From (3.53), the unknown current coefficients can be normalized with respect to
- one of them, e.g. I:(l). Bringing the first colﬁmn of (3.53) to the other side of the
equality leads to an Nt x (Np-1) overdetermined linear system, which is solved to

obtain the normalized current vector [Inom). Using the Golub Householder algorithm
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(QR method) [52], we need to solve the following systemv
[Z)[Tnorm] = (8], g . (3.83)

where 2’ is an Nt x (Nr;l) matrix, b is an Ny x 1 vector, and I,orm is the Ny X 1
vector of unknowns which is to be found such that [Z'][Inorm] is the best approxima-
tion to [b]. The dispersion analysis pmvides only the relative amﬁlitude coefficients
with respect to each one of them, therefore a value of 1 is set for the normalization
factor (}(1)), and the other ones are obtained from (3.83).

Once the propagation constant and the relative amplitude coefficients of the sur-
face current density distributions are known, the field compoheqts at any point in

the structure can be calculated in a straightforward manner by using (3.31).

3.6.3 Charactéristic impedance

A>mong the parameters of interest in circuit design of high frequency interconnects
is the characteristic impedance Z,. To study the effects of pulse dispersion and
losses, it is important to determine the frequency dependence of the characteristic
impedance and to define a TEM eqﬁivalent in terms §f current and voltage at each
frequency. In the microwave and millimeter-wave f‘requeticy range, the characterisitic
impedance is not defined uniquely for non-TEM structures such as microstrip lines.
This is due to the fact that,. at highér frequencies, the longitudinal components of the
electric and magnetic field are not negligible, and therefore the conductor voltages
and currents ca.nﬁot be ca.l;ulated by line integrals in a.simple wéy. For a single

microstrip line, several definitions for Z, are used,

z, = -‘I-’- (3.84)
2
z, = YL (3.85)

2p-
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z, = |2[|: o (3.86)

n@ely the voltage-current, the power-v}ol_tage and the power-current definition, re-
spectively. In the above, () denotes complex conjugation, P is the total power
transferred a.cfoss the reference transvérse ;Slane and I is the totél longitudinal cur-
rent carried by the strip. All these definitions give the same results in the low
frequency limit. The power-current relation is particularly well-suited for microstrip
problems, whereas t.he' power-voltage definition is preferred for slot problems. It is
therefore customary to choose the cha.ra.cteristif: impedance definition (3.86) for the
microstrip line. For the case of two symmetric coupled lines, the power is split be-
tween the two conductors (P, = P, = 1/2P) and thereforé the line characteristic
impedance is half the one of a sin_gle Strip Zevenodd = rﬁ;. When considering larger
'systems of conductors, the power-current definition needs to be extended to account
for multiconductor transmission lines. |

- In a general configuration involving N, conducting strips over 2 ground plane or
~in a shielded environment, there exists N, modes which combine together to form |
the actual ﬁeid around the strips and satiéfy all boundary conditions. For multi-
conductor systems, each mode k is described by its phase velociﬁ-r and by the total
power transported along the system of conductors. This tqta.l mode powér Py can

be decomposed into pa.ftia.l poWem associated with each strip P; where

Ne ‘
P.= Z Py ‘ (3.87)
=t |
and
Py =] Bt x Hy-ds. (3.88)

In the above, the integral is evaluated over the cross-section of the waveguide with
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Ef°t the total electric field due to mode k and f; the magnetic field due to the
c‘urreﬁt on strip j for mode k. |
Based on (3.86) and (3.88), the partial power characteristic impedance definition

was proposed as {53]

| N
Z ; = "-.—L, : 3-89
ki |”¢j|2 ‘ ( )

where i is defined as the surface current on line j for mode k with

i = jwj (Je)y; dy | (3.90)

and represents an element of the N, x N, eigencurrent matrix [I]. In the same manﬁer, '
an N, x N, eigenvoltage matrix [V] is introduced wifh components Vi; = Zi; ix;.
The formulation of Zy; given in (3.89) is widely used as it seems to give con-
sistent results with measurements [54], but it does not strictly satisfy the necessary
reciprocity conditions at higher frequencies [55]. To that end, another definition of
.the modal characterisitic impedance has been proposed which is based on the or-
thogonality of the eigenvolfage and the eigencurrent vectors of the different modes.

The relation is described by
Vkr.f[ = Phﬁu ’ for k,l = 1,2, .-.,Nc (3.91)

“where V; and I; are the kth and Ith column vectors of [V] and []], respectively.
This provides a set of N7 equations that are solved for the new modal characterisitc
impedances Zy; as a function of the total modal power and the modal currents.

In circuit design, one is generally mostly interested in the total characteristic

impedance [Z.] which includes a superposition of all the modes and is defined as

[z = v 1 | (3.92)
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The components of {Z.] must all have positive values, which is not necessarily the

case for the modal characterictic impedances Z;.

Evaluation

In the evaluation of the partial modal power FP,;, integra.ls of the form
/ Bt x ﬁ; . d3
= [z [4y [(E“" ), By = (E), (8y) ] (3.93)

have to be performed over the whole cross-sect:on of thc waveguide. The total

transverse electric field due to mode k is expressed as

E™ = 2(&» | (3.94)
l=1

EPt = 2(5,‘,) (3.95)
=1

and the general formulation of the electric and inagnetic fields a.ssoci@ted with each

mode k is given by

| [ ki TN, ki ' 2 ™, ‘
Er)e = [, & |GFalev/cy) HW) + Fuley/zhy) Ji)] (396)
2 ]

B, = [ | F /) ) + G e/ay) H0] 37
’ -

(Hy), = | @' | ,,.(r,y/z,,y’) Jiy) + Ghzz(x ¥/z5y) J’(y’)] (3.98)
7

(), = [ o | B esl) G + O e (2,3/23,8) )] (399)

In each dielectric layer r, the electromagnetic fields may be written as

(Exj), = L i 6;'910 sin k,y [] k, CH = k, C"’] $*(x)p™(})(3.100)

we" m=0

(Exj),

>3 T lc3+k3 cos by

m=0

{(-’f-ﬂ) B [ O~k ks CF] 6°(@)e*(a))

WeE,

» r ) 1 . : H 4
+() o7 i o+ bk ?f(x)¢f(zj)} @
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and

T

(Hej), = f%’li—;,rla cos k,y [; k, CM + k, c"f] ¥/ (z)pf (z)(3.102)

oy

152
m b k3 + kf
{(;:"' )‘vl? [‘”‘ kG + K C"’] *(2)e*(a})
Wiy . ; g ,
+ (Ti_) D liky & €} + &} CH] _<’ (2)¢’ (zj)} (3.103)
where ¥/, %/ and ¢*/ are defined in Appendix A for eaChk-la.yer. In the above,

the y’ dependence is incorporated in the modal coefficients C* resulting from the

method of moments solution

Clim) = 5 19(s) 7 (m) @0y
pxl . _

CH(m) = >N: I¥(p) Z¥(m) (3.105)
p=1 . .

where I*/ are the current coef'ﬁciépts on line j for the mode k. Also Z\} and I
given by (3.47)-(3.52) are the moments integrals and depend on the choice of the
current expansion functions.

The modal power (3.93) is evaluated analytically by integrating the P_oynti_ng -
vector over. the waveguide cross-section and miy be decompésed into two terms as

follows .

Poo= [(Bw), (B (r)dz

1 & (6 1 "1
= =(%) (78) =

[ dz {[i ks C¥ - £, CH] c*(z)e()))

-\ 1 ¢ . - kil agon a
{(z::) .D? [k k € + K2 CH] e (2)e*(s))

+ ("’"’) o7 ik b CF + K.CH] (@) )} (3.106)
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= (Bx), (Hig): ()d
= [ bm 1 1 1Y
- -£6) mmlze)

_/, dz {(5—:) % [Jk;‘; C:i —k &, C:‘] Yz’ (2)
+(E) 3 ok b cH e Eh)
{ikcl + k& CH] W) )} (3.107)

In the above, orthogonality has been used to simplify the iﬁtegration over the y

direction as

. o nr b ,form=n=0
dy CO8 —=—y €08 =~y = g- yform=n#0 (3.108) -
0 ,form#n '
and ‘ |
B . mx . nx % yform=n#0
'[) dy sin 7y sin by—{o form#n (3.109)

The integration over the z direction is more involved and requires the evaluation
of complex-valued functions of the real variable z. For all layers except the source
layer, the electric and magnetic field components E; and H, (E, and H,) associated

with lines 7 and j have the same z dependence. The integration over layer r involves

the following integrals
l & */(2) (*(2)” = [dz [i/(a)" (3.110)
| j dz y*/(z) (p*/(2))" = / dz |y ()|’ (3.111)
where _ _ _
r . r 2
cos k., (z -h -.Zh,) —jﬁ,?'fsink,, (z -h - Zh;) .2 h
!Ca’,(d:)lz - . I=1 , l=1
|cosk,, (z-l-'zh;) — ji sin k., (z-]-Zh;) , <0
_ i=1 =1
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y . _ - (©) xli<xj<x
Source X! i ol |

(A) x <x'i <x'

X

be,

Figure 3.5: Multilevel lines in the source region

‘ , .
sin kg, (z-—h Zh;)+1 J cos kep (z-thh;)

. 22 h
,pc.!(,:)l = i=1 . gi=t
sin ke, (z+zh;) + ji2/ cos k., (z+2h;) <0,
=1 =1

(3.112)

 The integrals (3.110)-(3.111) are derived in Appendix B and yield

_[dz qa.j(z)l _ {(1 + 77 )smh28‘( ker)he 4222:;- fir)} (cosh 2 (ke b, — 1)}
{(1 = 7,72) sin 2R(ker)hr F j (7 = i72) (cO8 2R (ko B, — 1))
* k)
[ &z [ () = {(1 + %) sinh 23 (k= A, 4:; EZ,, J)r ;) (cosh 23 (ksr e — 1)}
| {(1 = 7,7) sin 2R (e )k, F j (7, = 77) (cos 2R(kzy )b, = 1)}
4R(k.,)

where ®(k,,) and Q(k.,) represenf the real and imaginary part of the wave number
k.., respectively. In-the source llaye;:r, the expressions for the z-integrals depend on
the vertical position of line j with respect to i. Let line j be at z = 2 and line i at
z = zj, with z} > :i::» a.s .shown in Figure 3.5. We can define three distinct regions :

(A) 7 > =z >z, (B)z;>z>ziand (C)z > 2} > t: The = dependence in the
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different regions is given by,
(A); = {cos kez = jit sin k,é} {cos k.z - 57 sin k,:.,-}‘ |
(B); = {coskez — jit! sin kez} {cos k.(z = h) — j72! sin ko(z - n}  (E.13)

(C)y = {coska(z = k) = i sin ka(z ~ h)} {c0s ku(z — k) = j72 sin ko(z — h)}"
for P, and
(A)z = {sin kez + J7; J cos k,z} {sin k.z + ji}}"’ cos k,x}-

(B)z’,- = {sm k,z + ji cos k,z} {sm kz(z — k) + ji7* cos k.(z — h)} (3.114) -

(C)}';- = {sm ke(z — k) + ji2 ’cosk (z - h)} {smk (z = k) + ji>! cos k. (::-h)}-
for P;. The integration over the source layer becomes
e + [HBrde + [Crsts |
fo (A)ijdz + L (B)isdz + /:;( )ijdz, (3.115)

where

’,-:
j (A)‘da: =
49(}: ) {(1 + 777 ) sinh 2(k, )z} + (7 + 77) (cosh 23(ke )z} — 1)}

" 4--—-32(,&){(1 -.-m'k)smzﬁ( kz)z; +._J('It'-'h)(cos28?(k,)z..-1)}

f, T;(B)‘dz =

1 S ey
T {smh29‘(k=)l [cos® k-h (1 + 7,77 --Jsm *kh (7. + 7))

+ cosh 23(k;) |7 [cos® k-h (Fu + 77) — j sin® kzh (14 ﬁ,,"i;,‘)]}
1 . z; - ~ e w N —
+ e {sm 232(k=)|,: [cos™ keh (1 — 7,77) + 7 sin® ko k (Fa — 7))

= . ] : " -~ new
+ cos 2R(k,)|=:? [—sin® kA (1 = §u7) + j cos® ke (7, = )1}
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for P,.

74

/; (CYdz =

<+

et

1

{0+ 77) sinb 290k} - (u + ) cosh 29(ko)1 }

-
-

3(k.)
w0y [~ ) sin 2R(ka)ly =5 (R = W) con RS} (3.116)

b

j (A)"’d:c =

43(,:‘) ==z {(1 + M7 ) sinh 2(k; )z + (7 + 77) (cosh 29(k; )z} — 1)}

-—432 %) {( - ifiy) sin 2R(k;)z} = 5 (71 = 77 ) (cos 2R(k. )z} ~ 1)}

4
L (B)¥dz =
sinh 23(k:)|} [cos® keh (1 + 7] = j sin® ksh (7 + 7))
+ cosh 23(k,)[7 [cos® ksh (7 + ) — jsin® koA (1 + v‘;‘.,ﬁ,‘)]}
1 . | :; .l - A aey e ~ =
m{smﬁ(h)lﬁ [oos* kah (1 = 7uff) + j sin® ke (7 = 7))
+ cos 2R(k. ) [sin® koA (1 + ) +  cos” koh (7 ,)]}

j ( )"dz =
453‘(1 %z) {(1 + u7,) sinh 23(k=)|:r, — (ffu + 7,) cosh 23(];,)[2,}
1

Ry (1= ) sin 2R(kE = 5 (- W) con2Rek ) 8117

(-9

For edge-coupled lines, the sources are on the same planar level z} = z;, and

therefore the integral of reglon (B) dxsappears In the case of broadside-coupled

lmes, zi=0and 2} = h and therefore mtegrals of (A) and (C) are not needed. Note
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that the following relations apply

(A)i; —--,(A)}.- L (3.118)

(B); = (B); | (3.119)
(C)ii = (Cis (3.120)

Once the partial modal ‘power P,k is computed the cha.ra.ctenstlc 1mpedance is
found through the use of (3 89) or (3. 91)

3.7 - Time domain analysis

 As the sﬁeeds of éigﬁﬂé on modern VLSI interconnections increase, with pro-
jected rise times < ‘50#3, the need ;riseé for éua.nﬁfying the effécfs of>disper‘sio‘n on
overall pulse dégrada.iion. Such dispersion effects are of great importance in cross-
talk phenomena, since the amount of cross-talk in a symmetric coupled microstrip
depends on the difference between the frequency-dependent propagation constants
of the even and odd modes of the line. Moreover, as we are moving toward h:gher
device densities, with the mterconnectxon cross-sectxona.l dxmensxons shrinking to val-
‘ues of a few tmcrons, conductor losses are becormng an :mporta.nt factor. Naturally,
questxons have been raased about the effect of the longxtudnnal component of the
‘electric field inside the lossy conductor on the field dxstnbutnon of the fundamental
lmcrostnp mode, especlally for the case of very thin conductors thh hxgh current
densities. Furthennore, due to faster nse—tunes and clock- frequencxes, these losses
‘exhibit a frequency-dependence which, in addition to attenuating the propagation
pulses, cause further degradation to their rise and fall times. |

While the effect of conductor losses to the frequency-dependence of the prop-

agation and attenuation constant as well as the characteristic impedance of single
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ating frequency. Finally, using these frequency-dependent results, the effects of pulse

- dispersion are illustrated.
4.1 Numerical considerations

4.1.1 Algorithm

Based on the theory derived in the previous chapter, a FORTRAN 77 computer
~ program has been developéd to calculate the propagation characteristics of lossy
microstrip lines, and the algorithm used is summarized here. The code consists of |
three separate modul&s_: inpﬁt, processing and output. The geometrj of the two-
dimensional structure is read into the program frorﬁ eitherk the screen or an input
file. Several computational parameters and cdnditional flags are also inputed from
this file. Following the calculations, results are printed on the screen and stored in
an output file as well. |

The processing module can be subdivided in three parts: the search of the roots -
corresponding to the complex propa.gition constant of the modes, the calculation
of the ciu‘re:_:t_ distribution on the sf.rips and the computation of the characteristic
impedance of the lines. Once the lossy root k, = 8 - ja is deiermined, the current
distribution and the characteristic impedance 6f each strip are found in a straightfor-
ward manner as described in Chabtcr 3. Therefore only the root searching process

is detailed here.

4.1.2 Determination of the propagation constant

The knowledge of the propagation constant k, is needed for the computation
of the current distribution, the characterisitc impedance and the field distribution.

Therefore the accuracy of the key transmission line parameters depends directly on
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the precision of k,. The search routine for finding the roots of Det(k,) = 0 is two-
fold. First, the propagating modes are found for the lossless structure, and then, the
values are used as iﬁitial approximations for determining the roots when ohmic and
dieléctric losses are added.

The lossless casé amounts to détermining the real roots 8 of the nonlim_ea,r equa-
tion Det(f) = 0. To that end, the determinant is computed for succesive va.lugs
of k,; within an interval (Ic;,,k,1) where the lower and upper bounds E,, and k,;,
and the increment A are provided as input parameters. Since the problem consists
of finding the propagation consta.nt in a shielded wavegulde the normalized phase
constant may vary between k,, =0 and k,, = V&, where ¢, is the permittivity of
the substrate. In a first step, the roots are located roughly to within the accuracy
of the interval A by checking for the condition Det(ﬂ).Dct(ﬂ + A) < 0. Then, these |
roots are used as initial guesses to determine the roots with a more rapidly conver-
gent method. Rather than using recursive methods, such as the bisection method
[62], which are slowly éonverging, we can attain significantly faster cbnvergence us-
ing more refined methods, such as the Muller’s method with deflation, which require
initial approximations close to the desired root. Muller’s algorithm was chosen be-
cause it can be applied to solve both real and complex zeros of an analytic complex
function, and thus allows fhe characterization of both lossless and lossy structures.

Next, dissipative losses are incorporated in the formulatioﬁ by assuming metallic
lines with finite conductivity and dielectric layers with complex permittivity. Using
Muller’s algorithxﬁ with deﬁa.t_,ioﬁ, the IMSL routine ZANLYT calculates the com-
plex zeros of the analytic complex function Det(k,) with the lossless roots as initial
guesses. The attenuation constant « is found as the imaginary part of the resulting

root by solving (3.76). In the case of large losses, (such as tané = 1), an iterative




81

- procedure is followed. First, ﬁhe roots are found for the lossless case (such as tanzé
= 0.001) and these roots are then used as initial guess for the next iteration (tané
= 0.01). The iteration cycle is repeated until the loss value’(tané = 1) is reached.
This method proved to be a rather sensitive function of the initial guesses, therefore

it is crucial to verify the stability of the final results.

Variation of the determinant

In ihe lossless case, the mat.rix elements of the impedance matrix [Z] become
either purely real (Z,,, Z,,) or imaginary (Z,,, Z,,) for real phase constants 3. The
inv;rersion of the [Z] matrix and the calculation of its determinant are computed by
NAAS routines for complex matrices. The zeros of the corresponding real determi-
nant indicate the existence of propa.gating modes.

The variation of the determina.nt. is dependent upon the geometrical parameters
of the structure and the ope‘r.a.ting frequency. Figure 4.1 illustrates the behavior of
the determinant of a typical microstrip on a dielectric substrate as a function of /3 .In
this exafnple, only the dominant quasi-TEM mode propagates with a phase constant
of 2.45 k, at an operating frequency of 5 GHz. When the operating frequency ex-
tends .into the millimeter-wave region, the circuit package becomes electrically large
enough to allow package resonances. The existence of higher order modes results into
multiple roots of the determinant as illustrated in Figure 4.1 b) where the dominant
and three higher order modes propagate at 20 GHz. Also, above the cut-off frequency
of the waveguide, the determinant exhibits poles corresponding to the propagatioﬁ
constants of the LSE and LSM modes of the dielectrically-loaded guide. The poles
result in a change of sign of the determinant but are ignored in the computer program

since they do not represent a propagating mode on the microstrip line. |



82

a2y

0.01
' 0.00
.01

H.03 ] 1 I [ L

e 05 1.0 135 20 2t5 ‘3j0 5 40
Nonmalized Phase Constant
a. f=5GHz
020 p— T r — :
oasf | 3
010 o
y ook \ | x
s b | -
010 F | >
'-0.!5: | 4
020 . . . . .
00 ‘05 1.0 1.3 0 23 3o
Notmalized Phase Constant |
b. f = 20 GHz
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mm, w = 0.635 mm, & = 1.27 mm, ¢, = 8.875)
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Figure 4.2: Variation of the determinant .versus B for edge-coupled strips (a = b =
127 mm, wy =w; = h =127 mm, s = 1.27 mm, ¢, = B875, f=5
GHz)

Another case where more than one iero crossing of the determinant occurs is for
an N-dimensional conductor system which results in N dominant degenerate modes.
Figure 4.2 shows the behavior of the determinant for two edge-coupled microstrip
lines at an operating frequency of 5 GHz. The determinant is a smooth function of

B where the roots correspond to the dominant quasi-TEM even and odd microstrip

modes.

- Impedance matrix elements

To derive the propagation constant we must first compute the elements of the

* impedance matrix Z,,. The formulation for these elements, given in Chapter 3, are

put in a form more convenient for programming below. This is important because

. 70% of the computation time is spent on evaluating the elements of the matrix
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Z. The components Z,,, Z,., Z,, and Z,, given in (3.55)-(3.58) involve modal

summations of the form
M _
2 I(m) I(m) Fij(m,z,7). (4.1)
m=0 .

In the above, I,, correspond to the four moments integrals incorporating the y
and ¥ depen‘deﬁce, and defined in (3.47)-(3.50). These expressions are computed for
each mode m and for each strip, but do not depend on the propagation constant
k,. The current distribution on all strips is described Ey the same number of basis
functions Nj. Heﬁce, the four integrals are calculated in an external subroutine and
stored in an M x NV, x N, x4 matrix where M is the maximum modal iﬁdex number, N,
is the number of subsections and N. is the number of strips. Once these integra,ls‘ have
been computed they need not be re-calculated unless the strip geometry or the width
of the waveguide is changed. The moments integrals for the entire domain functions
involve the computation of Bés;el functions of real arguments and of integer and
fractional orders which result from the expansion and testing functions, respectively
(see Appendix C). An available subroutine is ﬁsed to compute the Bessel functions of
integer order based on recursive relations {57]. The Bessel functions of fractional order
(spherical Bessel.functions of the first kind) j, are calculated in a straightforward
manner using their trigonometric representation [58}. |

The terms F;;j(m,z,2’) in equation (4.1) are fuﬁctions of k; and need to be re-
computed for each value of the variable parameter k,. By inspection of these terms
in (3.43)-(3.46), we recognize that the eXpresSions_X,_ 7(z,2') are common to all four

impedance elements and are given by

| b 1 ’
Fulm,zi,z}) = ITETR [£3 (1)t Xa(m, iy 25) + B2 (1)} Xy (m, =, z})[4.2)
N bn ks

Fye(m, 2, z) [ (1e)2 Halm, 20,25) + (0] Xy(m, iy 2))] (4:3)
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Om  kyk -
}-3 y Tiy ! = —= Y c‘xu y iy L) - c.x s Ly g 44
o(m, 2i,2) bm[w)a (m,2i,27) = (ne)} Xp(m, 20 2])]  (4.4)
(] 1

Fulm,z;,2)) = j-;-‘m [kf (nc);?fa(m,zs,x;)+k§(ﬂc)}.1’;(m,zhz})k4-5)
¥ 2

The function X, s(m, z, 2’} involves trigonometric functions with complex arguments,
and care has to be taken in the analytical formulation to avoid floating point overflow
as the index m increases. This problem is overcome by replacing the complex sine

and cosine functions by tangent functions which asymptotically tend to 1 for large

arguments,
{tanke(z=h)+ime! } {tank,o'+jna! } eos ks 2! cos kg (z=h) f '
’ —th oarz >z
Xa(m, 3!'13;’) = cosky(z'~h) cos kyz '
, v forz<z
(4.6)

The right-most fraction can be re-written in the following form

cos ke(z — h)cos k.o’ llcosks(z'+ 2 — k) + cosk,(z' - z + A)]

r

—a = 3 . p—rw forz> =z

~cos kz(z' -~ h)cosk,z _ 1 [coskz(z'+z—-h) + cosk.(z'~—z— h)] forz <z
cos k- h T2 cos k- h ?

In the “large argument” limit, this ratio tends asymptotically to

COs k:(.‘t - h) €os kng - -;- [c—jl_e,(:'+=-2h) + g'jk’("")] for z >z

cos kA
€os k:(z' -— h) COs k;-x - .1- [e"jks(-‘l-'"f") + e_jk'(:/_z)] forz < z'
cos l;,h 2 ’

. . . \
The main factor in the change of sign of the determinant is the zz component of

~ the impedance matrix as shown in Figure 4.3 for the case where entire domain basis

functionsn are used. Note that the elements Z,y, Z,+ are almost constant over the

phase constant range.
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Figure 4.3: Impedance eleméhts as a function of 8 (e=b=12Tmmuw=~=127
mm, ¢, = 8.875, f = 5 GHz)

4.1.3 Convergence considerations

The present method requires a certain amount of preprocessing in order to achieve.
good computational efficiency. As mentioned above, susbtantial CPU time is needed
for the evaluation of the matrix elements which involves an infinite summation over
the modal index m. Howéver, the order of the final system can be kept very small
provided an appropriate set of expansion functions is chosen. Convergence with
respect to both the modal summation and the number of basis functions is discussed

in the following sections.

M.odal summation

Figure 4.4 shows the convergence behavior of the impedance elements as a func-

- tion of the modal index m. The convergence .of the ca.lcuia.ted values of %, o and the
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characteristic impedance Z, with respect to the summation index m is illustrated in
Figure 4.5 for the dominant microstrip mode where it is seen that the phase constant
confzerges faster than the characteristic impedance.

To improve the overall convergence of .t.he modal summation, auxiliary series
transformations of the impedance matrix elements may be used. Such a formula-
tion has been derived for pulse basis functions in the study of dielectric iines, as
described in Chapter 7. In the case of Chebychev p@lynomia.ls, however, these ana-
lytical transformations u;ould require much algebraic effort and was not undertaken

here.
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Figure 4.5: Convergence of the propagation characteristics with respect to the trun-
cation modal number M (¢ = 2.1 mm, b =2 mm, w = 73 pm, d = 100
pm, & =129, 0 =2x10° S/m,t =1 pm, f = 10 GHz )

Number of basis functions

The order of the final system can be held very small by an appropriate choice of
expansion or basis functions which satisfy the edge conditions, i.e. the right singu-
larity at the edges of the strip. In this work, entire domain basis functions are chosen
using Chebychev polynomials since the zeroth order function T, alone can represent
* the current Maxwellian distribution very closeley, and therefore the true value of
B is obtained with a very small number of expansion terms. In the cé.sé of pulse
basis functions, the safnpling rate needs to be at least 30 samples per wavelength
to represent accurateiy the currént distribution on the strip and therefore, conver-
gence of the resulting impedance matrix will be slower tﬁan for entire domain basis
functions. This is illustrated in Figure 4.6 where a cbnvergence comparison between

subsectional (pulse) and entire domain (Chebychev) basis functions is shown.
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For narrow lines, the longitudinal component of current I, is much greater in
magnitude than the transverse component, and can be represented with sufficient
accuracy by T,. As the strip’ width increases, the contribution of the transverse
component becoﬁles more pronounced, and therefore the current distribution on
the lines needs to be represented by ‘two unknown components I, and I, which are
incorporated in the present formulation and numerical implementation. In all the
examples considered in the text, the propagation constant of single strips is only
slightly influenced by the current distfibution which i_s‘ therefore approximated by

the zeroth order Chebychev polynomials, unless otherwise specified.
4.2 Dispersion analysis

Microstrip lines are inherently dispersive due to the inhomogeneous nature of the

dielectric medium. As a result, shielded microstrip lines propagate hybrid modes,
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which can be represented as a superposition of TE and TM.lvé'aves to the direction
perpendicular to the interfaces. As the width of the line approaches a guided wave-
length, the longitudihal components on the line cause the effective permittivity and
the characteristic impedance to become dispersive.

in this section, dispersion is discussed for lossless structures to better understand
and compare to the additional degradation due to losses. Much work has been
published on dispersion, therefore the following results fdr single and multiple lines
are only intended to validate the present full-wave analysis. Emphasis is placed on
the frequency dependence of these lives and,_in the case of cmipled lines, also on the
separation between lines as well. Some of the examples shown here a.re’ used again

for the analysis of losses in the folloWing sections.

4.2.1 Single microstrip line .

As it has been discussed by many authors, shielded microstrip interconnects can

propagate 2 dominant mode with zero cut-off frequency and higher order modes

“which are in one-to-one correspondence with the modes of the inhomogeneously
filled waveguide surrounding them.: All these modes are hybrid in nature and exhibit
strong dependence bn' the electrical and geometrical éharacteristics of the microstrip
interconnects and the shielding structure,

In Figure 4.7, the dispersion characteristics of single microstrip are compared to
the work of Yamaslﬁta where a nonuniform discretization of the electric field integral
equation [39] was used. Examination of the results shows that only the dominant
quasi-TEM mode propagates at low frequencies, and the normalized pﬁase constant
of the dominant TEM mode tends to a constant value VEr (= 2.979 in this case) as

the frequency increases. This indicates that, in the high-frgquency limit, the field



91

3'0 1 L3 ' LB i { - L}

Wk

15

Normalized Phase Constant

00
100 120 140 160 130 200 20 240
Frequency (GHz)

Figure 4.7: Dispersion curves for the even modes propagating along a single shielded
microstrip (a = b= 12.7 mm, w = 0.635 mm, k = 1.27 mm, ¢, = 8.875)

concentrates primarily in the dielectric region. A 4% discrepancy between the two
methods is noted for the caﬁé of the dominant mode, and is in agreement with the
findings of the study performed in [11]. When the frequ'ency increases, the strip
propagates higher 6rder modes with cut-off frequencies very close to the roots of the
corresponding LSE and LSM modes excited in the inhom;)geneously-ﬁiled, waveguide
with no strip presenf. The partially-filled waveguides modes are calculated by solving
the appropriate LSE and LSM transcendental equations [20] and are plotted for
comparison to the corresponding microstrip structure in Figure 4.8. |

The phase constant is also dependent on the geometrical paran—ieters of the strip,
namely the width of‘.the strip}/ W, the distance between the strip and ground .p[a.ne
h and the permittivity of the substrate. These effects are accounted for accurately

by the preseht method, but are not included here for sake of brevity.
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Figure 4.8: Dispersion curves for the LSE and LSM modes in an inhomogeneously-
filled waveguide (@ = b = 12.7 mm, h = 1.27 mm, ¢, = 8.875)

4.2.2 Multiple microstrip lines

Today’s MMIC technology involves the fabrication of multilevel metallized in-
terconnects on multilayered substrates, with stringent requirements on the spacing
bethween elements [60). Thiﬁ, in turn, requires an accurate modelling of coupling
effects, whether they are desirable as in the case of directional qouplers, or unde-
sirable (parasitic couplings). A shielded guiding structure which consists of N lines
can support N dominant modes, and therefore the dispersion characteristics of these -
additional quasi-TEM modes must be determined. For some applications, e.g. di-
rectional couplers, the phase velocities of the modes should be nearly equal. This
condition can be achieved by optimizing the georﬁetry and location of the strips or by
an overlay configuration with a high dielectric constant compared to -the_ substrate,

which slows the odd mode rehtive to the even mode [61]. Such effects can be read-
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ily analyzed by the present generalized iqtegra.l equation method without imposing
limitations on the number of substrates and superstrates.

When weak coupling is desired, edge-coupled lines on a substrate are widely used
whereas stronger coupling can be achieved by a broadside-coupled configuration. The
generalized formulation derived in this work can be applied to coplanar strips as well
as muItilevél planar strips (Figure 4.9), and both types of structures are examined

in the following sections.

Coplanar strips

Applications of such edge-coupled lines are illustrated in Figure 4.10. A symmet- (-
ric two edge-coupled line system can propagate two orthogonal modes, namely the
even and odd modes which correspond to an even and odd symmetry about a plane

(electric or magnetic wall). Therefore the mode is called even when E, is an even
function of y (H, odd) and the mode is called odd when E. is an odd fuﬁction of
y (H. even). For asymmetric lines, ¢ and = modes are defined as the in-phase and

anti-phase waves which reduce to even and odd modes in the case of symmetrical



94

I
1 2 '
|
|
1 | 2

|

E’ h
|
|
|

f'—L\

T (b
|

4 ! 3
[
|
4 3 |
I
|
I
-*-—

X S

ke

Figure 4.10: Example of applications for edge-coupled strips : symmetrical and as-
symmetrical 3-dB microstrip couplers, 3-line microstrip directional cou-
pler

!



95

lines. The knowledge of the field configuration (Figure 4.11) provides an insight into
the loss mechanisms described in the following sections. |

Figure 4.12 shows the dispersion characteristics of two symmetric edge-coupled
lines as a function of frequency for the geometry used in [59). The parameters used
were wy = wy = 1.27 mm, separation between the strips 3 = 1.27 mm, ¢, = 8.875,
substrate thickness & = 1.27 mm. The even and odd dominant (quasi-TEM) modes
prop#ga.te in the structure with no cut-off fi'equency, whereas higher order microstrip

even and odd modes are only excited above 11 GHz.

Non-coplanar strips

As mentioned above, two broadside-coupled strips on different levels propagate ¢
and 7 modes with generic electric field distribution shown in Figure 4.13. To validate
the accuracy of the present integral equation method, asymmetric broadside-coupled
lines are studied here through two examples found in the litterature.

First, the effect of horizontal strip separation s on the phasev constant and tchar-
acteristic impedance is plotted in Figure 4.14 where very good agreement is shown
with the work of Diaz [62]. For large separation between the strips, the eﬁ'ef:tivé
dielectric constants for the two modes come closer to each other since coupling is
decreased. The same trend is shown for the even and odd characteristic impedances
(Figure 4.14b), where both lines have the same modal impedance Z{ = Z (odd
mode) and Z; = Zf (even mode) because oflthe symmetry of the structure.

Next, the frequency dependence 6f symmetric lossless coupled lineé priqtedAon
different interfaces is compared to the spectral domain study performed by Carin et
al. [63]. No symmetry #pplies in this case, and therefore all four modal impedances

are plotted where Z;; represents the impedance of line ¢ for mode ;j (Figure 4.15).
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Figure4.11: Field distribution for the even and odd modes of symmetric edge-
coupled strips
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4.3 Substrate loss analysis
Several methods have been reported in the litterature to account for dielec-

tric losses in microstrip structures, such as the quasi-TEM approximation [64], the

method of moments {65, and the pertubation method [30]. The quasi-TEM formu-
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Figure 4.13: Field distribution for the even and odd modes of broadside coupled
strips '
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lation uses the simplified design equation shown below

_ 20 qtané .
a¢ = == %, dB / unit length (4.7

where ), is the microstrip wa\}elengtl_x and q is the filling factor [64]. The most
widely used method to quantify dielectric losses, however, has been the perturbation
. approach, where the loss tangent is assumed to be sufficiently small so that the
pert.utjbed fields can be approximated by the electromagnetic fields .in the lossless
case.. According to this method, the attenuation constant due to dielectric losses

may be written as
a4 =5 (4.8)
where P is the time-averaged power dissipated in the dielectrics given by

P; = wetan§ | |E,[* dS. 49)

Sdiet

F, is the time-averaged power flow along the line
P= R js E,x ;-2ds, | ‘(4.10)

with Sge thé area covered by the dielectric and S the complete cross-section.
In this work, an exact and simple formulation is adopted where dielectric losses

are considered by assuming a complex permittivity for each dielectric layer i as
€ = 6i(l —jtan ;) : (4.11)

which in turn introduces a complex propagation constant. In this manner, for a
given tan §, attenuation due to dielectric losses is very accurately determined and is

not subject to limiting assumptions applied on the substrate loss tangent 4.
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Figure 4.16: Dielectric loss of the dominant mode of a single microstrip versus fre-
quency (a=b =20 mm,w =h = 0.5 mm, ¢, = 10, g, = 1)

Among the parameters which affect the characteristics of the propagating modes,
the operating frequency and the strip width-to—substrate fhickness ratio (aspect ra-
tio) are the most important ones. The curves in Figure 4.16, representing dielec-
tric losses for a single strip on a lossy substraté, are dispiayed as a functién of the
operating frequency. Comparison is made between the present formulation, a per-
turbational method [30], a quasi-TEM approximation [64], and a full-wave spectral
domain method [66]. Good agreement is shown for small values of tan é, but the
quasi-TEM and perturbation technique portray ihcreasing differences from the full-
wave techniques as the loss becomes larger than 0.1 .

Substrate loss is displayed for a single microstrip as a function of strip width
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- W in Figure 4.17. The attenuation constant of the dominant mode is shoﬁvn to
increase monotonically with W and compares well to a perturba.tion technique ﬁsed
in the spectral-domain approach of Mirshekar-Syakhal [30] and in the finite-element
method of P.a.ntic [29] Data frorﬁ the commércialiy available CAD progrérh LineCalc
(available from EESOF) plotted on the same graph show a discretized behaviour
caused by a round-off problem, but bounds the full-wave results in a conservative
manner.

Figure 4.18 shows the dieléct.rié attenuation constant for two edge-coupled strips
as a function of the separation befween the lines. Due to the higher field concentra-
tion in the substrate for the even mode (see Figure 4.11), the attenuation constant
 resulting from dielgctric losses is more pronounced for this mode as shown in Fig-
ure 4.18. As the strip separation increases, coupling effects decrease and, in the case

of wide spacing, the attenuation tends to the single strip value.




103

55 Y . .‘I
[} add mode
- S0 1 even made
g : @eenesn Hoeee@anelereine e, —— CAD package (odd)
?, sk ' Tm o] veeee CAD package (even)
§ et —mmeee SDM (odd)
-._'.‘..' R | LD SDM (even)

'E WE . - =S -
-
a

35 = ot

3‘0 . 1 ]

601 Q.10 1.00

Separation s (mm)
Figure 4.18: Dielectric losses of coupled strips ‘versus line separation s/d (a = 10
mm,b=20mm,W=d=1mm,c,=10, tand =2 x 107, f =1
GHz) ' '
Although dielectric losses are usually important when the substrate is made of
semiconductor material, conductor losses should also be considered in the overall
loss determination. For the new generation of MMIC’s at microwave ffeﬁuencies,

dielectric losses are of much lesser magnitude than conductor losses {excluding su-

perconductors) as discussed in the next section.

4.4 Conductor loss analysis

Today’s MMIC technology involves the fabrication of interconnects with metal-
lization thickness of the order of 10um and less. At microwave and millimeter-wave
freﬁuencies, the cross-sectional dimensions of the strips are of the order of the skin
depth (about 3 ym at f=1 GHz) which causes conductor loss to become a pre-

dominant effect on the propagation characteristics of shielded lines. It is therefore
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important to include its influence in the overall design of MMIC's.
Up to the time when this work was performed, all the existing full-wave analysis
- models had evaluated conductor losses by assuming a zero-strip thickness and using

a perturbation method where the attenuation constant is given by

_ B Rif |AL.d
© 2P T OR[E,x H:-1dS

- F, is the time-averaged power dissipated in the conductors, £,, H, are the electro-

(4.12)

magnetic fields for the lossless case and the surface resistivity R, is given by the

incremental inductance rule [24]., or by

32(_“2‘_)*__ - | | (4.13)

20,
However these definitions of R, assume that the strip dimensions are much larger than
the skin depth and, as a result, these methods cannot predict losses for conducting
strips with thickngss‘of the prder of a skin depth. Therefore, to validate the épproach
presented herein, a i:ompa.rison with ptevidus work was only possible for the thick
strip limit (e.g. ¢ = 10 ym = 3.56 at f = 1GHz ). Figure 4.19 presents conductor
losses derived with the present technique as a function of the aspect ratio. The
results are comparéd with the finite elemeﬁt method (FEM) [29], the spectral domain
~ method (SDM) [30), [66] and an analytic differentiation of Wheeler’s incremental
inductance rule [25]. This analytic differentiation implemented through the CAD

package LineCalc is shown to overestimate the conductor losses by about 30%.

4.4.1 Skin effect

At high frequencies, each conductor surface has a layer of skin depth 6 defined as

the depth in which the wave has been attenuated to 1 / e of its original value, or

6= (-—2—)* - (4.14)

WEo,
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where o, is defined as the coﬁductivity of the line conductor. The strips considered
here are made of material of conductivity ¢ = 3.33 x 107 S/m. The curves in
Figure 4.20 illustrate the influence of strip thickness on the attenuation constant
where conductor losses §emus strip width are plotted for the case of ¢t = 0.56 which
appears substantially higher from the case of ¢ = 2,3 and 46 (= electrically thick
strips). Our results correctly predict that as the thickness of the strip increases to
values large compared to the skin depth; the loss decreases significantly to the thick
strip limit and does not éha.nge much thereafter. These results. confirm the rule used
in hybrid ciréuits of using a thickness ¢ > 3§ at the higl‘iest frequency of interest to
achieve low ohmic attenuation [68].As the thickness of the strip decreases, the line
exhibits higher atténuation because tﬁe current is forced to flow through a smaller

area. Also, it can be seen from Figure 4.20 that the attenuation exhibits a more
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pronounced sensitivity to the thicknéss t for small strip widths.

The skin-effect problem may also be described as a function of frequency. Fig-
ures 4.21-4.22 present results corresponding to a microstrip line on a GaAs substrate
with a toté.l width of 73um and a characteristic impedance of about 50 Q. As the
operating frequency is increased, the per unit length inductance stays approximately
constant, whereas the per unit length resistance increases i:apidly because the current
tends to concentrate at the surface of the strip and therefore is forced through a re-
duced cross-section. This behaviour of the equiv#lent surface impedance is reflected
in the resulting attenuation constant which increases monotonically with frequency.
From Figure 4.21, it is interesting to note that the phase constant is affected by‘
conductor losses. In addition to dispersion, which can be seen over the frequency
range studied, a drastic increase in A is noticed for lowr frequencies due to an increase
én the internal inductaﬁce. Figure 4.22 shows the ﬁequency dependence of the char-
acteristic modal impedance where the impedance is now complex, with a negative
imaginary part which is rather significant at lower freqﬁencies. This behavior of
the characteristic impedance agrees with the result obtained froml the quasi-TEM
definition of the characteristic impedance for a line w:th ohmic losses and negligible

| dzelectnc losses. Indeed, assuming R < wl, one finds

[Ryjwl [L . R
N Bh L hodd — ] ——— 4.1
2 = 7 : ~ : J \/__, | ( 5)

where R, L, C are the per-unit-length resistance, inductance, a.nd capamtance of the
line, respectlvely

Finally, a comparison between conductor a.fxd dielectric losses is plotted in Fig-
ure 4.23 for frequencies up to 20 GHz which shows tﬁat dielectric losses aré much

less sighiﬁca.nt than conductor losses, i.e. about one tenth in this particular case.
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4.4.2 Multiple metallization and roughness

The formulation used in this study for the surface impedance of conductors is -
amen#ble .to a variety of conductor configurations, such as multiple metallizations.
For certain types of microstrip circuit elements and transmission lines, a composite
conductor is used, _sut;h as nickel, which seﬁes as an intermediate bonding metal
between gold and ceramic dielectrics (see Figure 4.24). The nickel layer is usually
very thin compared to the strip conductor (200 A thick layer). In the preéent formu-
lation, a non-uniform discretization is used to calculate fhe current distribution in
the condﬁctors, leading to a solutibn of the electromagnetic fields in both conductors,
with no assumption on the thickness. Therefore propagation on lines made of several
metallic layers can be modeled. |

The present method can also account accurately for roughness on the surface
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Figure 4.24: Geometry for a microstrip made of multiple metallization

of the strip conductors. If we assume that the surface of the conductor of a single
microstrip line has a periodic variation such as the one shown in Figure 4.25 with
a ﬁea.k-to—peak value (r) of | 1.5 ym and a period of 70 gm then the effect of this
roughness on the surface resistivity and sﬁbsequ_ently on conductor losses is plotted
on the same figure as a function of frequency. The roughness has an important effect

when the size of the discontinuity r is of the order of the skin depth.

4.4.3 Ground plane contribution

Conductor losses in the groﬁnd plane are incorporated in the formulation of the
Green’s function where a load impedance may be included on the lower and upper
walls of the shielding waveguide (see section 2.3.3). The ground plane resistance is
represented by the surface resistivity of an infinite thick plane as R, = 1/o é. Thisis
la. good assumption since the waveguide walls are made of electrically thick metal for
mechanical strength. Figure 4.26 shows the effect of the lossy ground on conductor

losses (Figure 4.26). The increase in attenuation is about 50% and therefore losses
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due to the ground plane cannot be neglected. When the strip is located closer to
the ground plane, the overall attenuation constant increases dué to 2 higher field
concentration below the strip.

Figure 4.27 shows a comparison between the equivalent surface resistance of a
single strip (3.28), calculated using the method described in Chapter 3, and the sur-
face resistivity B, = 1/ & of an infinite thick plane. As the operating frequency gets
into the microwave région, the thick strfp approximation increasingly overestimates
the resistance and thereforg the conductor losses. This behaviour is further verified

experimentally in the next section.
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4.4.4 Experimental verification

Several experimental methods have been proposed in the literature for the char-
a.c£eriza.tion of dispersion on microstrip lines, but fewer deal with attenuation mea-
suréments. The attenuation due to conductor losses is not easy to measure ad hoc,
but rather has to be de-embedded from an overall measurement of the total atten-
uation of the line which includes coupling phenomena, reflections, mismatches, end
effects and surface roughness.

The present theoretical method for the.study of ldsseé on the propagation charac-
teristics is validated by a comparison with measurements performed at Ball Aerospace,
Boulder, CO [67] on a single microstrip trans%niséion line measured over a range of
frequencies extending up to 20_ GHz. The strip is 73 ym wide and 2 p#m thick, with

conductivity o = 3.33 x 107 S/m. The width of the metallic enclosure is 20mm and
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its height 10 mm. The substrate is 100 pm thick and its relative dielectric constant
& = 12.9 with loss tangent estimated to be tan§ = 16 x 10~*. Both dielectric and
conductor losses are included in the theoretical model. Agreemevnt‘ better than 4% is
shown for the attenuation constant and 1.6% for the effective permittivity, as shown
in Figure 4.28. These results are compa.red to the modeling of strip losses using the

resistance of an mﬁmte plate.

4.4.5 Multiple coupled strips

In order to design directional couplers and filters for high frequency applications,
conductor losses should be accurately included in the computer-aided design models.
During the past few years, a number of papers have been published for the char-

acterization of multilevel planar transmission lines. However earlier attempts only
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included the effect of conductor loss degradation on the propagation properties of
edge-coupled lines on a single planar level [68], [69] using a qua.si-étatic method. In
this work, the technique is applied to evaluate the effect of losses on the performance
of directional couplers involving lines on the same planar level (edge-coupled lines) |

as well as in a multilevel configuration (broadside-coupled lines).

Edge-codpled strips

A comparison to earlier work on electrically thick strips is shown in Figure 4.29.
Conductor losses are inc.luded in the analysis of the even and odd excitation modc:s
for the case of two edge-coupled strips. The derived results are plotted as a functién
of the separation between the two strips a;nd compare very well to results derived
with the spectral domain method [30], {66]. The attenuation constant is larger for the
odd mode than the even mode because of the high concentration of fields around the
g2p in the odd configuration (ac)eas > (e )even (see Figure 4.11). This also explains
why the odd mode is more sensitive to the separation between strips, as the field
distribution is changed more drastically in this case. As mentioned earlier, dielectric
losses exhibit the opposite behavioﬁr With (@g)even > (@d)odd-

The following example of two symmetric coupled lines will be used again in the
next section to study the effect of coupling on pulse propagation. Figure 4.30 shows
the fr_equency dependence of the even and odd mode propagation constants in the
lossless and lossy case over.a. range of frequencies éxtending up to 10 GHz. The
overall behavior of the complex modal impedances is illustrated in Figu;e 4.31 and
agrees well with results derived for the case of 2 single line (see Figure 4.22). Because
of the symmetry of the structure, both lines have the same modal impedance Z;; for

mode j, thus Zy; = Z;; (odd mode) and Z;; = Z;; (even inode).
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Broadside-coupled strips‘

The effect of losses on the propa.gation characteristics are illustrated here_ through
the example of a two-level micrdstrip structure as a function of both horizontal (s)
and vertical (d;) spacing. In Figure 4.32, the equivalent surface impedance of the
lines is described in terms of its resistance for the even and odd modes. The surface
reactance has the same value for even and odd mode and therefore is not displayed
here. The resistance for the even mode decreases ‘monotonic.:a.lly'a.s s and d; increase.
For the odd mode, the surface resistance has a pronounced peak for s = 100 um
~and small vertical distances d;. This is due to the fact that the intensity of the
magnetic field generated by the two lines a.dd‘u.p near the inner edge and the current _
is concentrated at that point. This reduces the area where the current flows thus

increasing the surface resistance.
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Figure 4.33 shows the behavior of the phase and atiehuation constants for the
odd and even modes as a function of horizontal () and vertical (d;) separations.
The pha.se. constant follows the same overall behavior as in the lossless case, The
‘attenuation due to conductor losses has the same trend as for edge-coupled lines [30].
As the vertical épa.cing is increased, the current is less affected by the other line and
- therefore the attenuation decreases, approaching the single strip value for both even

and odd modes.

Coupling coefficient

 The present study also involves the calculation of the coupling coefficient. In the
 case of two symmetric coupled lines, the coupling coefficient is defined according to

classical transmission-line theory [70]

. i siné(y% -E)
= . e Y Los’ 1 ‘ (4.16)
2c0s0 + jsin 6(y /2 4 \[Z=)

where Z,. and Z,, are the characteristic impedance of the even and odd modes

respectively. The angle 9 is the electrical length of the coupled lines. For maximum
coupling, the coupler should be designed app'réximately % in length (A = dsfde) o

T

Bt B.

where f, and f, are the phase constants of the odd and even mode.

(4.17)

Coupling coefficient for the lossless and lossy case are presented in Table 1 as a
function of separation s where k, represents the coupling in the lossless case, and &
is the calculated value for lossy strips.

Case A describes a broadsided-lines geometry wheré b =400 mm, ¢, = ¢, =
&3=1,0=333x10" S/m, t = 3um, d; = dy = 31 nim, dy=10mm,w; =w, =5

mm, f =1 GHz. Results are also shown for edge-coupled lines (Case B) with ¢,; = 1, |
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8/d; | ko(dB) | k(dB)

CASEA| 0 [-7.556004 | -7.568321
2 | -13.15119 | -13.16493
4 | -20.70458 | -20.70458

| 6 | -28.03051 | -28.03051

CASEB [ 0.02] -7.9248 | -8.0721
0.1 [ -10.0147 | -10.0997
0.5 | -17.9334 | -18.0203 ||
1.0 | -25.5180 | -25.6149

—————
Table 4.1: Coupling Coefficient for edgécouplgd and broadside-coupled lines

1= 63 =10, 0 = 333 x 107 S/m, t = 4um, d; = ds = 50pm, wy = wg = 1004m,
| S = 1 GHz. Because of the particular geometry and the fact that wide lines were
- chosen, the e!fecf of ohmic losses is rel_a.tively small. However, for narrow‘ lines used
in digital and high freduency applications, the effect of conductor losses will be much

more pronounced.
4.5 Time domain analysis

In order to study the dispersi;ie eﬂ'ecfs of ‘both the dielectric inhomogeneity and
the ohmic losses on pulse propagation and cross-talk, a one-inch section of transmis-
sion lfne was analyzed. The two strips are identical, 20 pm wide and 5 gm thick,
with conductivity ¢ = 4.8 x 107 S/m, and positioned a.t- a distance of 20um from one
a.nother.. The width of the metallic encldsure_is 500um and its height 60 gm. The
substrate is 20gm thick and its relative dielectric éonsté.nt ¢r = 4. The active line is
~driven by a source generating a trapezoidal-shape pulse train of amplitude 1 V and
period 10 ns corresponding to a clock frequency of 100 MHz. The duration of each
pulse in the train is 1 ns, with rise and fall times of 100 ps. The input impedance

at the source and the terminating impedance for the active line is taken to be 74
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Figure 4.34: Equivalent circuit for the active and sense lines -

ohms, a value close to the characteristic impedance for a single micr&strip with strip
dimensions, substrate thickness and dielectric constant same as those for the coupled
line under consideration. Si&xilarly, 74 ohm resistors are used to terminate both ends
of the sense line;

In the previous section, the frequency dependence of the even- and odd-mode
phase and attenuation constant, was plotted over a ra.ngé of frequencies extending up
to 10 GHz. This upper frequency limit was adequate for the excitation signal under
consideration. The voltages at the near-end and the far-end points for the active line
with and without ohmic losses are shown in Figure 4.35 a) and 4.35 b), respectively.
The plots depict only one of the pulses in the puise trﬁn. Notice that the lack
of attenuation for the lossless case results in a transmitted signal at the far end of
amplitude equal to that at the near end. Fér the lossy case, shown in Figure 4.35 b),.
the attenuatiqn caused by the losses becomes apparent. In addition, the mismatch at
the source, caused by the frequency-dependence of the modal impedances of the lines,
results in an incident pulse of amplitude somewhat higher than the 0.5 V obtained for
the Iossléss case. Figure 4.36 a) and 4.36 b) show the near-end and far-end cross-talk
voltﬁges on the sense line for the lossless and lossy case, respectively. Notice that, as

expected, far-end cross-talk levels are lower for the lossy case. In addit.ion, some of
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the .sha.rpne.ss of the cross-talk signals observed in the lossless case is lost when losses
are taken into account. This is due to the larger values of the attenuation constant
at higher frequencies. Such effects are expected to become more profound as clock

frequencies approach the gigahertz range.



CHAPTER V

LOSSES IN HIGH TEMPERATURE
SUPERCONDUCTING THIN-FILM LINES

In this ché.pter, an integral eqﬁa.tion approach is applied to calculate the prop-
agation characteristics of high temp_eraturé‘thin-ﬁlm supefconducting lines at high
frequencies. To evﬂuate losses in these lines, the superconducting strips are replaced
by frequency-dependent surface impedance boundaries. The values bf these surface
impeda.nceﬁ are measured experimentally by a TEq cavity technique. Using this
method, a parametric sfudy is performed where phase ‘a.nd attenu;tion constants as
well .a.s characteristic impedance are evaluated as functions of frequefxcy, temperature,

permittivity and geometry of the structure.

5.1 Motivation and approach

Low temperature superconductors have been known since 1911, but their use was
limited by the extremely low temperé.tures of early materials (4° to 23° K) requiring
liquid helium as coolant. New high-temperature superconductors weré introduced in
the 1980’s and operaﬁe in the 77° to 120° K témpera.ture range, where liquid nitrogen
can be used for cooling purposes. Superconductivity is characterized by two effects,
namely zero resistance to electrical current, and dia.ma.gnetism, i.e. the expulsion of

magnetic fields below a critical temperature T,, a critical magnetic field and a critical

128
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electrical current density. Fof high frequency applications, the major advantage of
high temperature (T.) superconductors is the reduced surface resistance of the lines
as compargd to normally conducting metal strips. This, in turn, significantly de-
creases conductor loss in miérowave and _millimeter¥wave circuits where chmic losses
can Be an importgnt limitation, as discussed in the previous chapters. Also, the use
of ;upercoqducting transmission lines in VLSI circuits may lead to higher switching
speed, highér data bandwidth, lower cross-talk, higher density and reduced resistive
heating. The lines currently developed are made of thin films which have a thickness
large compared to A, the penetration depth of the magnetic field into the supercon-
ductor. Several groups have reported theoretical evaluation of the surface resistance
and propagation constant of high T, films and strips [71]-{100]. One common charac-
teristic in all these attempts has been the observed discrepancy between theoretical
and experimental results which, in the case of attenuation constant, may be of a
few orders of magnitude. This disagreement is mainly due to the inadequacy of the
implemented theoretical models, such as the London or BCS theory, to characterize
the electromagnetic behavior of the high T, superconducting materials as they -are |
presently made.

To avoid the shortcomings of existing fheoretica.l treatments, the presented method
does not attempt to solve for the electrotha.gnetic fields inside the superconducting
thin films. Only the eleétn’c/magnetic ‘ﬁeld relation on the surface of the strips is
utilized fo create an equivalent surface impedance boundary which will replace the
superconducting strips. Due to the fact that superconducting strips made today have
a la;ge width-to-thickness ratio, the electric /magnetic field ratio on the strip surface
is almost identical to the surface impedance of a thinsupgrconducting plane. As a

result, measured values of this surface impedance can simulate the superconducting
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Figure 5.1: Superconducting microstrip line configuration

strip very accurately. Having deﬁned an equivalent surface impedance, an integral
equation method is developed to study the behavior of high T. superconducting thin
film strips at high frequencies [36]. However this simulation does not hold for very

narrow lines where the edge conditions affect the current distribution considerably.
5.2 Theory

A shielded planar high T, superconducting microstrip line of YBa,Cu305 film
(YBCO) deposited on lanthanum aluminate substrates (LaAlQj3) is considered as

shown in Figﬁre 5.2. The LaAlQj; is well-suited for high-frequency passive component
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applications- because of its low losses in the microwave and millimeter-wave range.
Also its dielectric constant is relatively l§w as compa.red" to other materials (e.g.
SrTiO;,) used in superéonducting circuits. An important attribute of LaAlOj; is that
it is a good host for YBCO unlike MgO which has a more reasonable permittivity
(¢, ~ 10) for microwavé circuit design but is not lattice matched and can grow
only under certain conditions. The permittivity of LaAlO; is weakly dependent on
témperature with a nominal value around 22 at 20 GHz. Because different values
have been reported in the litterature [75),[76], a parametric study of the effect of
the dielectric constant on the propagation characteristics is presented in the next
section. Dielectric losses in the substrate material are accounted for by assuming a

complex permittivity given by:

e=¢ (Il —jtané). (5.1)

The imaginary part of the permittivity of this material varies with temperature from
0.2 at 20K to 1.1 at 150K [76] However, up to this point, values of loss tangent are
not precise and few experirnenté have given consistent values for tan & as a function of
temperature and frequency. This di;crepa.ncy in the measured loss tangent reflects
the fact that ‘quality control ‘of available films is poor and variations are hard to
measure. Both the permittivity and loss tangent are _independent of frequency in the
range of interest. |
The superconducting stﬂp and ground pl.ane which are of thickness t are replaced
by equivalent surface impedance boundaries with values equal to the experimentally
measured surface impedance of an infinite superconducting thin film of the same
thickness. To confirm the validity of using the surface impedance of a thin film rather
than a strip, calculation of the per;unit length impedance of a superconducting strip

was performed for different widths, under the assumptions of weak magnetic fields
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(e,.=22,h=0.5mm,t=0,5pm,a=b=2.5mm.T=4K,f=5
GHz) '

and temperatures T well beloﬁr the critical temperature T, as presentéd in [72]. The
results indicate that, when the width-to—thickness ratio of ﬁhe strip becomes larger
than 50, the surface impedance of the strip is approximately equal to the surface
impedance of an infinite film of the same thickness (Figure 5.2). The presefxt study
- assumes that the penetration depth ) is smaller tha.n.the film thickness. In high T,
superconductors and for the materials specified above, the width-to-thickness ratio
is 500 and the penetration depth is smaller than one third of the film thickness.
Under these conditions, the surface impedance of the superconducting strips can be

effectively approximated by the measured surface impedance of the corresponding
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infinite thin film. The same surface impedance replaces the s.uperconducting ground
plane. With these equivalent surface impedances in place, an integral equation for
the unknown superconducting current is then formulated and solved by the method

of moments.

5.2.1 Fabrication

Thin films of ¥ Ba;Cu30, (YBCO) were déposited by simultaneous magnetron
co-sputtering using Y, Cu and BaF; targets onto _LaAIOa (100) 1.5 inch substrates.
The depositions were carried out with the substrate at ambient temperature on
both sides of the LaAlO, suBstrates. After dicing the substrate into 1 by 0.5 inch
pieces for the RF devices, they were annealed at 850°C for 1 hour in a wet O,
environment. The variation in thickness and compositidn uniformity was about 2%
across a 1.5 inch substrate as determined by RES and resistivity measurements. Each
film ranged in thickneés from ’40001\ to 6000A. Using resistivity and a.c. magnetic
susceptibility measurements, the superconducting transition onset was around 90K
with a transition width of 2K. Analysis of the films using X-ray diffraction and cross-
sect‘ion transmission_electron microscopy showed highly pﬁented structures with the
a and c axes perpendicular to the substrate. The films were patterned using standard
photolithography followed by exposure to dilute phosphoric acid. Ohmic contacts
were made using sequential depositions of 20004 Ag and 20004 Au which were
annealed in Q; at 550°C,

5.2.2 Measurement of the surface impedance

- The surface impedance used in the theoretjcal derivation is directly related to the

measured surface impedance. The surface resistance of the films described above was
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measured by two diﬁ'erent methods, namely the T Eq; cavity technique (77] and the
stripline resonator technique [78]. The T Ey; cavity measurements were performed at
three different frequencies (22, 86 and 146 GHz) as a fuhction of temperature. The
me&aurement procedure has been presented in [79] and will not be repeated here.
The film was also measured at 4.2 K using a stripline resonator technique and good
agreeinent with the caﬂty méthod was obtained. __In both studies, the w? dependence
was verified and is consistent with the BCS theory and with experimental measure-
ments on conventional low T, superconductors. The surface resistivity varies from
approximately 1mf) at 4.2K to 10m{ at 70K for a frequency of 22GHz. In situ
grown films of YBCO of approximately the same thickness have been found to have
significantly lower resistance, as low as 0.1m at 4.2 K at a frequency of 71GHz [79]..

The surrfalcc reactance behaves as purely inductive and va.ri.es linearly with fre-
quency as has been reported by sevéra.l authors [80]-[82]. The value of the inductance
of lthe superconducting strips considered here has been measured experimental]y by
A.T. Fiory using a two-coil mutual-inductance measurement technique [81].

In view of the above, the surface impedance use& in our theoretical derivations

is given by:

Ze(£,T) = RU,T) 4 5X(1,T) (5.2
where R(f,T) represents the resistive lésses and X( f,_T) represents the inductive
energy stored wi‘thin the superconductors. In Equation (5.2), R and X are giveﬁ by

R(f,T) = A(T) | (5.3)
X(f,T)=w L,(T). | ' (5.4)

For YBCO films at 77K, the value of A(77)'i. 2.066 m Q- sec? and L, is about 2
pH. |
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5.2.3 Calculation_ of the superconducting current

The influence of superconductor losses on the propagation constant is evaluated
using an integral equation method. In this mathematical formulation; the supercon-
ducting strip is replaced by an mﬁmtesxmally thin surface impedance which serves as
- a boundary condition for the e!ectromagnetlc field excited in the volume surrounding
the strip. The impedance of this surface boundary is given by (5.2) and describes
the effect of the frequency depen&ent field penetration in the superconductor and
the presence of grain boundaries. The fields in the dielectric region, which consists
of an arbitrary number of layers, are computed by 2 method of moments solution of
Pocklington's integral equation subject to the new introduced boundary condition
as discussed in Chapter 3.

The resulting surface integral equation bis given by:
L G(2/2) - Jdy' = ZuJ |jymipes = 0 (5.5)

| where C,, is a path along the width of the conductor, G is the dyadic green's function

for the boundary value problem defined in Chapter 2 and J is the superconduct-
ing current flowing iﬁ the impedance sheet Z,.. The integral equation in (5.5) is
solved numerically to give the cofnplex propagation constant k)%, The characteris-
tic impedance of the superconducting lines is then evaluated from the conventional
power-current relation shown belcfw:'

P
Zo - 'é'—-J—Iz— - (5'6)

where P,; is the power propa.gatihg in the superconducting structure and J is the
supercurrent.
One of the main advantage of superconducting materials is their low surface re-

sistance. However, zero resistance at DC is somewhat misleading because the surface
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resistance of superconductors varies as thé square of frequency, whereas the loss is
much slower for a normal conductor. Smce superconductor loss starts many orders
of magnitude lower than copper, a good superconductlng film will be comparatively
more advantageous up to several hundred GHz. For comparison purposes, conductor
loss is evaluated for superconductors and normal conductors in an identical con-
figuration. In the case of normal coriductors, the equivalent frequency-dependent
impedance surface derived in Chaptef 3 was used rather than applying the conven-
 tional skin-effect approximation which is not valid at low frequencies where the fields
do not merely follow a square-root f dependence. Results show that for normal con-
ductors, the conductor losses decrease with frequencjr when expressed in dB/),. In
contrast, the ohmic losses in superconductors increase because of the w? dependence
of the surface resistivity of the thin film material. These trends are sh@wn in Fig-
ure 5.3. As mentioned previously, normal conductors have a skin-depth which varies
inversely with the frequency. On the other hand, due to the Meissner effect, waves
do not propagate much in the superconductor and therefore.the penetration depth of
a sﬁperconductor is a function of the material rather than frequency. High frequency
skin effects in normal and superconductors are sketched in Figure 5.4 where A ~ 200

nm for a good thin-film, and § is about 2 ym for gold at 1 GHz.

5.3 Results

Using the approach described in the previous section a computer program was
developed to calculate the complex propagation characteristics of superconducting
lines. Throughout this section, unless otherwise noted, it is assumed that the struc-
ture has the geometry shown in Figure 5.2 with ¢, = 22, u, - 1, k. = 500um,

t = 0.5pm and w = 250um. The operating temperature is taken to be below the
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Current Flow

Figure 5.4: Current flow in normal and superconductors

critical temperature T, of the superconducting thin film. 3
The main goal of this study is to give a qualitative understanding of the effect
of temperature, frequency, substrate permittivity, line width and substrate thickness

on the attenuation associated with thin-film lines printed on LaAlQ; substrates.

5.3.1 Temperature variation

As it has been discussed earlier, when tﬁe température varies from 4.2K to 7K,
both R and tané vary while e,. remains unaffected. Figure 5.5a shows the ef‘fect
of tempera.ture a.nd frequency variation on the attenuation constant o for a 250 pm
wide post-annealed superconducting line. As expected, both dielectric and conductor
losses increase with increasing temperature. The attenuation constant is usually
given in Np/m or dB/m. However, when comparing losses over a large range of
frequencies and different geometries, it is more informative to express a in dB/),
where A,-is t.he microstrip‘waveleﬁg'th.

The ratio of conductor to dielectric losses (Figure 5.5b) gives an iﬁdicatic_:n as to
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the limiting mechanism which affects propagation characteristics in superconducting
lines printed on LaAlQ; substrates. It is observed thg.t, for low frequencies, losses
due to the nonzero resistivity of the superconducting strips are overshadowed by
dielectric ‘losses in the dielectric substrate. However, depending on the temperature
and frequency of operation, conductor losses may become comparable and eveﬁ larger
than dielectric losscs..a.a shown in the case of T =4 K in Figure 5.5b. The theoretical
method used in this paper was developed.for a shielded microstrip geometry. The
cut-off fre§uency of the shielding waveguide depends on its dimensions and on the
- substrate layer. For the LaAlO, sﬁbstratés (€, ~ 22), the waveguide cut-off frequency
is about 30 GHz. To study the propagation characteristics over a larger frequency
range, a waveguide of smaller dimensions was considered. Both geometﬁes exhibit
the same dependence. of the attenuation constant on temperature and frequency with
a predominant contribution of conductor losses in the smaller structure.

Several approaches are used to grow superconducting thin films. Besides the
post-annealing process described above which requires high temperature annealing
(about 900°C), in-situ thin film epitaxial growth up to 50004 is performéd at lower
temperature (650-700°C) and has a surface resistance smaller by a factor of 5 [79},(83].
The results show that the in-situ technique yields a lower a,tténuation than the post-
annealed technique (Figure 5.6). However a limitation of the in-situ technique is
th#t it only allows for single side coating. In the case of post-annealed technology
thin film coverage on both sides of the substrate is possibie, thus both groﬁnd plane
and circuitry are made of sﬁpercondructing YBCO films. Another advantage of post-
annealing technology is the large area uniformity for YECO films deposited by co-

sputtering (~ 5 cm?) as compared to ~ 1 cm? for in-situ grown films.
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3.3.2 Permittivity variation

Beéause of discrepancies in the real part of the permittivity reported in the lit-
terature, it was found of interest to calculate the propaga.fion constant for different
values of ¢, of the substrate LaAlO;. The values of ¢, chosen for this study span the
range of available published data with ¢, = 15.3 [84], ¢, = 19.7 [76], ¢, = 22 (nominal
~ value) and e = 26 [73]. Th&se_ data have been measured for several LaAlO; sub-
‘strates and in different experimental set-ups. The results reflect the essential trends

of # and & with varying e, (Figure 5.7) . It is shown that  in B/, is independent

of the choice of €, for frequencies lower than 20 GHz.

5.3.3 Line width and substrate thickness variation

- The propagation chﬁra.ctefistics of post-annealed superconducting lines are also
studied as a function of the height.of fhe substrate and line width. The phase constant
(Figure 5.8) strongly depends on both parameters and dispersion occurs as the width |
of thé strip and substrate thickness are increased. As expected, in the case of thin
substrates, dispersion happens at much higher frequencies, which is of interest when
designing circuits with very short pulses or delay lines. The attenuation constant
(Figure 5.9) varies inversely to the height of the substrate and width of the line.
The characteristic impedance (Figure 5.10) follows the same trend as in the case of
lossless lines and shows very little dispersion over the frequency range studied here.

The validity of this progra,rﬁ has been verifiec in the case of lossy normal conduct-
ing strips in Chapter 4. For further validation, attenuation derived by the present
method was compared with ca.lc_ulat.ed results using the phenomenological loss equiv-
alence method (PEM) [100]. The PEM method was based on London’s equations

which ignore the presence of grain boundaries and assume perfect superconductors.
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Microscopic loss mechanisms such as the loss in granular films due to flux penetration
in the weak links is included in the present method by using the actual measured
values of the film surface impedance. As a resul.t, the attenuation predicted by the

PEM method is lower than the one predicted by this work (Figure 5.11).




CHAPTER VI

DIELECTRIC LINES: THE GENERALIZED
INTEGRAL EQUATION METHOD

6.1 Motivation and background

At the present fime, almost all monolithic circuits are made of thin strip conduc-
tors wﬁich provide simplicity in the fabrication and desired guiding propertiés for
frequencies up to the millimeter-wave region. However, this technology introduces
radiation and ohmic losses which become undcceptably high as the frequency ap- |
proaches the terahertz lregion. In order to avoid these limitations, novel dielectric
guiding structures and circuit elements operating in the terahertz regime have been
recently proposed that use epitaxial semiconducting m_ateri#ls or heterostructures on
- GaAs or InP substrates [85], [1]. These léw-loss ridged and semi-embedded .lines are
appropriate for high frequency monolithic applications, as they‘exhibit several ad-
vantages over more conventional conducting lineé and can be designed for optimum
conﬁngment by stacking la.yers‘ and ridges of different permittivities (Figure 6.1).
They provide low dielectric losses compared to conductor losées of metallic inter-
connects at sub-millimeter frequencies. Lines of thicknesg and width measuring a
fraction of a guided wavelength make for feasible fabrication by etching a layered

wafer, and allow for easy construction of passive circuit elements as well as simple

149
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Embedded Waveguides

Figure6.1: General configuration of low-loss ridged waveguides using heterostruc-
tures

integration of active devices. Types of dielectric lines ca.ﬁ be classified based on their
geometry and their permittiviiy relative to the substrate as shown in Figure 6.2.

~ The theoretical characterization of this new type of dielectric structure plays an
important role in the design of low-loss circuits operating in the sub-millimeter wave
region, such as power dividers, impedance transformers and filters. To design these
circuit elements, a rigorous theoretical cha.racterization‘ is needed. Theoretical stud-
ies on geometrically simple optical and microwave dielectric waveguides have been
presented in the past decade.usin'g approximate and numerical methods. The ap-
proximate methods are represeﬁtéd by an a.na.lytica.l approximation introduced by
Marcatili [86] and by the effective index method [87], [88]. The numerical methods

are divided into variational methods (89], mode-matching methods, finite-element

- methods {90] and integfa.l equation methods using polarization currents [91). These

methods have been exclusively applied to two-dimensionﬂ problems where they per-

form a fine discretization of the cross-section introducing many unknowns and strong
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numerical instabilities. Consequently, an extension of these methods to three dimen-
sional problems introduces many limitations ahd requires special care [92].

In this cha.ptér, a novel two-dimensional theoretical method is presénted which is
appropriate for the analysis of multiple thin dielectric lines on multila.yered substrates
in a manner that allows for easy and accurate characterization of their propagation
parameters. This approach is unique in terms of combined accuracy and simplicity
and has demonstrated good performance when applied to basic dielectric structures.
- The major advantage of this technique is th#t it can easily be extended to three di-
mensional problems without increasigg the ;omplexity of the solution.‘ The technique
presented in this chapter is then applied to study different geometries of low-loss di-
electric ridge lines in Chapter 7, where results are presented along wfth a detailed

description of the numerical implementation of the method.

6.2 Approach

This section introduces the generalized integral equation (GIE) method which
has been dévelop_ed to characterize complex. geometries at;submiliimeter—wa{re and
terahertz frequencies. In ﬁhis mathematical scheme, the formulation of the electric
field in terms of equivalent electric and magneﬁc polarization currents is shown to
lead to a modified integral equation eigenproblem as summarized in the flowchart of
Figure 6.3 and outlined below.

First, a conventional formulation utilizing volume eleciric polarization currents
inside the strips is used. Then, an equivalent problem is defined with respect to the |
fields outside of the dielectric strips to facilitate the computation of the propagation
characteristics of such strips. Equivalent planar polarization dipole moments are

introduced to simulate the lines, reducing in effect the dimension of the unknown
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Define an equivétlcnt problem with respect
to the ficld outside the dielectric strip

'

Replace the volume dipole moment with an
equivalent dipole moment of lower
dimensionality

!

Apply the appropriate boundary conditions
to make the two problems equivalent

Derive a modified Green’s function

!

Solve the resulting integral equation
using the method of moments

Figure 6.3: Approach used in the derivation of the GIE method
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by one, as discussed in section 6.3. To make the two above problems equivalent,
the concept of genéralized boundary conditions is applied to the electric field at the
surfaces of the strips via a Taylor’s series éxpansion method (secfior_z 6.4).
Introduced in the 1960’s [93], generalized impedance boundary conditions (GIBC)
have been used for both analytical and numerical treatment of scattering problems
[94]). Earlier on,. effective models were developed to simulate very thin and high
contrast materials, such as the standard impedance boundary condition (95} which
involves a zero or ﬁrﬁt order derivative of the field components. An accurate simula-
tion of thicker layers requires to include higher order derivatives of the field, usually
referred to as generalized impedance boundary conditions (GIBC) which can be writ-
ten in terms of normal derivatives of the field components. The order of the condition
refers to that of the highest derivative used in the déﬁnition, |
With the replacement of the dielectric strips by equivalent currents of lower di-
mensionality, the original problem is simplified and an eigenvalue equation for tﬁe
propagation constant k, is derived through the use of a modified planar integral
equation (section 6.5). This integral equation can then be treated as any other two-
dimensional problem with unknown planar current dénsities as described in Chapters
2 and k3. Applying Galerkin’s method, the current densities afe represented by a set
of pulse basis functions (éection 6.7). |
. The GIE fnethod is derived in a general context and can be applied equally well to
open, shielded or covered dielectric waveguide problems with the presumption that
the boundary _couditions away from the dielectﬁc strip surfaces are satisfied by the
appropridte Green’s functions. Herein, the formulation is applied to structures with
multiple dielectric strips printed on ‘different levels within a multilayered substrate

environment, and the electric Green’s function G described in Chapter 2 is used to
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Figure 6.4: Geometry of the analyzed structure

derive a modified Green’s function Gy (section 6.6). The technique accounts for an
accurate modelliﬁg of dispersioﬁ at high frequencies, including the effect of the actual
coupling between multiple strips. Throughout this derivation, conductor losses in the
ground plane and shielding waveguide may be accounted for in the Green’s function
as described in Chapter 3. Also lossy strips can be handled by considering materials

with complex permittivities.
6.3 Description of the problem

The generalized integra.l eéuation (GIE) model dévelopgd in this section is two-
fold. First, we substitute the .original problem with an equivalent polariiati_on cuf—
rent, and second, we replace it by an equivalent planar current. The technique is
general and can be applied to a multilevel structure comprising several dielecfric
strips (i = 1,2,.... N ). These rectangular shaped strips are made of nonmagnetic
materials with permittivity €i. Their thickness k; equals a fraction of the wavelength

in the dielectric and is small cdmp&.red to the strip width w; (Figure 6.4). The stripé
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rest in a multilayered environment which is intended to represent a typical integfated

dielectric Waveguide made of substrates, film and possible superstrates.

6.3.1 Polarization formulation

For the sake of simplicity in the presentation of the technique, we shall focus now
- on the cross-section of a single dielectric st.rip line of thickness A centered on the
plane z = z, and resting on the surface of a grounded dielectric slab of permittivity
es. We denote S, to be the cross sectional area of the dielectric strip (Figure 6.5a).

Under these assumptions, Maxwell's equations take the following form:

VxE = —jupl o (6.1)

(=]}

VxB = jweE + juP | S (6.2)
where ¢ indicates the permittivity in the slab and half-épace above it:.

'The excitation of the electromagnetic field is provided by an impressed electric
field £¥ which gives rise to a displacement current f,., = jwP or equivalently to an
electric dipole moment per unit volume P (Figure 6.5b). ThiS dipole moment B,
also known as the polarization vector, stems from the discontinuity in permittivity

between the background region ¢, and the dielectric strip €, as discussed in [20], and

is given by

ol - a)Bs , inSy (6.3)
: 0 , elsewhere.
Using Maxwell-Ampere’s law (2.19) in the strip region
VxH=J +jwedEd, | . | (6.4)

we can define the equivalent polarization vector P by mere addition and substraction

of the background medium as

VxH = J + jw (eq = &) By + jwes By _ (6.5)
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= J'+jwP + jweEy (6.6)

where J is the impressed current and £ is the tota! field in the dielectric region

~ with complex permittivity ¢4

‘ . 4
e = (c,, - JE) . (6.7)

As discussed in Chapter 2, the current j; or polarization vector P will result in

a total field E given by equation (2.2) or

e - o1y L Bt '

E(F)-Jw///v &) - B(F) dv. (638)
In the two-dimensional problem, the Pocklington’s integral equation reduces to a

surface integral formulation as discussed in section 2.2.1.
Esjof [ @y B dy o (69)
This integral is carried out over the cross-section of the dielectric region, which can
be divided into rectangular segments across which the current is assumed constant.
A method of moments is implemented using two-dimensional basis functions along
the z and y axes, leading to a matrix equation which is solved for the unknown polar-
ization current distribution. This formulation has been used extensively in scattering
problems (91], {96]-[97] but has a ma.jbr disadvantage in that it requires subsection-
ing with a grid sufficiently fine with fespect to the wavelength. Thus it becomes
numerically intensive as the frequency gets large or in the case of three-dimensiona.i

problems. It is therefore of interest to modify the formulation by lowering the degree_

of dimensionality as discussed below.

6.3.2 Equivalent planar problem

At this point,.we define a problem which is equivalent to the original one with

respect to the field outside the dielectric strip where we seek to simulate the radiated
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"

Figure 6.6: Equivalent dipole moment per unit surface

field using an infinitesimally thin sheet. First, the dielectric strip is replaced by a
planar-strip polarization surface extending over the width of the strip as shown in
Figure 6.6. This fictitious surface rests on the plane z, and is characterized by a

dipole moment per unit surface P, given by:
- h oo ' |
Pe,y) = [ Py d'. (6.10)

The electric field £, thrdughout the dielectric region can be written in terms of
~ the electric field on the upper and lower interface of the surrounding surface S; by

using a Taylor's expansion as

Eiz,y) = i 1 [3"§d(¢yy)] { (x—-h) fz,<z<h (6.11)
=0,k

n=o [(n+1) oz z" fo<z< z,

where £y is the electric field in the dielectric strip. In view of (6.11), equation (6.10)

takes the form

B(2,y) = BH(z.y) + P-(ay) (612)

where we can express the dipole moment per unit surface P, in terms of the higher
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order derivatives of this electric field as shown below:

~ R)"+t - on

B (z,y) = (ee—ea)E(

r( -+ 2) azn E4(39 y) R (6.13)
n=0 Nem
= _ (.‘L’ )n+l a,,

In the presence of the planar polafiza.tion surface, the electromagnetic field sat-
isfies Maxwell’s equations in the following form:
VxE = —juph, | (6.15)

¥V x

‘ml
]

jweﬁ,, + jwh,. ' ~ (6.16)

Based on equations (6.15)-(6.16) and with the use of a polarization potential [15],
the eiectric field E-", due to the equivalent planar dipole moment at z’ = z, is given

by a line integral as :

Ey(z,y) = jw jL, [&(3/20 8] - Bulenv) dy (6.17)

where G is the dyadic Green’s function for the problém. if the dielectric ridge is
inside a rectangular waveguide section, this function can be found analytically as a
superposition of all the propagating and attenuating modes in the inhomogeneously
filled waveguide. For free space problems, the Green's funcfion is written in terms

of single Sommerfeld integrals.
6.4 Application of the boundary conditions

In order to make the above two problems equivalent in the volume outside the

dielectric strip, appropriate boundary conditions have to be enforced outside the

strip as well as at its interfaces,
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6.4.1 Outside the strip |

‘In the regions outside of the dielectric strips, the field E,, has to be identical to
the original £ field on the surface of the dielectric waveguide indicated by the path
C, on the cross-sectional plane, As a result, these fields must satisfy the following

equations:
| E, OE

-a—z—'-:— == -8—5;— Vn=0,1,... on C, . ' (6'18)

6.4.2 At the strip interfaces

Recalling the assumption of the strip width to thickness ratio to be large, the
boundary conditions on the sides are incorporated in a general manner in the Green'’s
function kernel. In addition, we need to enforce the appropriate boundary conditions

of continuity of the tangential E and H fields at the interfaces z = h and r = 0,

3 % (E‘*|m,h - E‘luo.;.) =0 (6.19)
A x (E’*Lﬂ,f. - ii,[z:o'h) =0 (6.20)

and discontinuity of the normal components of those fields

~ . "‘; - - - .

n (CbE I A 6¢E¢, O,Is) =0 (6.21)
"W H+ g =
" (#b Iz=0.h fe dL=o.h) 0. (6.22)

where the plus and minus signs represent the exterior fields on the upper and lower
surfaces of the strip. In the following, equations (6.19)-(6.22) will be referred to as

the initial conditions. Recalling (6.12), we can write

ﬁ.(a:,y) = (eq—¢ 6)21-.( 7+ 2)

{@-nnZ = B +(z,)"+‘ s B Lo
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To a first approximation, i.e. for n = 0, the dipole moment per unit surface can

be obtained by enforcing the initial conditions as

_ (ea—e) f -
P = S {@-n B, + 2, E o} (6.24)
P, = (ca—&){(z,-h) E}, s T2 ;) (6.25)
P, = (a-&){(z-h) EL| _, + =z E o} (6.26)

The above equations are only accurate for very thin dielectric layers. The problem
can be improved by including higher order derivatives of the field components in the
boundary conditions [94), in which case relations between the higher order derivatives
of the electric field on each side of the interface with respect to the normal component
z have to be used. A detailed derivation of the generalized boundary conditions ﬁsed
at the interface between two homogeneous,-isotropic quia ‘is given in Appendix E
 and summarized below. |

Using Maxwell’s equations together with (6.20), we can evaluate the boundary
conditions of the first-order derivative of the tangential components of the.electric

field at the upper and lower interfaces as

g 2 :

S E — E¢ = ....1 —-E" 6.27
oz z=0,A 0z v z=0k ( ) dy z=0,h ( )
i) d - '
O lon 0% 7 |onon 7 ) * lzmosn (6.8

where the + signs are omitted. The derivatives of the z-component of the electric

field are derived from Gauss’s law in source-free regions to yield

8z z=0,A - Bz =04 (629

Making use of the wave equation and the initial con‘ditians, the boundary condition

of the second-order derivative of the electric field can be found as

8B B . '
T |y 5 |, "R B, i
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where ¢ denotes all three components of the electric field. If we take the nth-order
derivative of the above equation, a recurrence relation can be derived where the
normal derivatives of the outside electric field £ on the surfaces at z = 0 and

T = h are related to the normal derivatives of the electric field E’}-excited inside the

dielectric strip by

By o = -
ey = Kp- FE om0 (6.31)

=0,k

K2t + Kodf + K..i2
K Kz + Kpgi + K.p# (6.32)
K2 + Ku2) + K22
with individual components
K.e = 7 +A%( Fy-le—s il +(-F) [i‘]( )r: 21 (633
= = 6::" ph=2v " Oz :
Ky =0 , (6.34)
Kee =0 . ' (6.35)
= — [g'] — ’ -a— ‘
Ky = (=F) ( 1) g (6.36)
an [’?] i an-:l.v '
Ky = 3—-+A.§1( F) e (6.37)
Ky = 0 | (6.38)
i)
a .
Kee = (-F)l3 l(—-1) g (6.39)
)Czy = ( (6-40)
. an ['g'] vet an-zv | ' ’
Kee = e + AE(&F) pyrc (6.41)

where

< -_-{ 1, nodd - (6.42)
' 0 , neven
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and

A = ki(e — €q)  (6.43)
32
= 5 + k3 - k2. © (6.44)

The tensor operator K, can be written as

. ":'g'(An +'Bu+¢n %) 0 0
R, = Cu  Au+B, 0 (6.45)
| Cn & 0 A+ B,/

where A,, B, are nth order linear differential opéra.tors and

an

: [g'] et an-2u ’
B,.:= AE(—-F) py (6.47)
= P (2-1), | (6.48)

In summary, the deriva.tives of the electric fields with respect to the direction
perpendicular to the interface between two media are related at the boundary and
can be expressed thrbugh fundamental recurrence relations. The formulation of
these generalized boundary conditions is furthér verified in Appendix F, for the case
of a dielectric slab illuminated by 'a. plane wave. It is shown that the relations
.given in (6.31) are equivalent to the rel;'s.tions of continuity of tangential electric and
magnetic fields at the interface. Indeed, the combination of the initial and higher-
order boundary conditions of the electric field a_t' a.n interface reproduces the known

reflection coefficient for a dielectric layer of infinite extent.

6.5 Formulation of the modified integral equation .

To derive the modified integral equa.tion. for the determination of propagation

characteristics, we start with (6.18) and make use of the generalized boundary con-
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ditions (6.31) to obtain

T .
| =K B, (6.49)
z=0,h

This equation, when combined with (6.17), leads to

rE,
oz

E:n' [Jw ij [é(z, y/zr’y')] ) ﬁ.(z,,y') dy'] (6.50)

=0,A

z=0,A

= jw fL' [lCu-G(z,yltp,y')]uo',. * B(zpy)dy’ (6.51)

By substituting (6.51) into (6.23), the equivalent strip dipole moment per unit
surface can be expressed in terms of the outside electric fields é;t the upper and lower

strip surfaces as

P

=) Z P(n g
{ (zp = h)n+l "/L’ [Kn : G(zs ¥/Tpy') ]:zls g ﬁa(zmy’) dy'.

ey A N CHTEN) IR NP TS

or

!}

P = ju(a-a) L I‘(n+2)
n=0

{m-0 [Ra-8] _, + @)™ [Ra-8]_ )} By (659)

The abqve equation can be cast as a homogeneous Fredholm Integral Equation of the

second kind:
P=julea-a) [ Gno Pidy (6.54)
. L’ ’

where the modified dyadic Green’s function émd forms the kernel of the equation,

and is given by

Gmod = Zr { p = h)"H [E,.-'c‘:] + (z,)"*" [rc -G)__}. (6:55)

n=0




166

For the case of multiplé lines, the integral equation is generaiized to

= jw (ed_ - &) z:l / esd mod * P’ dy' . (6.56)

=

* which may be solved to determine the unknown equivalent planar currents. In the
above, &204 is the Green's function at the ith dielectric strip due to an equivalent
dipole moment on the jth strip. Knowledge of the propagation constant can provide
accurate and complete information about ohmic losses, leakage and radiation effects.
The procedure as described up to this point can be applied to open or shielded
dielectric waveguide problems with the presumption that the boundary conditions
away from the dielectric stnp surfaces are satisfied a.ppropnately by the Green’s
functions émod. In both cases the application of the generalized boundary conditions
result in i'nﬁn.ite summations which_can be evaluated analytically leading to simpliﬁedb

kernels as will be discussed next.
6.6 Modified Green’s function for the shielded case

In this section, the modified dyadic Green’s function is presented for the case of a
multilayered dielectric structure within a shielded me_ta.llic waveguide. The notation
and geometry are the same as that used in the derivation of the Green's function
of an elgctric point source in a multilayered .structure described in Chapter 2. The
geometry used in the derivation of the modified Green’s function corresponds to
Figure A.4 where the source layer s is taken to have the height of the dielectric
strip and is surrounded by the background medium of permitivity . The dielectric
substrates and superstrates are taken into account in the formulation of the original

Green’s function G. In the following, the equivalent planar dipole moment P, is set
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at the center of the strip, i.e. 2’ = z, = k/ 2, which reduces (6.55) to

( )n+l
P(n+2) [( 1)" E GLeh .GL D]
Making use of (6.45), we can write
S(4+B+CE) 0 0
Cmea = | cg A+B 0
\ cg 0 A+B
( Geztt  Goif Gpid ‘
GyefiZ  Guiy  Guii
\ Guit Guij Gi,ii

where
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A= 2ot
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n+2) Ba
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C =
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~
s
+
(3]
~—

i
put
13

(6.57)

(6.58)

(6.59)
(6.60)

(6.61)

From (6.46)-(6.47), it is clear that the operators A and B affect only the z-dependence

of G. The Green’s function formula.tlon involves tr:gonometrlc expansions which al-

lows for an ana.lytlca.l eva.luatmn of the mﬁmte summations over the index n in terms

of closed-form expressions given in Appendix G. This further enhances the versatility

of the GIBC’s by reducing the infinite order derivatjves to simple expressions, thus

avoiding the summation over n. In scattering problems, finite-order approximations

have to be considered leading to truncated Taylor’s series expansions.

The components of the modified Green’s function &m,,d are of the following form

. o k
(Gmed)pe = -3 pALZ )

(Gmod);-y = —'L Z '_bT'

[T2 vt (2,) + 15 v7(z,)] sinkyysinky’

ky, ket ' .
z:: [Tt wr(zy) + 17 tp;’(m,)] sin kyy cos k,y’




(Gﬂﬂi ).u
(Gﬂ‘wd )yz

(Gmod)yy

(Gmod ),,,

_ (Gmod)g_-,-

(Grmod).,

( G'm’d ) zz

where

i
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°+

ot () + T7 o; (z,)] sin kyy sin kyy’

=0
, © 5 k
-L Z e by [\F;" vg(z,) + ‘I’:_v:(zp)J cos kyy sin k,y'

cos kyy cos k,y’

b
°'S
?7'
w0
+
?r'
ne
a.

[k (e (q:, :(z,) + U7 95 (3,))

+k2 (7],.-), (‘I‘f Yy (%) + vy cp}'(z,))]

— m kk, 1
): 5 YT o cos kyy sin k,y'

[—(n.,): (U2 w¥(2p) + 97 92(z5)
+ne); (U ¢ (=) + V7 ¢7(2,))]

.. E k—-[\IJ v} (z,) + !Il v, (:r,,)] smk,ysmkyy

= 1
;0 (k'-' . lc’) S — sin kyy cos ky,y’

[(ne)e (¥ w2 (25) + U5 03(,))

= (1)) (U3 o} (=) + ¥7 07 (25))]

0
iy bn 1 1 sin k,ysin k,y’
b k3 + k3 kg

m=0 .

€2 (o)t (W2 2 (s,) + ¥ 2 (z,))

+8 (1:); (V5 of(25) + 97 5(2,)] (6.62)
ki = wy\/eluo | (6.63)
k, = -'f'b_’i - | (6.64)

;o
i

;= JRP-F-R. (6.65)
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The z dependence has been modified to give at the interfaces z = 0 and z = A

d ' ,
::—::f*fsin kzq2 — jiad (cqs kead — 1) , X=h

T =
I=Y ol o
—-‘J'::e:., sin k’,_-d% + it (cos k,dé‘- - 1) , x=0

d . -
(o8 (con keal = 1) + 70 sinkuad | x= b

d
~ 5t (cos keah = 1) + 7 sin ke, x =0

Vo=

Also, the 2’ dependence is given by

ok (') _ __l_ sink.z' + jij; f cos k.z’
“f Day | sinks(z’ — k) + 7724 cosk.(z' — h)

E I

|
o

-

=

v (') = 1 cos kyz' — 77 sin k,z' , X =
ST Doy | cosko(' — h) - jind sinky(z'=h) , x =0

where the denominator D, ; may be written as

Da,g = sinkh(1 = 734 §7) + (7 - 77) cos kh.

The impedances , 7 and 7, are defined as in Appendix A.

(6.66)

(6.67)

(6.68)

(6.69)

(6.70)



CHAPTER VII

DIELECTRIC LINES: NUMERICAL
CONSIDERATIONS AND RESULTS

This chapter is divided info two pa.fts. First, the numerical implementation of the
GIE method is discussed: an algorithm for the study of propagation in dielectfi;: lines
is presented and consideration is given to the convergence of the different summations
involved in the formulation. Sécond, we apply the generalized iﬁtegral equation
method to determine the propagétion characteristics of different types of dielectric
strip waveguides; the strip dielectric guide, the insulated image guide and the optical
rib waveguide. Numerical results for Single and coupled strips are presented and

- compared to those of other formulations.

7.1 Method of moments solution

The method of moments is applied to the dipole moments }-’.,' to solve (6.56) and
Galerkin’s method is used to transform the integral equation into a matrix equation as
described below. Subsectional pulse basis functions are chosen as expansion functions

for the transverse dependence of the dipole moments.
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7.1.1 Matrix formulation

Let N, be the number of subsections used to discretize the surface of the eqﬁiva-
lent dipole moment of width w into linear elements (subsectional bases). The .total
number of elements, Nr, is given by Ny = Z:f-vg‘l Ny = N, x N,, where N, is the num-
ber of dielectric strips. Although the equivalent dipole ' moment B, lies in a planar
configuration, it is a three;dimensional vector quantity with components given by

. Ny
F,(v) = 2o 0,00)

=l
1] Nb ] . P
FL0) = X P, b0)
. =~ _
v Nb . » .
PLy) = 3 pip bi,(v) (7.1)
p=1
where p,, p}, and p!, are unknown coefficients. Following a procedure similar to

the case of microstrip lines (section 3.5), weighted averages are applied and reduce

the integral equation to a matrix equation of the form

[Zmed](T] = [0] | (1Y

where Z,.,4 contains 9 submatrices

(Zebnot [Eoms (2o |
(zmod] = [zw]md [zw]mod [ZW]md . _ (7.3)
[Zeclmod [Bavlmos [Z2)imod

For the general case of N, strips in a multilayered configuration, the impedance
matrix [Zmoq] is represented by a [3N,N, x 3Ny N,] matrix,
7.1.2 Expansion and testing functions

In the case of microstrip lines, the unknown current distribution was expanded

in terms of a set of entire domain basis functions with special properties, such as
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Figure 7.1: Géom_etry for subsectional basis functions

the bui!t-in edge condition for the charge distriﬁutions When a large number of
expansion functlons is required to approx:mate the unknown function or when the
solution is dlfﬁcult to predlct it is advantageous to use functlons that make the inner
products easy to compute. Slnce the choice of entire domain ba.sw functlons is not
readily evident for the type of lines discussed here, subdomain basis functions are
chosen to be unit pulse functions over the pth element and of magnitude zero over

all other elemenis

Py - { 1Iy‘ < zN (7.4)

vl > 3

providing the ability to generate simple asymptotic formulas for increased conver-
gence and computer efficiency. Let the strip be divided in Nb subsections and y,
be the coordinates of the center of the element AW, = -N— as shown in Figure 7.1.

Forcing (7.3) to be satisfied at all the y,, points provides a set of 3N, N, equations

for the unknowns pi p,,,, and p,,
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For this choice of basis functions, Galerkin’s method may be implementedvin
which pulses are used for both testing and expansion functions, as @,(y’) = Ep(y').

This implies that the resulting sub-matrices in (7.3) are symmetrical, with moments

integrals of the form

M = ™ / sin kyy dy
= -N“-/- Sinc (Ic 2“!\/{ ) sink, ( =g +(p -% -ﬁ;) (7.5)
and |
I;z)- = 1’;4).=/. cos kyy dy
= F: Sinc (k, —) cos k, (y.- -5 tp- E)TV;') (7.6)
P = 9= j dy by (y) iy (1)
1 = q .
- 7.1
{ 0 p#gq - | 0

The derivation of these integrals may be found in Appendix D. The method of
moments solution for the equivalent dipole moment distribution discussed above
was implemented in a FORTRAN 77 program using double-precision. The various

computation steps used in the algorithm are outlined in the following section.

7.2 Algorithm

The search for the roots of the matrix equation is similar to the one described
in _Chapter 4. First, a data file is set up that includes all geometrical parameters
of the structure under cpnsiderati_on.and the oﬁera.ting frequencies. After the strip
geometry is defined, the moments integré.ls (7.2) are computed. These integrals are
independent of the propagation constant and the operating frequency, and once they

have been calculated they need not be re-computed unless the waveguide width or the
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strip geometry has changed. For each frequency, a numerical search is pérformed to
find the values of key which satisfy (7.2) and thus correspond to strip guided modes.
This is done by computing the modified impedance matnx (7.3) for increasing values
of k a.nd sea.rchmg for the zeros of the determinant of the matrix. To gain ms:ght
in the nature of these matrices, plots of a typical impedance matrix and a typical

determinant are shown next.

Typical impedan& matrix elements: Flgure 7.2 shows the self-terms Z74,
Zmed, Zmod of a typical modified impeda.ncé matrix. The cross terms are not shown
because their small amplitude does not vary much over the &, range. For this éxa.mple
where the waveguide height is larger than its width (a > b), it is seen thét the yy

term has the greatest amplitude and changes sign twice in the &, interval. In the

case where a < b, the rz term plays the predominant role.

Typical determinant: = Figure 7.3 shows the vanat:on of the determinant thh
increasing propagatxon constant, where the determmant exhibits the same overall
behavior as the yy term in Figure 7.2. The roots of the problem are found by
searching for a change of sign in the determinant, however care has to be taken to
differentiate between poles and zeroes. In this particular example, the determinant
exhibits a pole corresponding to the pa&iﬂly—ﬁlled waveguide mode at k, = 0,4425

and a root corresponding to the strip mode at k, = 0.672.

In the development of the GIE method described in Chapter 6, the dielectric strips
and substrates were assumed lossy in general. Although the program accounts for
complex permittivities, only lossless structures are considered in this chapter and,

therefore, the roots k,; = f§, are real. The propagation constant is varied within
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Figure 7.2: Modified impedance matrix elements as a function of k, for a single strip
(@=35cm,b=2cm,h =2.625cm, hy = 0.5 cm, ks = 1875 cm,w=1
cm, e.trip ~= 12, €rubstrate = 2‘ f = 3GHZ)

an interval (ks,k.1) and the lower and upper bounds bounds of the k, range are

determined using the transverse resonance method as discussed next.

Upper and lower bounds

Consider a dielectric strip within a waveguide consisting of N, dielectric layers.
In the limiting cases where the width of the dielectric strip either spans the whole
width of the waveguide (W = b) or vanishes (W — 0), the structure corresponds to
a partially-filled waveguide made up éf Ni+1 or N, layers, respectively. The modes
prdpagating in such a waveguide are determined through the solution of transcenden-
tal equations for the LSE and LSM waveguide modes, as shown for the case of two

layers by Harrington [20]. These transcendental equations are derived in this section
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Figure 7.3: Variation of the determinant versus the propagation constant for a single
strip (@ = 5 cm, b = 2 em, h; = 2.625 cm, ks = 0.5 cm, hy = 1.875 cm,

w=1cm, Estrip = 12, €pubstrate = 2, f = 3GHZ)

for a general multilayered waveguide, and their roots are used as lower and upper

limiting bounds for the range of allowable propagation constants for a dielectric strip.

To be consistent with the derivation of the Green’s function, we use an A, F:

formulation as described in (A.52)-(A.55)

00
A = 3 AD(cos k. (z — k) — jF® sin ko(z — h)]sin kyy
m=0 .

-~ = . .
AT = 5 AUD [cos koz ~ j7 sin kyz) sin kyy
m=0

F) = 2 DD [sin ko(z = h) + jiff cos ky(z — h)] cos kyy

m=0

F = ¥ pun [sin k:z + ji{ cos k,z] cos kyy.

m=0

(7.8)

(7.9)

(7.10)

(1.11)

The geometry is shown in Figure 7.4 with no source present, and where impedance
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: boundary conditions are used on the upper interface of la.yer (I) and lower interface
(I1). Contmu:ty of the tangential electric field at the interface z = z’ provides two

equations which can be solved for the unknowns A", DI} Jeading to the following

expressions
1 _ 41 Sinki(z' - h) +;r)u cos kz(z' — k)
Am = Am sink.z' + jiif cos k.2’ (7.12)
- ! - '
pU=pt smk -(2' h)+m cos k,(z' h) (1.13)

sin k2! + j7jf cos kzz/
In addition, continuity of the tangential magnetic fields is enforced resulting in the

following transcendental equations

kz1 cos ko(z’ = &) - Jqfsln ko (z' —-h) kag cos kpz’ -_m, sin koz'

7.14
1 sinks(z' = k) + jil cosk.(z' —h) g2 sinkyz! +jii cosk.z' (7.14)
for the LSE modes, and |
L - 10 a3 ! -
€ cos kz(z’ — k) - 7t sin k(2 k) € cosk.z' i sin ko2! (7.15)

ko1 sinkg(z’ = R} + jij2cosky(x' — h)  kug sin k.2’ + Jif cos k.2’
for the LSM modes.

For verification purposes, let the upper and lower layers be metallic walls, i.e.

-~

i = s = 0. In this case, the problem simplifies to a two-layer waveguide and

equations (7.14) and (7.15) reduce to .

k ka cot kzpz' (7.16)

zl
— cotkny(z'=k) =
- oot bar(z ) B2
at pan ka(z' - k) = k2 o kzpz' (1.17)
€ : € . '

which are identical to (4.45), (4.47) in [20].

A subroutine was written to compute the complex propagation constant of the
hybrid modes propagating in an inhomogeneously-filled waveguide with any number
of lossy substrates and non-perfectly conducting walls [98). These hybrid modes are

denoted LSE,,, and LS Mmn. The transcendental equations ha.vg an infinite number
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Figure 7.4: .Geometry and notation of a partially-filled waveguide
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of discrete solutions m for each given mode number n. The numbering is chosen to be
consistent with that of the empty waveguide [20]; In the ca;se of perfectly conducting
walls, the end tr.a.nsmi'ssion-lines are shortcircuited as shown in Figure 7.4. However
‘ﬁnite conductivity of the metal housing has been implemented where the top and
bottom walls can have a conductivity &, which in turns can be described by a load at
the end of the transmission line. The program also accounts for substrate losses and

' can ealculate the cut-off frequency of the modes by choosing a frequency increment

small enough around &, = 0.

7.3 Convergence considerations

The GIE technique described in Chapter 6 involves several infinite summations
which have to be truncated during numerical implementation. Consideration of the
convergence of thesg summations is therefore an important process in establishing
reliable results, requiring a thorough investigation of the a.cceptable range of upper
limits for the diﬂ'erenf summations. Improvement in program efficiency is realized

through the use of series transformations and asymptotic expressions.

7.3.1 Nuinber of basis functions

As mentioned in section 7.1, Galerkin's method is applied using subsectional pulse
basis functions to describe the equivalent dipole momént P, on the dielectric strip.
The number of expansion functions depends on the geometrical pararﬁeters and the
operaf.ing frequency. The dipole moment }-" is propdrtiona.l to the electric field in
~ the strip, and therefore does not show abrupt discontinuities, unlike the case of
microstrips where the current distrib’ution displays singularities at the edges. As the

width or the frequency increases, more subsections are needed to accurately model
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the equivalent dipole moment since Eighe‘r order modes may be triggered requiring

a larger number of subsections to describe the resulting field distribution.

7.3.2 Modal summations

The modified Green’s function involves an infinite modal summation in. the y
direction for each of its components (éee equation 6.62). When the strip width W
spans the width of the waveguide (W = b), only one mode should be hec_:essa.ry to
describe the dominant LSE or LSM waveguide mode. As the width of the strip
decreases, more modes are needed to represent the perturbation caused by the strip
in the waveguide, thus the summation over m needs to incorporate more terms.
Therefore thé numerical evaluation of the infinite summation over m depends on the
strip width and may result in large CPU time. This problem is overcome by the use
of some mathematfcal identities and series transformations which greatly improve
the program efficiency and insure fast convergence and accurate results.

The elements of the modified matrix Z,,.4 can be written in terms of an inﬁniie

summation as follows

Z7% = 30 k) s(ky) (7.18)

mx=0

where = and II reflect the z and y dependence of the matrix elements. As the
modal index m increases, the terms Z;;(k;) converge asymptotically to analytical

expressions indicated by =, The matrix elements can then be written as.

e = "'z'" Zilke) W(ky) + E2° 3 Thig(hy) (7.19)
= "'i: (Sis(ks) — E3) Miithy) + =3 i;oﬂ.-,-(k,) (7.20)

where the upper limit of convergence meon, is found numerically for a given geometry

according to the desired accuracy. The infinite summation (7.18) is therefore trans-
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formed into two terms: a rapidly convérging finite sum and an infinite series which
often may be expressed in closed form. The foliowing sections describe the deriva-

tion of the asymptotic expressions ¢ a.nd the evaluation of the &, summations

=
m=0 HU (ky)

Evaluation of the asymptotic expressions Z¢™
( .

-I'J

According to the notation defined in Cha.pter 6, the terms =;;(k.) are given by

Eee = w’; :%'-(kz : +4) [T} vi(z,) + T vI(zy)]

Z,= -u-j';;-%-",c," [12 2 (e) + Xz i)

.= ui;‘b S X2 et + 13 w.‘.‘_(xp)] |
Sm 1 1

S = ka’-{-k’k,d - |

(k2 (el (9 02 (25) + 5 o; (z,)) + k2 (ne); (2 of(zp) + V7 07 (zy))]
z Sm Rk 1 | .
=vET (k;.'.kgi Kead

[- (108 (92 b (an) + 97 03 (20) + (1} (21 (o) + 05 w7 ()]

= ol bmks oo ot -
S Ty [0} vt (z,) + U7 07 (z,)]
= _bm k1 -

=y = —b—-(———jkz + 7 k—xd |

(s (W2 02 (25) + 95 5 () = (06, (¥F 0} (25) + ¥7 97 (2p))]

= _6m 1 1 B |

=TIV EY R o

[62 (o)l (W w2 (25) + 97 2 (25)) + B2 (me)} (F 0} (2) + U7 07()]

(1.21)
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where

-

k, = me (7.22)
k, = 1/k’-k3—-k3=-—-j\/k3+‘kg—k= (7.23)
k; = constant _ | (7.24)

As the modal index m increases to large values, the mode number k, increases
linearly, and k; — ~jk;, while k, and k are independent of m." Also the impedances

7« and m; degenerate to a constant ratio given by

T = -;—b;En:‘ (7.25)
a ¢ a
nw — ::"l-sm‘ | (7.26)

Therefore the multilayered case does not require special treatment since, as m — oo,
the impedances only involve the permittivities of the background and of the layer

just adjacent to the source region. The elements = simplify to

zeone o _J1[,6 (_se.) ' _ o
=T weh .264 +. . €d (1.+1]:‘ 1—-np

Zoome _ __J__l_'(l__e_a_) )]
4 wep b | €/ \1+93* 1-np*/]

Zt = 0

S _..J;.lf(l_sa 11

e wgs [\ 7 e/ \Tmg " T/,
zemy _ 41 2_(1;2) L 1

w wep b | €/ \1+n2 1-np

- 11 65) 1 1

e conv == — —_ — —

e wézb[z' (1 € (1+n:'+1—n?')] |
= =0 :

E:;ﬂl} s _‘_“":"‘;:’“l

Toony _}____1_ 2_2_2( __‘_9_) 1 1
i b [2 (k2 1;,) k2 (1 (1+n"+ )|
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Figure 7.5: Convergence of the Z;; terms as a function of the modal index m (a =5
em, b=2cm, hy = 2.625 cm, b3 = 0.5 cm, hs = 1875 em, w =1 cm,
Catpip = 121 Csubstrate = 2, f = 3GHZ)

where the k, dependence of Z,,, Zeys =13 is lumped Qith the expressions I,,, I,
and II,;. Because the behavior of these functions increases monotonically, a ‘percent
change’ criterion is used to establish the upper limit of convergence, meony, With no
soﬁrce of error. In the example shown in Figure 7.5, the ferms are seen to converge

to within 0.1% after only 88 modes.
Evaluation of the infinite k, summations

The terms of the infinite summations in equation (7.20) can be written as

Mo(ky) = Mi(k,) = Ma(k,) = IO 10
Hw("v) = 11”152)
nyz(ky) - I,(,ﬂ I;l)
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Myu(k) = IO IO
Ma(k) = ZRIP L
(k) = Im_-[(z_i

nu(kv)

I Im 1 | (7.28)

- where the 7, terms represent the motnent.s integrals resulting from the application
of the method of moments. Qut of the nine infinite summations over II;;(k,), only
the series involving Il., and II,,; cannot be cast in teuﬁs of closed;form expressions.
The derivation of these expressions is illustrated through the series IT..(k,) where
the infinite k, summation defined iﬁ (7.19) becomes

mi::x Sinc? (k,,;g) sin ( w —+(g~- -)-é-) sin (y - % +(p~ -;—)%{-) (7.29)

which may be written in terms of cosines as

‘(:;‘lfg.j’ s (w00 - %) |
s ires)

+3 {cés (ky(2 (3o -5) + (ﬁp)%— ) |

+c05( ky(2 (ya- —‘g’-—) +{g+p- 2)-- )}
l

~con (2 (10 - ) + (a2 - 1%)) (1.30)
Using the trigonometric series transformation [111],
© coskzr 3 wlz| | |z
’ " S qm—— — ""—'— < < .
El =g -5t 0Sz S (7.31)

and after some algebraic manipulation, the serics (7.29) may be cast in the following

form

£ s (35 i 1o~ % 4= D% (- L 4 - DY)
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3 ,p=gq
=4 ? .

The other summations are derived in a similar fashion where the following Fourier

series are used

2sinkz -~ [6lz]  wlaf | P |

ngx 5 = signum(z) 5 4 +57| 0<fz|s2r  (7.33)
0 4 2112 3 4 .

5 coskz _ 7w nl 4 Fl=lf _ )=l ,0< |zl g2 (7.34)
m=1 ' |

ki 90 12 12 48

In summary, the four kv summations are given by

E Sinc’ ( 3 ,,“é) sin(mey)sin(rmdy) = 3 3% 6o~ (7.35)
z:l Sinc? (m z ‘2) cos(me,) cos(me,) = % g % 5(qg~p) (7.36) -

‘g Sinc? (m;bné) sin(m¢,)cos(m¢,);?; = g €qp
—% {2( -~ —) + g(2q - 1)} (7.37)

f: Sinc? ( ;:g) sm(mqé,)sm(mtﬁp)( ﬂ)’ ;{2(% - """)+ ch.p}

2 2 _
-—-;-{(2 (-r+a+p+0) - (%) (q—p)’} (1.38
where |
¢q=%(ya—-pzz+(q-% -g-) (7.39)

1
1 2
e,,,={ 1 ,p<gq (7.40)
T 0 «
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and

2?"% v P=(q
§.p=9{ 2p=1 ,p<g o (7.41)
29-1 ,p>q

These closed-form expressions are independent of m and need to be computed
only once for each (p,q) pair, significantly improving the convergence of the computer

program.
7.4 Validation and limitations of the method

~ In this section, the Generalized Integral Equation method is validated through
comparison to other well-established methods for tﬁe solution of the propagation
characteristics in dielectric sﬁrips ‘where both parallel and perpendicular polarizations
are studied. A discussion of the limitation of the method for the case of perpendicular

polarization (a < b) is presented.

7.4.1 Parallel polarization
Comparison to the mode matching technique

As a demonstration of the validity of the presented technique, theoretical results
using the present methéd are compared to results derived from the classical 2-D
modal analysis [1]. Good agreément. is shown for the phase constant of the dominant
mode as a function of frequency (Figure 7.6). .In. this fnode, the electric field com-
ponent which is para.llei to the dielectric interface (E,) is a few orders of magnitude
larger than the other two components. As can be seen in Figure 7.6, the technique

applies very efficiently even for electﬁcally thick ridges ( w = 0.25 ), at 120 GHz).
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Comparison to volume polarization current formulation

The Generalxzed Integra.l Equation method is also validated by companson to
the classical pola.nza.t:on current formulation. In this case, the electric field in the
dielectric strip is represented in terms of a polarization current J,, present only over

the cross-é_ection of the strip, as
= A + xe -
Bimjo [ a [F & @uiey) - Bey). ()
' o . b ' ,

Recalling (6.3), we can write the above integral equation in terms of a Fredholm

integral equation of the second kind as

P(z,y)
(€2 — &)

= :w/ de’ j”" ¥y Flauly) - Py)  (149)

m-:; [/ d' & 50 j: iz & ’] LB (1.44)
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B jw/:-? dy' T(z,y) - B(z',y") (7.45)
where ['(z,y) is given by
’ z () h (1)
New) = [[d'G (ou/a\w) + [[d'& (myfa'y).  (149)

and (I) gnd (IT) represent the regions z > z’ and z < z', respectively. In the above,
it is assumed that the strip thicknéss is small with respect to the guided wavelength
Ag and therefore, in the following, a single pulse is used to represent the vertical
z dependence of the polarization current. A set of subsectional pulse expa.nsioh
functions is used for the transverse y direction to represent ﬁ(z’ »¥'), yielding
/ " iz :if dy(f:’-(_’—’—ly))g; = jw johdz /"’_fdy /w "’_f dy' Nz,y) - B(z'y'}7.47)
In Figure 7.7, results using the GIE method are compared to the polarization
current formulation where very good agreement is shown for the dominant mode.
The propagation constant of thg domin.ant. mode has been computed as a function
of the width of the dielectric strip. As predicted for the extreme cases W = 0 and
W = b, the structure simplifies to a partially-filled waveguide with homogeneous

dielectric layers, for which the propagation constants are simply found by solving

the appropriate characteristic equations [22].

7.4.2 Perpendicular polarization |

In this section, the GIE method is applied to the case .of a single strip in a
waveguide structure with a < b. Figure 7.8 shows numerical results for the propaga-
tion constant as a function of the strip width using the GIE method and the mode
matching method. For the case where W = b , the structure becomes 2 partially-

filled waveguide for which this method agrees within 0.1% to the transcendental
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equations (f.14)-(7.15) as illustrated in Figure 7.8. For the case of very small strip
width, the present method should provide a root close to the pole corresponding to
the two-layer waveguide. However, deviation from the expected behaviour is noticed
as the strip width to thickness ratio (aspect ratio) decreases (Figure 7.8). Similar
problems have been encountered in sca;:teting where it was noticed that GIBC’s are
invalid near abrupt discontinuities [99).

From the performed study, indications have been found which point out to the

following interesting observations:

'1. The method fails when the thickness to width ratio approaches or exceeds 0.3.

2. As the frequency of operation increases, the numerical solutior of the derived

planar Fredholm integral equation of the second kind provides spurious modes
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around the physically existing ones.

3. The presence and intensity of the problem described in the above are domi-
nated by the definition of the planar polarization current. Preliminary results
have indicated the possibility of eliminating this problem by using an appro-
priate weighting function in the definition of the planar current in terms of the

polarization current in (6.10).
This is an important problem for future study.

7.5 Numerical results |

A computer program was implemented to calculate the propagation constant of

single and multiple lines using the approach described above. The results presented
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in this section are derived for fhe case of two-dimensional dielectric strips within
a shielding waveguide. The presence of the waveguide does not affeét. the guiding
properties of the lines when the walls are far enough. The electric field of the funda-
mental mode on the line is excited by feeding the structure. with a TEq, rectangular
waveguide mode. Two types of modes may then propagate in the dielectric struc-
ture, namely waveguide modes (known as surface wave modes in open configuration)
which are related to the supportiﬁg structure, and strip modes which are confined to
the dielectric waveguides. The first modes will ﬂways prop#gate above theicut-oﬂ' of
the ‘waveguide. 'On‘the other hand, the strip mode wiil not exist unless the guiding
layer is above a critical thickness and width. In tﬁis analysis, the width-to-thickness
ratio of the strips is ‘mode;ately large. The stri’psy rest in a multilayered environ-
ment which is int_ended to represent a typical integrated dielectric waveguide made

of substrates, film and ‘possible superstrates.

7.5.1 Single strip

The structure of Figure 7.9 has been analyzed gsing the Generalized Integral
Equation method where the propagation constant of the dominant mode ’has been
computed as a function of tﬁe width of the diélectric strip. As predicted for the
.extreme cases W = 0 and W = b, the structure simplifies to a pa,rtially;ﬁlled waveg-
uide with three and four homogeneous dielectric regions, for which the propagation
constants are simply found by solving the appropriate chara.éteristic equations as
mentioned above (20}, [98).

In the present formulation, it is assumed that the thickness of the strip equals a
fraction of the wavelength in the dielectric and is small compared to the strip width

w;. To test the range of validity of the GIE method with respect to the strip thickness,
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comparison is made between the present technique and the exact formulation which
uses the transcendental equations (7.14)-(7.15) derived for the case where t}Axe. strip
width spans the width of the waveguide. In Figure 7.10, the propagation constant
of the strip is shown as a function of the strip thickness where it is seen that, as
the thickness of the strip is increased, the GIE method starts to deviate from the
exact solution. Howeirer, this method is derived to analyze thin strips up to 0.1
guided wavelengih, and displ#ys an accuraﬁsr better that 1% in _that range as seen in
Figure 7.10b.

In Figure 7.11, the dispersion characteristics of a single strip have been computed
as a function of frequency for the dominant mode and first higher order mode. Results

are plotted for several strip width values, and are well confined between the cases

W=0and W=b.
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7.5.2 Multiple strips

The fabrication of geometrically complex circuits on multilayered substrates faces
stringeﬁt 'requirements on the spacing between elements. This in turn requires a
gbod undemtaﬁding of various coupling mechanisms. During the past few years,
a number of papers have beén pub.lished on the cimtacterization of edge-coupled
dielectric lines at millimeter-wave frequencies using the effective Idielectric constant
(EDC) method [100], (101}, the mode-matching technique {102], v&riational methods
[103] and integral equatidn formulations {104], [105].
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Frequency dependence

The computer program was implemented to calculate the propagation constant
and coupling coefficient of multilevel lines using the approach described above (108).
~ Figure 7.12 shows the dispersioﬁ characteristics of coupled dielectric lines in a hori-
zontal (E,) field configuration. The dotted lines i:orrespond to the first two waveguide
modes of the partially-filled structure (LSE;o and LSEy, in this example) and the
solid lines to the modes of the stmcfure with the strips present. For high frequencies,
the odd mode is actually higher than the éven mode because of the waveguide polar-
ization in this particular example. As thé operating frequency decreases, the strips
‘become electrically small and the fields are no more confined to the strips. The cor-

responding modes then degenerate to a perturbation of the partxal!y filled waveguide
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modes. A number of non-physical modes without low-frequenéy cut-off were found.
The pattern of these spurious modes was easily recognizable and was disgarded on
Figure 7.12 for sake of clarity (as wére the many higher-order modes propagating
above 250 GHz). This type of prdblem is not uncommon in the numerical solﬁtion

of electromagnetics problems, as in the case of the finite-element method [109].

Effect of strip permittivity

In Figure 7.13, the phase constant of the odd and even modes are investigated
for three different types of guides : the rib (€guide = €subatrate), the strip dielectric
(€guide < €substrate) in region 1 and the insulated image guide (€guide > €substrate) in

region 2. Note that for egi4. = 1, no strip is actually present, and the phase constant
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reduces to the waveguide mode of the partia.lly-ﬁlled structure. The permittivity of
the substrate was chosen to be 2.2 in this example. ‘However, in actual fabrication,
III-V materials must be selected for the substrate and lines due to their adhesion

properties.

Coupling effects

The phase constant is shown (Figure 7.14) for two identical strip dielectric guides
as a function of separation s and compared to a single hne at the location of strip #1.
The normalized propaga.t:on constant of the odd and even modes tends to degenerate
to the single line case as the separation increases, showing a decrgase in the coupling

between the lines. This is due to the fact that at higher frequencies the fields tend
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to concentrate in the strip regions.

The present study also involves the calculation of the coupling cpefﬁcient. In the
case of two symmetric coupled lines, the coupling coefficient is defined according to
classical coupled mode theory [107]. For maximum coupling, the coupler should be

designed with a length of

T

=55

(7.48)

where 8, and B, are the phase constants of the even and odd mode, respectively. The
normalized coupling length L/h is plotted in Figure 7.15, where A is the height of
the dielectric guide. The higher the normalized wavenumber of the waveguide, the

higher is the coupling length.




CHAPTER VIII

CONCLUSIONS AND RECOMMENDATIONS

The Basic structures treated .in this thesis involve tv?o-dimensionaj metallic and
dielectric lines which can be used as building block for interconnects. Both types
of structures are aualyied using integral equation techniques to provide the trans-
mission line propagation cha.racteristics. The integral equation approach is based on
a full-wave formulation and contains a Green’s function derived for shielded waveg-
~ uiding structures involving multilayered substrates and superstrates. The dielectric‘
layers are incorporated in the dya.dié Green's function through the use of impgdance_
boundary conditions derived from transmission line analysis. The forﬁzulation ac-
counts for multilevel Bn&s without limitation on the width, the location or the number
of strips.

. The approach involves Fredholm integral equations of the second kind that are
solved by the method of moments using entire domain and subseétional basis func-
tions for the expansion of the unknown currents. The a;nalytiqal and numerical
techniques derived in this thesis have been implemented in powerful computer pro-
grams capable of characterizing muliiple microstrip lines and dielectric strip guides.
Extensive numerical results illustrate important aspects regarding lbsSeé and disper-

sion in high frequency metallic interconnects and the propagation characteristics of
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dielectric lines. In the following sections a summary of achievements is presented

and extensions of the present work are proposed.
8.1 Summary of achievements

8.1.1 Microstrip lines

The present work calculated the effect of dispersion and losses in microstrip lines
with thicknesses of the order of a skin depth. To that end, an integral equation
formulation using dyadic Greeen’s functions was used to solve for the dispersion
relations and frequency-dependent circuit-parameters of single and coupled metallic
microstrip interconnects.

In thfs .fnathema,tical formulation, the fields were computed inside the conductors -
and were utilized to define an equivalent impeda.hce on the surface of the strips.
This surface impedance was used as a boundary éondifion for the solution of the
electromagnetic problem outside the conductors. The novelty of this method resides
in the application of the boundary condition on the strip with the tangential el;:ctrit_:
field related to the finite current on the strip by the surface impedance described
above. The resulting general integral equation t.hat' accounts for both dielectric and
conductor losses was solved numerically by the method of moments,

The total attenuatioﬁ of the wave is due to losses in the conducting strips as well
as in the dielectric materials. However, for microwave circuits of practical interest,
dielectric losses were seen to be much smaller than _cohdpctdr losses. For microstrip
lines with thickness of the order of a skin depth, it was observed that the skin effect
has a large influence on the phase constant, t.he attenuation and the characteristic
impedance of the dominant propagating mode. Therefore, conductor loss has to be _

“accounted for as a first order effect in the modeling and design of today’s MMIC’s
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circuits with thin metallizations.

Another contribution is the accurate modeling of the effect of conductor losses on
pulse dispersion and on cross-talk between lines on different levels in VLSI circuits.
Conductor losses were shown to reduce the pulse amplitude and smooth the sharpness
of the pulses and were increasingly important as thé rise and fall times of the pulses
became less than 100 ps.

The method was validated by measurements and by comparison with other meth-
ods in the litterature. The formulation is general a.nd.therefore applicable to the eval-
uation and design of different types of MMIC structufes, such as multilevel structures

with broadside-coupled conductors, as well as coplanai' lines, striplines and finlines.

8.1.2 Superconducting lines

The :generalized integral equation derifred to study losses in normal conductors
was applied to calculate the propagation characteristics of high temperatm:e thin-
film superconducting lines at high frequencies. To evaluate the losses in these dines,
the superconducting strips were replaced by frequency-dependent surface impedance
boundaries. The novelty of the approach was the use of a measured surface impedance
of the high teinperature superconducting YBCO films to simulate an equivalent
boundary condition on the strip. The values of the surface impedances were mea-
sured experimentally versus frequency and temperature by a stripline resonator tech-
nique. Using this method, phase and attenuation constants as well as characteristic
impedance were evaluated and presented as functions of frequency and temperature
for various geometries. As expected, it was noticed that ohmic losses are negligible
and that dispersion is virtually nonexistent up tdseverai GHz. Also, dissipative

losses in the strips are mainly due to the dielectric substrates rather than to the high
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T, films.

8.1.3 Dielectric lines

A modified planar integral equation approach was developed for the analysis of
monolithic structures using equiva.lént polarization currents. This method employed
an integral equation formulation and used a dyadic Green's function together with
higher-order generalized boundary conditions to study the influence of frequency,
material constants and geometrical dimensions on the propagation constants of single
and coupled dielectric strip waveguides. Propagation characteristics were presented
for dielectric ridges '01_1 layered substrates and compared very closely to other well-

established numerical methods for the polarization parallel to the dielectric interface.

8.2 Recommendation for future work

During the last couple of years, the developments made in analysis techniques
for the study of microstrip dispersion and losses have ma.do; it possible to analyze
microwave interconnects with arbitrary metallizations. Because of these essential
improvements, the design of planar microwave pa.séive components and interconnects
- isnow a matﬁre area where no further extension of this work is anticipated. However,
the methodology described in this thesis can be applied to analyze high speed digital

integrated circuits and multichip modules used in VLSI technology.

8.2.1 VLSI interconnects

- The VLSI chipé and modules are currently being designed and built with clock
rates exceeding 60 MHz and up tol 200 MHz. The 60-200 MHz clock rates require rise

and fall times of the order of 100 ps which have a frequency content up to 10 GHz.
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The thin metallic and dielectric layefs used in multichip ﬁzodules result in significant
dispersion and delay, and la.rg'e coﬁductor losses due to the high series resistance and
capacitance to ground present in multilayered lines. The study of interconnects for
high-speed/high-density a,ppliéatidns ﬁas not kept pace with the rapid technologi-
c;a.l progress. The design meﬁhods used today follow rules derived from elementary
transmission line equations. Ba.sica.lly,‘high speed circuits use appropriate resistive
terminations but neglect coﬁpling, lcross-ta.lk, shielding and packaging effects, as well
as losses at high frequencies and dispersion in the lines. These effects impose major
limitations on many aspects of digital _circuits, such as rise and fall times,-specﬁral
content of pulses, high error rates and low dynamic range due to unacceptable level
of cross-talk and interference. It is therefore important to study theée effects in or-
der to build accurate models for the design and characterization of high-speed digital
circuits and multichip modules. This will eliminate several design cycles and greatly

reduce the manufacturing cost of high-speed digital integrated circuits.

8.2.2 Dielectric interconnects

The Generalized Integral Equ#tibn (GIE) techﬁique introduced in this thesis is
a novel method which can bé implemented to study‘ difierent geometries of low-loss
dielectric ridge lines. However, additionaltheofetica.l and experimental research is
needed to establish the accur.acy of this method in the case of the characterization
of strips with small width for perpendicular polarization. As discussed in Chapter
7,. a -thorough theoretica.:l analysis needs to be perfomied to accurately predict the
electrical characteristics of dielectric interconnects with arbitrary width to thickness
ratio and the derived theoretical results should be validated by extensive experiments.

Several areas should be further investigated which form the basis for extensions to
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this work and are presented below.

A rather simple extension of the present work will be the studf of the effect of
dielectric losses in the substra.tes‘a.nd in the guiding strips on the performance of
thin dielectric liﬁes at high fréquencies. The proposed method can also be extended
_ to layered structures by 'appmpﬁately modifying th_e Taylor’s expansion to account
for the existence of the layers and the appropri'a.te boundary conditions on the inter-
faces between them. Then, the solution can proceed exactly as has been previously
described. As another application, this technique can be used to study the propa-
gation characteristics and field distributions of optical waveguides and interconnects
constructed from polyamide strips on GaAs substrates.

The effect of the shielding on tize strip propaga.fion behavior can be significant,
and requires accurate modelling at high frequencies. In the present context, dielectric
lines were analyzed within a shielded enviroﬁment. However, for application; of
dielectric lines in millimeter-wave and terahertz antennas, it is important to stt:xdy
the propagation characteristics in an open environment.

The plénar integral equation technique can be further applied to study three-
dimensional passive circuit elements such as power dividers, impedance transformers,
bends and stubs. Such an extension is rather simplé. With the replacement of the
volume polarization current with an equivalent current of lower dimensionality, the
original problem is simplified and can be treated as any other three-dimensional prob-
lem with unknown planar current densities [8]. The development of this technique
allows the design of novel monolithic circuits which can provide high performance at

frequencies up to the terahertz region, -
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APPENDIX A

DERIVATION OF THE GENERALIZED
GREEN’S FUNCTIONS OF A
MULTILAYERED WAVEGUIDE

The gba.[ of this work is to study the fundamental properties of two-dimensional
circuit elements, and in particular, the propagation constants and characteristic
impedances of transmission line interconnects. These parameters are directly related
to the solution of the fields in thé structure, whiéh in turn requires the evaluation
of the appropriate Green’s functions. In this appendix, the electric and magnetic
dyadic Green’s functions, G anda'h, respectively, are derived for an infinitesimal
electric current placed in an inhomogeneously-filled rectangular waveguide uniform
in the z direction (Figure A.1).

The caicula.tion of the piopa.ga.tion constant can be determined frdm the knowl-
edge of the fields in the source regxon alone. Thus the first part of this appendlx deals
with the formulation of the Green’s functlons in the source region usmg potential
theory where impedance boundary conditions are used to simulate the surrounding
layers.

In order to calculate the characterisitc impedance, the electric and rﬁagnetic ﬁeldé
have to be known over the whole croés-sectioﬁ of the waveguide. To that end, the next

section provides a generalized formulation of the Green’s functions in each dielectric




207

Figure A.l:‘ Green's function geometry
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layer within the shielded environment.
The dyadic Green’s function is the solution of the fields due to a point source

and can be represented, in rectangular coordinates, by

Geztt + Geuydt§ + Goui3
G=| Guit + Guij + Gpnis | (A.1)
Gizit + Guiy + Guiz

where G;; is the ith component of the field due to a unit j-directed current source
§(fF=)j.

A hybrid mode formulation involving LSM and LSE modes is used to derive the
Green’s function, where the'following magnetic vector potential A and electric vector
potential £ are chosen to be

- -

A=iA,, F=3F, (A.2)

as discussed in Chapter 2. Using Maxwell’s equations

VxE = —juull : (A.3)
VxH = J4jueE | (A.4)
together with |
g = i-ﬁx;l' | (A.5)
E = -i-_“xﬁ*‘, - (A.6)

we can relate the electric and magnetic fields to the vector potentials A and F by

E= luxFojud+vwv.d  @n
: € Jwep

A= rvxi-juf+Lovwv.p (A8)
‘ P Jweg

The individual components can be decomposed into their LSE contribution |

E. =0 | | (A.9)
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E, = —=2F, (A.10)
E, = %%Fz | | : (A.ll)
‘ N 1 ? '
H,. = -jwFy+ ;‘-0_5; 30 F, (A.12).
S L '
g o= L% o (A.14)
f T jwep 8z8z ° |
and LSM contribution as
S & -
E, = -jwAz + m -éz—z- r (A.l5)
E, = 2 4 (A.16)
VT jwep dzdy * ST
1 &
Es hand 3:)_5-‘: azaz T (A‘17)
H = 0 (A.18)
H, = %% A (A.19)
H = -.% -5% A,. (A20)

Away from the source, the vector potentials.satisfy the hbmogeneous vector

Helmbholtz equations

VA+kA=0 | (A.21)
VF+kF =0 | (A.22)

where k = w,/éfi. Equations (A.21)-(A.22) are solved for A and F using the method
of separation of variables by applying the appropriate boundary conditions of the
problem. Ounce the vector potentials are known, the electric and magnetic Green's

functions may be derived through the use of (A.7) and (A.8).
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A.l1 Green’s functions in the source layer

We will first restrict our attention to a point source within a homogeneous layer
to simplify the notation without loss of genérality. The problem is e;.olved with the
current source placed a distance z' above the reference plane to study the more gen-
eral type of configuration shown in Figure A.1. After solving the general problem,
the current can be set on one of the interfaces. The electric and magnetic fields due
to the.poiut source are derived in the source layer (s layer) which is divided in two
: régions, above (I ).a.nd below (1) the point source respectively (Figure A.2). Using
the concept of wave impedances, the surrounding layers are replaced by impedance
bounda.z;ies which are calculated by applying the transmission line theory. The appli-
cation of the boundaryrconditions of the problem is twofoId‘.' First, the appropriate
boundary conditions of the equivalent waveguide are applied. Then, the components
of the Green’s function are found by considering three subproblems corresponding

to each direction of current (Figure A.3).

A.1.1 Application of the boundary conditions of the waveguide structure
Boundary conditions on the waveguide walls

The waveguide side walls are assumed to be perfectly conducting, and thus the

tangential electric field must vanish at y = 0 and b, as

Ei(y=0,0) = 0 - (A.23)
Eiy=0,b) = 0 (A.24)
where i represents regions (1) and (I7), above and below the current source.

Applying the method of separation of variables to solvé (A.21) and {A.22), the

- potentials are obtained in terms of a series ei:pa.nsion, where the single summation
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Figure A.2: Geometry of the source layer

source source source
éz—b |
Y ' | , ‘

Figure A.3: Current point sources
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is taken over all possible modes as

AL = ¥ [Al coska(z - h)+ BL sin ky(z ~ h)) sinkyye=*= (A.25)
m=0 )

AY = Y [A¥cosk,z + Bl sin k,;t:] sin kyye =ik (A.26)
m=0 '

F! = f;o :CL cos kz(z = k) + DI sink.(z - h)] cos kyye=itr  (A27)

-
FIt = i'::o 'C',{,’ cos k.z + D! sin k,‘,x]kcos k,ye =ik (A.28)

-

with |

k= w/OR (A
k, = -'ib”- m=0,12,.. (A.30)
K= k-8 - (A.31)

Since the waveguiae and the current source are infinite along the é-direction, the
wavenumber £k, is a continuously distributed eigenva.lué. To simplify the notation
and avoid carrying out the z-dependence that is common to all components, the
vector potential components may be written in terms of their Fourier transform

representation as

_ Ll P ks | |
A = = f_ _dk A e (A.32)
Fo o= 2 [7 dk B ek (A.33)
z 2? —eo 24 T X *
. Where
i = ]°° dz A, eitss (A.34)
B, = [T dz F. ei*, © (A39)

Using this notation, the fields become, in the transform k, domain

i~ 2 -
B o= 2 (k’ + 2 )A, (A.36)

Jwep dz?



B, = jlp e L8 5 (A.37)

v =17 Jwep dzoy T |
= 1 a = 2 a rd -

f - ‘g '5'3; A I:.CT; ‘a';Az _ (A.38)
- 1 ‘ 2 62 - '
= —(v+L)5 (A.39)

jwep T
- 1 3 - ko~ : _
H o= -ffdp 164 (A.41)

where differentiation with respect to z in (A.9)-(A.20) is replaced by multiplication
by jk, in the Fourier-transformed domain. Since the Fourier transform chosen for the
two-dimensional problem affects only the z coordinate, all boundary conditions spec-
ified for the spati#l electromagnetic field can be directly transferred in the spectral

domain, unless otherwise specified.

Boundary conditions at the upper and lower interfaces

The eight unknown coefficients in ( A.25)-(A.28) are determined by the application
of the appropriate boundary conditions. As defined in (2.46)-(2.47) we can define

the following relations on the lower and upper guide walls

E, LsM '
no= (}I{.) y @x=0 - (A.42)
= \ LSE
E,,)
E ’ @x= 0 A43
( 7) o (A.43)

it

'71.'

-and

E LSM
('z!-) ,@x=h (A.44)
H, , ,

T

B\ LSE _
n = (-=’-—) ,@x=h (A.45)
where 7, and 1 represent the impedances at the upper and lower interfaces, respec-

~ tively. These are computed by applying transmission line theory to the other layers
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as described in Chapter 2. From (A.36)-(A.41) and (A.42)-(A.45), one obtains

B, =-j(g) Al =-ji AL (A.46)
Ca =i (&)niDl =j# DL (A47)
B =i () Al =—j AN (A.48)
Cu =i (&)nf/ DY =j# DU (A.49)

where 7}, and 7; are introduced to simplify the notation and represent the normalized

impedance boundary conditions with respect to the modal impedance of the dielectric

layer as
- k
Tai = Tai (w) (A.50)
o o [WE : ‘
= 1 (5). (A51)

Substituting (A.47)-(A.48) into the transform of (A.25)-(A.28), we get

. _
Al = Z Al [cos k,(z = h} — jij, sin kz(z — k)] sin kyy (A.52)

m=0
e
A:(:”) = E As'{f) [cos k.z — 37 sin k:z)sinkyy - (A53)
m=0

FD = ¥ pi [sin ke(z — k) + j7! cos k;(z - h)] cosky,y  (A.54)
) m=0

A = $° pun »[sin kez + jii cos k,:r] coskyy. (A.55)
: m=0

At this point we have reduced the problem to _fdur unknowns complex coefficients
AD, AUD, DD and DYD. In the next section, boundary conditions at the source

will be employed to sclve for these unknowns.

A.1.2 Application of the boundary conditions at the source

The three subproblems shown in Figure A.3 are solved in this section. First a

horizontal excitation parallel to the layers is assumed (y and z direction). Next, a
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vertically oriented dipole is considered.
Electric and magnetic Green’s functions for a y-directed current
The electric current is of the form
J=¢ 6(z —2") 6(y - ") 8(z ~ ‘z’). : (A.56)

The complex coefficients for the potentials in région (II) are related to those in region

(I) by applying continuity of the electric field tangential to the plane x = x’

Bl =EU x=y (A57)
El =El x=p. (A.58)

Combining (A.37)-(A.38) and (A.57)-(A.58), it follows that

Afn’ = Al sin k- (z' = k) + j72 cos k;(z' ~ k)

sin k-2’ + i cos k.2’ .(A.59)
Dl D! sin k. (z' —h)-l-J"{cosk(z -h) (A.60)
" sin k,a:’ + j7if cos k,a! :
Recognizing the boundary condxtlon for the magnetic field as
ixB=J (A.61)

the following boundary conditions at z = 2’ are used to solve for the remaining two

- unknowns of the problem

HI-HI' = ¢ | o (A.62)
Hl -HI = ~Jy = ~b(z - =)y - y")6(z - 7). (A.63)

Equation (A.63) represents the discontinuity of the z-component of the magnetic

field at the interface 7 = 2z’ due to a y-directed current source. Only this boundary
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condition will be different in the transform domain. Taking the Fourier trénsform

defined as i [ dk,e-ikls=7) = §(z ~ 2'), (A.63) becomes

H] - Fs{l =~bly~y) et x=x.

(A.64)

Multiplying the above equation by cos 2 %y and integrating both sides of the re-

sulting equations over the cross-section of the waveguide, we get

b b o
T — T cos "X dv = — - y')ei*s? oo5 BT
jo(H, H!") cos Ty dy j)&(g et cos "y dy.

Using the orthogonal properties of the cosine trigonometric function

yform=n=0

b
5
/ocosﬁ;r-ycos-'},—wydy= % yform=n#0
0 ,form#n

yields, after simplification

6m | 1 1 . 'k;t'
5 #hy cosky BTE e

sin k;z’ + F7F cos k .z’
SRR = 72 70 + 7077 = ) cov kol

AL

' bm we
r - om
D, = p uk, cosk,y (k ) oy

sin k.’ + Jm cos k,z'

et

sink.A(1 — 7 77) + J(m —nu)cosk h

where é,, is the Neumann delta, given by

5 = 1 .,'form=0
I , form # 0.

(A.65)

(A.66)

(A.67)

(A.es_)

(A.69)

Using (A.52)-(A.55), we can finally write the A and F vector potentials in region

(1) as

- [ | 1 ' TR
n = ' — — 81 L
Al mz i k3 k o, o kyy cos k,,? ¢’
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[cos ke(z - h) Jf]u g sin kz(z = R)] [sin k.2’ + 77 cos k.z'| (A 70)

- = 5'“ k 4 [ 2
F‘S’). = 2 TH T ey D coslc,,y cos k,y' elke* (%)

m=0

[sm ke(z - R) + jii! cos k,(z - h)] [sm kez' + j?),j cos k,z’] (A.71)
where the denominator D, / is given by
Das =sinkb(l -0 ) 4+ (7! = fol)cos kb, (AT)

After appropriate substitutions in (A.36)-(A.41), the components of the Green's

function in region (I) due to a y directed current are obtained as

(C‘:';,)l = —:—f—e- Zo's: ky — v o sink,y cosk,y’ e/*:¥
| {cos kz(z — k) = i, sin ko(z - k)}
{sink.2" + j * cos k;2'} (A.73)
(G" )I = j i bm 1 cos k,y cosk,y’ e*s¥ |
w mmo b k342 v
k 1
1fk) 1. 1, > a '
. [icy (we) D {sin k;z’ + jF ' cos kyz'}
{sink.(2 — k) + j7, ® cos k.(z - h)}
+k? (%&) -D% {sin kzz' + ji ! cos k,z'}
T
{sinke(z — h) + jfi ! coska(a — 1)} ] (A.74)
Ze \! — Om ky k, .
(th) = Z T m smk,y cos k,y' efks¥

kz : ¢ = ] !
[(-:) ) {sin Ic,z‘+_1m cos k. z _}
{sin ke(z = R) + j7, ° cos kx(z - 4)}
- (“;-—”— -1;—! {sin k.2’ + 37 cos k,x'}
{sinkz(z = R) + 7, ! cos ks(z - h}] (A.75)
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( ,,) = -j mgo : kz ; cos k,y cosk,y &
{ain ke(z = R) + i { cos'k,(:: - h)}
{sin k,z’ +jﬁ: ! cos kez'} (A.76)
( n) = J Z — k3+k7 sin kyy coskyy’ e*:*
[-;b— {sin k.2’ + Jrﬁ * cos k.2'}
{eos ks(z — h) = ji *sin bu(z - h)
1. ....,
+'137 {sm kex' + jiy / cos k,,.z'}
{cos ke(z = k) = j7,  sin ke(z — m} ] (A.77)

h I — o 6m 1 ? 'k.l'
(é,y) = - ;Tm cos kyy cosk,y’ &

[ = {sin k2’ + j#; ® cos k,'zi}
{m,(z ~ k) = jii, “sin k.(z ~ h)}
+k';'p {sm k.z' +Jm coslc,a:}

{cos ke(z = h) = j  sin k(2 = 0)} ] (A.78)

In region (I7), substitution of (A.67)-(A.68) in (A.59) and (A.60) yields

bm 1 1 .
H _ °m ' kes!
A, 5 b ky cosl:,,;.(.pa BT R ¢ .

{sin kz(z' — k) + jE cos k. (z’ — &)} (A.79)
N é, 1 Wwe 1 )
I - n ' ksz
D = Foh cosky' 5 (k)kh;-k“’
{sm k,(z ~ k) +ﬁi£ cosk.(z' — h)} (A.80)

from which we obtain

~ 6, k. 1 koo
an - _ m y : ! L ikex
Ay = E s ----—‘; = —'D,, sink,y cos k,y' ¢

m=0
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(cos k. - ji7? sin k2] [sin k,(z’ - h) + jii; cos k. (z' — h)] (A.81)
- — 5 k 1 ‘e ot [ W€
Fun - Om _ & 1 ) ikt (_)
s Eﬂ T b B8 D, cos kvy cos k,y’ ¢ S
 [sinkez + 5] cos ksz| [sin ko2’ = b) + j7L cos ky(z' — h)] . (A-82)

Note the duality between the relations in region (I) and (II) where the following

transformations may be made to derive the Green’s function components

Region (I) — Region (II)

z—h — 2 (A.83)
& w2k - (A.84)
W o—F |  (A85)
Ta & T} (A.86)

Electric and magnetic Green’s functions for a z-directed current

The same steps as above are applied for the case of a z-directed electric dipole at
(z',¥',2'). The formulation only differs in the application of the boundary conditions

at the source which are now represented by a discontinuity in the y-component of

the magnetic field
H -H!' = ], = 6(z-2") b(y~y) 6(z ~ 2) (A.87)
Hl -HIT = . | (A.88)

Orthogonality is applied to the transform of (A.87) where the following property of

the sine trigonometric function is used

b mr nx (¢ form=n#0 ‘
i) —— — = : 0 .
[)sm 7Y sin bydy {0 (A.89)
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ks

N _
I = .— k.
A, = j-= sin k.,y Do k’ Yy i {sin k.2’ + j7} cos k.z')

b

Dl = -—jfg- sin k,

kz / k3 + k3

(A.90)

Yy = ;} (w e) ky PALILE {sxn k.z' +th cos k.z' }(A 91)

Hence, the components of the electric and magnetic Green's functions due to a z

directed point source are given by

(6u) =

_—
}
k]
~—
oy
[

1 f:él"- k, o sinkyy sin k,y’ e/*s*
b 2 D‘ .

Wwe m=0
{cos kz(z = h) = jif, *sin k.(z ~ h)}

{sin k.2’ + j7, ® cos k,z'}

S b ky k| ke’
m)_-:o b BTE cos kyy sxnkye’

ke . r oy e '
[- (:e') -,DIT {sin k.2’ + ji; ® cos k.z')

{sin ku(z = B) + i, * cos ku(z — B)

wi
+ (k’ ) {sm k.2’ + jijy {cos kez' }

'{sm k:(z - h) + jiu  cos k(7 - h)} ]

j Z k’ + i sin k,y sin k,y ad

m=0

k\ _
2 -E. . - r - - 3 I
[k, (we) B {sin kzz' + jif; © cos k. ')

{sink.(z ~ h) + jF S cosk;(z - h)}

1, . |
+k3 (%f-) 5}- {sm .k,z' + 7/ cos k,.t'}

{sink.(z - k) + 55, ! coskz(z - h)} |

o0 . L,
- gofz"-‘- zkl'- 5— cos kyy sin k,y’ e/*+*

{sin ke(z ~ h) + jij, ! cos ko(z - h)}

{sin kzz' + jii / cos k,x'}

(A.92)

(A.93)

(A.94)

(A.95)



221

mz0

mn \! ~m 1 o ik
(Gw) = ¥ 3 EoE on kyy sink,y’ ei*
. '} 2
[kfl—;— {sin kzz" + j#ji ® cos k,z')
 {coske(z = h) = j7, *sin k(2 — h)}
2 1 » -t o f ]
+k”‘D—, {sm k:z' + i/ cos koz }
{coskolz = ) = ji L sinky(z - 1)} ] (A.96)
N & b ky ks .
(Gf,) = j Eo g‘ m-z- cos k,y sin kyy' e/**
[—— {sin k.2’ + ji ° cos k.z'}
{cosk(z = &) - j7, *sin kz(z = h)}
+-’% {s_in k.2’ + i f cos k,z'}

{cos ke(z = k) = 75, ! sin ku(z — M. (A.97)
Similar expressions for the Green’s functions in region (II) are derived using the
transformations stated above (A.83) through (A.86).
Electric and magnetic Green’s functions for a x-directed current

" In the case of a current dipole perpendicular to the interface, only the magnetic
vector potential 4 = A,2 is needed to represent the fields [110]. The following
- boundary conditions are employed tb solve for the two unknowns complex coefficients
E! = EI _ (A98)

VIA+KA = -y (7 ~-F) :. | (A.99)

We start with (A.38) and use {A.98) to obtain

Al = 41 SO8 k.(z' - h) -—Iji]': sin k,(z' — h) | (A.100)
™ i cos kzz' — j7j? sin k.2’
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The other boundary condition to apply is equatidn (A.99) which reduces from a
vector wave equation to a scalar wave equation since the vector potential 4 has only

a component in the z direction

VA, + KA, = -pb(F=7) x=x (A.101)
and implies in rectangular coordinates

2 A
(5‘9;; -k - k,’) A + B A, = —pé(F = 7). (A.102)

Substitution of (A.31) in (A.102) yields

(5":‘-:;+k:) Ac= —pblz =Ny -15z=2)  (Al03)

which becomes in the transform k, domain,
& 4 ’ "o jke '
(5;; + ki) A: = —pb(z - 2)o(y - y')e?* " (A.104)

Multiplying both sides of Equation (A.104) by sin I‘fy, and integrating the differential

equation across the boundary at z = 7/, we get

Ll + k2 A (z) = —pb(z - z')f-’:‘-sin k,y'ete (A.105)
dz? b o

where A, is now only a function of z. We then integrate both sides of this equation
(A.105) over a small interval passing through the source point ' and take the limit

as the interval vanishes

lim [ 22—+k’ A(z) dz = - ‘5—"‘sink feiked’ (A.106)
e—0Jp.. \'Oz3 d =\F =TH b vy ' '

If we make use of (A.52) and (A.53), we can show that the second term of the

integrand vanishes as follows

n z' e kz;{ o o D s ....,‘ z=z'4¢
il L Hz)dzr = !1..'% go ~k; Ay, [sin ko (z — k) + jif2 cos k;(z — B)] ’
' _ ":o . 7 e =z
+ lim ):o —k: AP [sin k. + j7} cos k. z] (A.107)
m= ’ T=pi =g .
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since each limit vanishes individually. Therefore (A.106) can be reduced to |

-~ ' e ‘
dA.(z) _ m . ) ikest _
B LS b sink,y'e’” (A.108)

from which we obtain

AL = —%”-'-usin k,y’e"""‘kl 1-;- {coskez' ~ jiPsink.z'}.  (A.109)
t 2 a

The zz component of the electric Green's function is found by applying (A.15)

as
1 & ‘
G, = —JwAz + ,)_w:; oy Az ' (A.110)
; 1 , , 02 :
= 5":;"" k* + 323 A.. (A.111) .
From (A.101) or (A.102), we can wrife
(k’ + ‘a"-ﬁ) Ac=—pb(F~7) + (K + k) A4, (A.112)

This equation shows that the self term G, has a singularity at the source point

Tor = [-#6(r-5') + (k2 + k’)A ] (A.113)

waﬁ
which may be written in the k, space as

-~

t= i [tz - ) 6y -y (B + )AL (AL

Jwep
After appropriate substitutions, the components of the electric and magnetic Green's

functions can be expressed as

. L ’
(6z) = LM [f(z-2) sy ~y)
oo 2 2
+ Z b Byt ks 1 sin kyy sink,y’

m=0 3’ D
{cos kz(z — k) - jiisin k. (z — &)}
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A.2 Green’s functions in the sufrounding layers
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{cos k.2’ - jij} sin k.2'}]
j <« §&

-= 3 2k, cosky sink,y et

b

_ we ma=0

= {cos kz2' = ji; * sin k.z'}
[ ] : .
+ {sinkz(z = k) + ;72 cos k(z ~ )}

1 - 6"1 . - : /
-— Ea + ke sink,y sink,y’ ei*

1
D,

{sin ky(z = k) + j7% cos ku(z — )}

{cos k2! ~ jiP sin kez'}

J o~bm, . . ) jkex
— — ks sin k,y sin k,y’ ef*s
£ s vy o,

(“—;—“— 31- {cos k.2’ - ;i sin k.z'}
{cos ku(z — h) = j72 sin k.(z — h)}
1 = 6," . ’ ik .I
-~ 5 ky cos k,y sink,y’ et
(wy 51-- {cos k.2’ — jij} sin k.z'}
“ .

{cosk.(z — h) — jisink.(z - h)}.

(A.115)

(A.116)

(A.117)

(A.118)

(A.ug)

(A.120)

The vector potentials in the layer above the source layer may be cast in the

following form

A"(:—l‘)

©o "
= 3 Al-Vsinky
m=0

[cos ke, 1@ = & = humy) = ey sin ke, (2 = h = hyoy)] (A121)

o0

Fz(.-l) =

m=0

Z Dg-l) cos kyy

[si0 ks (@ = B = ham) + 57 08 ki, (2= = hycy)] (A122)
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where the impedances are given by

il = !«-Ei'.‘_

- - A.123
et Mam1 . ( )
‘ 3 B } €4 k
M1 = Ny ‘:_—1" (A.124)
Tom}
These are related to (A.42)-(A.44) by
—g el | ﬁ:—l +jta'n k:._l h;—l
w = o 125
! ke 1457 tanke, Ay (A.125)
I = Eemp fam1 7 =, A.126
T Wee1 1 +j1-7',,..1 tan kz,-, - ( ' )
By matching tangential components on the boundary z = &,
El = Em | (A.127)
Bl = (A.128)
one gets, for a z directed current
. 1) Hawt k We,.y . ;
=1 __ _m K 2 s a t Jked
A= 3T, BrE (k,._,) T sinky'e
sin k.2’ + 77 cos k2’
: = . (A.129
sinkz,_ Ry — j72_; coS ke, Ryy ( )
é € kv . k.t
=1 _ Ym G-l ¢ k. y' eikss
Dy | 5 D, n Py sin k,y .e’
sin k.2’ + j#{ cos k.2’
n = ' A.130
sin k:.-g hl'-l - Jq:q—l cos krl-l h“l ( )
Using (A.125)-(A.126), it can be shown that
(f:.:-) & : 1 (A.131)
tan k.-;,-,..., ht—l ""jﬁf—l =7 1+ jﬁ:’_, tan k,,_l h,-; l‘
k .
—zl) nt
(St of - 1 (A.132)

tan k,,_, ha—-l - jﬁ:‘-l et '

4=l

J —
1+ j7l_, tank,
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Figure A.4: Notation for multipfe layers

i
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In view of the above, it is interesting to compare these results to (A.90), (A.91)

. - \ 1 ' o

Al = (D) Baml |
m Amr B co8 kg, kot + JH 8i0 Fae oy (A.133)

. D:u'l = _D'('{] Baml €out ke 1 .(A"134)

b€ ke, coske, hyy 4+ 3700 sinur B
Substituting the above in (A.121)-(A.122) and using the relations derived between
potentials and fields, we can write the generalized form of the electric and magnetic
Green's functiox_:s for the ith layer in compa.ct form. This notation is valid for all

layers except the source layer
i ms (Ber
(6L = L ¥ %ﬂg'k—)
t4
(Gn)
o

(G;‘)" 1 E 6—;‘-!:,72.: <i(z) @i (z')sin kyy sin k,y’ | (A.137)

we m0

R, i(c) vi(z)sink,ysink,y’  (A.135)

Rl o | |
--L 2 b ky Ry sa(2) @i (2') sin kyy cos k,y' (A.136)

—
It

-w—_]c‘-‘ Y f—g-'—k,‘ki iz} vi(z") cos k,y sin k,y'  (A.138)
' m=0
i =N S | .

(G‘w) iy -E'—H—kg Y €os kvycos kyy'

m=0

[KIR% (ne)i i(@) wile) + RS (o) wie) wife)]  (A.139)

v 6m kykt s 1
m2=0 Tmcoskw sin kyy

[FRE (1 ¥i(@) 6ile) + Ry (ne); $i(e) i) (A140)

P
Q
w o
[ 7]
S
..
I

(Gh) = —— 3 SRS wi(2) vi(e!) sin kyy sin by (A.141)
: i m=0
i 8 k. k
G,) = ﬁﬁv : o sink '
( v) | ’E, 5 k3+k;~‘ sin k,y cos k,y

[RL 0 ¥i=) i) - RY (i e wie)] (ALe2)




228

N - N . 5". 1 . N '
(Gu) =4 En TETRY kyy sin k,y

- [BRL ()i i) wi(a) + R (ne) i) ()

where

k = wy/€ o

mr

5
by = JE-B -

&
i

Above the source z > 2’

~ For the regions above the source z > 2/, the z’ dependence is given by

@&/ (z') = sin k,z' + 372! cos ko z'

v/ (2') = cos k.2’ — 7% sin k. 2",
The r dependence may be written as

sa(2) = cos kyy (z -k - Zh,) — ji:*! sin k; (: -h=3 h,)

rel r=]

¥5/(z) = sin ks (z-h-)";a,) 3 cos b (2= -3

rel rel

The denominator R, is given by

i » 1
R, ,= _ .
! Duy Tl {cos ok, + 777 sin ks, )

Below the source z < z’

For the regions below the source z < 7, the z' dependence is.given by

puf(z') = sin ke(z' = k) + j5i*! cosk.(z' - k)

vl (2') = cos ka(z' — h) — ji™ sinky(z' - h)

(A.143)

(A.144)
(A.145)

(A.146)

(A.147)

(A.148)

(A.149)

(A.150)

(A.151)

(A.152)

(A.153)
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and the z dependence is

AN

sal(z) = cos kyy (z + hf) = ji sin ks (:: +3 h,) - (All54)
ral . r=]

¥m!(2) = sin k,; (z +3 hr) + 37 cos ke (z +3 h,) (A.155)
rel r=1

where, now,

1

Roy==—— A.156
"I D‘vl n:-l {cos kﬂhf - jﬁ:'.l Sin kgf h'} ( )
and the impedances are given by
i o= af in (A.157)
Wi _
o= g (A.158)
ks,

The characteristic impedances #2 and n/ are taken to be the wave impedance of

"the TM, and the TE,’ modes, respectively, or

§ kz.- .
(ne)q = oer ~ (A.159)
i _ Who '
(ne)y = <—- (A.160)

T4

In the above equations, the input impedances n®/ are given, according to the

'impedance-_transfe_r equation, as

ﬁ'_n.'f = (n‘):.f ﬁ:'-{ +jta'n kfu'-l hi-1

= — d<s (A6l
(’k)a.fl 1+ Jﬂilfl tan kz;_, hioy
L Pt B
ﬁia.! - (ﬂ‘:):;fl N4y — J tan k=.+1hs+l > s, (Alﬁ?)

(ﬂc),,; l- J’-ﬂi‘»jl ta'n_ kzg.u hl’+1
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APPENDIX B

_ In this appendix, the derivation of the power expressions found in section 3.6.4.

are detailed. In the evaluation of the modal characteristic impedances, integrals of

complex functions are encountered which can be decomposed in the four types shown

below

cC = fcos zz (cos zz)" dz
'b K .
S8 = / sin zz (sin 22)" dz
. Bb
CS = / cos 2z (sin zz)" dz

A _
SC = j sin zz (cos zz)" dx

(B.1)
(B2

(B.3)
(B.4)

In the above expressions, z represents a complex number z = r + ji. Substitut-

ing the expanded form of z in the above equations and making use of well-known

~ trigonometric and hyperbolic identities, we can write

cc

SS

;‘\' = 2=
o

b

cos? rz cosh?iz + sin®rz sinh? ia:) dz

) -
(cosh 2iz + cos 2rz) dz

y

(sin’ rz cosh® iz + cos? rz sinh? ia:) dz

b .
sin 2rz

r

sinh 2iz
i

’-—-’h\ﬁ

(B.5)
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Iy ,
-;- j (cosh 2iz — cos 2rz) dx :
e ae b b i
I { sinh 2iz } (B.6)
U .

a]
CS = (sinrzcosrz — jsinhizcoshiz)dz
Ju .

sin 2rz

4 r

b
% / (sin 2rz — jsinh 2iz) dz

1 [ .cosh2iz]® cos2rzt -
== L ] — + ' (B.7)
4 I s r e

s
/ (sinrzcosrz + jsinhiz coshiz)dz
a .

SC

H

1 b .

> [ (sin2rz + j sinh 2iz) de

1| .cosh2iz|’ cos2rz

_{JCOS:. 134 — C srra: ‘} (BS)
a ‘ . .

4
The following integrals need to be evaluated in each dielectric region as :

b
/ {cos zz -jr;,- sin 2z} {cos 2z - jy;sinzz)" dzx

sin2rz |

h 2
-2 [sm ,-: iz (1 +1].'l,) + (1 -17.17:)
+j cosr2r:t: ('l- 'I') + cosl: %z | (771 + 17,)] | (B.9)

b _
/ {sin zz + jn; cos zz} {sin zz + jn, cos zz}" dx
1 | sinh 2iz{* b .

[ - (l—mm)

o sin?2
1 a (1 + ’7-"7,') - smr rT

|

4

. cos2rz b
J r

(17 - ) 4 cosh %zl

B.1 Around the source region

P

The z dependence and the limits of integration for regions around the source

layer are given in Table B.1.
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—
, x dependence limits of integration
" above the source region [z —h = YTk |a= 4 + 57k [ b= h+ 3Tk

u below the source region | z + [ A, a=-Sih |b=-Y7"Th

e ]
Table B.1: Integration in the layers around the source region

In view of (B.Q) and (B.10),the integrals may be re-written as

S |
j {cos zz —~ jn; sin 2z} {cos zz — jn; sin 2z)" dz
‘ .

o % [sinhiZih, (1 + fl-’l;) + sin frh.. (1 - 'liﬂ;)

ij(l - ct:.s2rh..) (m - 77,') " (1- co:h 2ih,) (

m + n;)] (B.11)
where the upper and lower signs (%) correspond to the layers above and below the

source region, respectivgly. The other type of integrals encountered gives -

b _ ' _

: / {sin zz + jn; cos 2z} (sin 2z + jn; cos 22}" dz
1 [sinh 2ih, . .

Z[ 7 (1+m75) - (1 = mnj)

;j.(..l_".f.?f'_?."_h_'_).‘(,,'. ) & (:1 - co:h 2h,) (

sin 2rh,

r J

™+ n;)] (B.12)

‘B.2 In the source region

The source region can be divided into three sub-regions as shown in Table B.2.

—
ﬂ ' x dependence | limits of integration (

Hz>z§->z§ (z = k) a=z b=~
z;>z>z)| z,(x—h) |a=z] “b=2

>zi>z z 1a=0| b=z
E o SN Wt A Sl S

Table B.2: Integration in the source region

In the process, an additional type of integrals has to be performed

, _
CCh = / cos 2z (cos z(z — k)" dz = CC cos"zh +CS sin"zh  (B.13)
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S, = [c sin zz (sin z(z - £))" dz = §S cos* zh - SC sin®zh  (B.14)

b
CSy = j cos 2z (sin 2(z — 4))"dz = CS cos* zh - CC sin"zh  (B.15)

b
SCh = j sinzzx (cos z(z —~ h))“dz = SC cos* zh + SS sin" zh (B.16)

The z dependence is then written as

f

4

b
/ {cos zz = jnsin 2z} {cos z(z — k) ~ jn;sinz(z — h)}"dz

i— ce (cos‘ zh - jn} Qin‘ zh) +8C (qm; cos* zh — jn; sin® zh)
+8C (-ﬂ.r], gsin® zh — jn, cos zh) +CS (sin' zh + jn; cos'_zh)]
i— (-s-l—qll—?f- {cos zh (1 + WI,) -Jj (m + n;) sin® zh}
| COSh 2iz|* {cos zh (q. + r),) -3 (1 + r].-q;) sin® zh}
sin2rg |* {cos zh (1 ( r;.q,) +J (q. - r;,') sin® zh}
cos 2rz

{-sxn zh (1 q.v),) +7 ( ; = q,) zh}] (B.17)

5 |
f {sin zz + jn; cos zz} {sin z(z — k) + jnjcos z(z — h)}" dz
i— [SS (cos' zh = jn; sin® zh) +CC (r].-n; cos” zh — ju; sin® zh)

+CS (q,q; sin zh + jn; cos zh) SC (sin' zh + jn;_ cos” zh)]
1 [ smh 2z’

{cos zh (1 + n.q,) -] (r).- + q;) sin" zh} :

cosh 2iz |

-J (1 + 17-’7;) sin” zh}

{cos zh (n, +n;

 8in2rz)?

{cos zh (1 ~nin;) + 35 (ﬂ.'. - n;) sin® zh}

j)-
{sm zh (1 - nin; ) -3 (q,- - 17;) cos” zh}] (B.18)

cos 2rz




234

APPENDIX C

EVALUATION OF ENTIRE DOMAIN
MOMENTS INTEGRALS

When applying the Method of Moments (MoM) to (3.36), the unkndwn current
on the strips is expanded in 't.ermsl of entire domain basis functions chosen tvo ap-
proximate as closely as possible its phjrsica.l behavior for numerical efficiency. The
Chebychev family of orthogonal polynomials has been selected and an overview ‘of
their properties is presented in this appendix. Also, in the formulation of the matrix
resulting from the MbM, three sets of integrals have to be evaluated, corresponding
to the basis functions expa.néion, to the application of weighted averages and to the

conductor surface impedance term. The solution_‘ of these integrals is detailed below.
C.1 Chebychev polynomials

The Chebychev polynomials of the first kind are orthogonal over [-1,1] with re-
spect to the weighting factor (1 - z2)~}. For the family of Chebychev polynomials
of the second kind, the weighting factor is (1 — z2)}.

. The orthogonal relations give

yform=n=0
yform=n#0 (C.1)
,form # n.

[ Ta(@)Tu(z) |,
L, Vo ©=

O i N
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and
2

1 = yform=n
/_ Un(2)Un(2)VT =27 dz = { D mmen (C.2)

The Chebychev polynomials are historically the oldest set of orthogonal bo[yno—
mials. This is mainly because they are simply related to the trigonometric functions

| by the formula

To(cos) = cos(nf) . (C.3)

Unicost) = T|EEE (C.4)

Thus, using some well-known trigonometric identities we can conclude that

To(z) = 1 Us(z) =1 |
Ti(z) =z Un(z) = 2z (C.5)
N(z) =22 ~1 Up(z) =4z -1.

It can be seen that the po!yﬁomials of even order are even functions of z and
those of odd 6rder are. odd functidns of z. The Chebychev polynomials of the first
aud second kind are shown in Figure C.1. _

The rema.ining_Chebychev polynomials may be tabulated quite simply “_fith the

aid of the recurrence formula

Tan(z) =2z Ty(z) + Taoi(z) = 0 - (C.6)
Uns1(2) = 22 Un(z) + Uny(z) = 0 -

and
2 () = Un(z) = Uns(2). - (C.8)

In a sense, the U,'s are more fux_:da.menta.l than the T,'s since the latter can

always be expressed simply in terms of the former, but not conversely;
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C.2 Integration over the basis functions

The set of basis fuﬁctions that approximates the behaviour of the unknown cur-
rent has been chosen as the Chebychev polynomials of first and second kind multiplied
by their respective weight factor, to satisfy the boundary conditions for the current
at the edges of the strip. |

The integrals over the basis functions that are encountered in the evaluation of

the matrix sytem are of two types as shown below

B = [ -1 - -l b (c8)

) _ ¥ _Tgy-w) . E.v) d :
0 = [ e A L R G

whére T, is the Chebychev polynomial of the first kind of degree n, and U, is the
Chebychev polynomial of the second kind of degree n. :Using the explicit trigono-

metric expressions for the Chebychev polynomials,

sin(n 4 1)0

Un(COSB) = ——m—— (Cll)
Tu(cosf) = cos nd (C.12)
and letting
cosf = %(9"?0) => ~sinfdf = Fdy (C.13)
y = %cosﬂ-{-yo = dy = -%sin@dﬂ '
the above integrals become

1) = M i .‘1’. . .IZ i
al j: oy sin @ cos k,( 3 cos § + yp) 7 sinfdé (C.14)

¥ = [cosna'sink,(—zw-cos9+yo)22v—sinﬂdﬂ. (C.15)

sin @
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C.2.1 Evaluation of Aty

We will first calculate the integral corresponding to the y-component of current,

Substituting the above trigonometric transformation in (C.9), we get
. .
IV = -‘g— _[o sin(n + 1)8 cos k,(%-v cos 8 + yo) sind d. (C.16)
Using some trigonometric expa.nsion formulas,

M = 2/ -[cosn0 -cos(n+2)0] cosk,(-—cosa-i-yo)dﬂ

T cosk,yo {f' cosné cosk,(—-cosﬂ)dﬂ |
- /o cos(n +2) 0 cos(k,(-z- cos 6))dé)

W . * . W
— 7 dn kyyo {/0 cos nﬂsmky(-z—cosﬂ) de

- /o " cos(n +2) 8 sin -k,.(%— cos 6) d8). (C.17)

These definite integrals bave a closed-form sblutipn given in [111] of the type

[ cos(zcdsz) cosnzdr = = cos-nzi Ja(z) (C.18)
'[r sin(zcosz) cosnzdz = 7 sin l;- Ja(2) (C.19)

where J,(2) is the Bessel function of the first kind of the nth order. Therefore, (C.17)
becomes |
14 w T W
B = meoskyyo{cos(nz) Jo(ky o) = cos(n + 2)5 Jnsalky )}

= ¥ rsinkofsinn) s (kyf-;'-) —sin(n +2)7 Juvalky o))

T~|F

= Tx[cos(kyyo+ﬂ ) Jn(ky -——)-cos(k,yui-(n-i-?) )Jn+2 k )]

( C.20)
which yields

W ~ W LW ' '
I = T cos(kyyo + n-;—) [Jn(ky—z") + Jn+2(kv"§') J- (C.21)
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Using the following recurrence relation,
. M . , . ‘
Inat(z) = < Ju(z) - n-1(2) : (C.22)

it follows that

w

?)' (C.23)

- _
IV = '&' (n + 1) cos(kyyo + "5) Jns1(ky

C.2.2 Evaluation of I(?

The second step is to calculate the integral corresponding to the z-component of

current. Follo_wing. the same procedure as above, we get |
P = -‘;K fo'cos né sin k,(v—:- cos + yo) d6. (C.24)
Using some trigonometric expansion formulas,

I® = -p—;[cosna[cos ko sink,(%cos&) + sin k,yo cos k,(-‘%’-— cos 8))dé
4 * W |
= 5 cos kvyojo cosnd smk,(?cosﬂ)dﬂ

+ ’—2V-sink,;yo jo' coma_cosk,(-‘;ime)da. | (C.25)

These definite integrals have the form given in (C.18),(C.19). Therefore, (C.25)

becomes

I,(f) = -PZV—  [cos kyyo sin(n-g-) J,(ky-vg-)'+ sin k,yo cos(n’-;') Jn(k,%{-)] |
5~ dalhy ) sl 4 ). (c)

it

This completes the Z{?) integration.
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C.3 Integration over the testing functions

From (3.70) and (3.71), the integrals resulting from the Qveighting averages are

given by

9 = j” Ly Unlip (y ~ ¥0)) cos(kyy) dy (C.27)
_“’:

T = [, Tl = vo) sin(k,y) dy. (C.28)
w-¥ |
C.3.1 Evaluation of A
With the substitutions defined in (C.13),
¥ = v—V-/' sin(m +1)@ cos Ic,(-‘z cosf + yo) db. -~ (C.29)
2 ) 2
After some trigonometric manipulations, t.,hi‘s expression may be written as

w W
3) b-— b 1 —
bAS 5 cos kyyo L sin(m + 1)8 cos(k, 3 cos 8) dff

- _2“..,. sin k,yo /0' sin(m + 1)0 sin(kv%/- cos ) df. {C.30)

No general recurrence formulation was found for the integrals above. However,

by comparison with the spherical Bessel functions of the Ith order given by (58]
iz) == (-.)‘ / iresa? D (g 0) sin Odf (C.31)
where P corresponds to the Legendre polynomials of order I, we can write

/o " Pi(cos6) sin# sin(zcos0)d8 = Im{2()! ji(2)} (C.32)

fo " Py(cos 6) sin8 cos(zcos8)df = Re{2()ji(z)}.  (C.33)
Expanding sinm# in terms of a summation over these polynomials as

sinmf = sinf 3" A Pi(cos8) (C.34)

(=0
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I=0|1l=1(1=2]1=3]1=4 l=5 l=6 I=7
1
0 2

173 ] o | &/3
0 [ 45| o | 16/5
1/5 ] 0 [ 87 | 0 |128/35 |
0. [18/35] o0 [64/45] 0 | 256/63 |
11| o [16/21] o [128/77| o0 | 10247231
0 [821] o [32/33] o [512/213 0 . | 2048/429

e e e e e

=l Rl I T L R R O e

Table C.1: Coefficients A, for the expansion of sin m# in terms of Legendre poly-
nomials of order /, P,

we may readily see that

f'sinma sin(zcos8)dd = 3 A Im{ 2(—i) ji(z)} (C.35)
0 0
/”ssnme cos(zcasf)df = " Am Re{2(-i)"ji(z)}.  (C.36)

Therefore these integrals can be written as a weighted sum of sphérical Bessel
functions. Note from (C.32)-(C.33) that, for any given m, one of the above two
integrals alternatively evaluates to zero.

The coefficients A,,, are readiljr calculated and given in Table C.1 for the first

few orders. After appropriate substitutions and some algebra, (C.30) becomes

: o
I = W cosk,yo Jo(ky"é")

, ' %

Il(s) = —2W sin Ic,yo h (ky 'é—)

I.f’) = = cos kyvo {Jo(ky—z-_ - 812("::"2_)}

3
" 4W o W W
¥ = - sinkao {ilbg) - ik 5}
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1, W 128 w
IO = W eoskgo {5 iolk, ) - 712(v2)+ 5:.(@2)}
. 18, . W 64 256

I = ~Wsinkgo {ilk) = g2 stk ) + o2 stk )
I = W cos kyYo ' |

1. W 16 ,,, W 128 ., W 1024 w

{Fitkyg) = 1 ilhg) + 2l ) = Pt et ) }
I;s) = -W sinkyyo ‘

8 . 512 2048
{gitep) - 3Js(kv 3+ g otk ) = T i, W o)
'Using Rayleigh’s formula [58],

1d smz) Ele_z_, : (C.38)

the spherical Bessel functions can be written in terms of trigonometric functions,

which yields for the first five orders

sin z

jolz) = LZ | (C.39)
. sinz  cosz '
n(z) = = T _ | _ (C.40)
) .3 1 3
J(2) = smz(-;s- - ;) - 7 o082 | (C.41)
. 15 6 15 1
$3(z) = sinz(— - -23) + cos z(—;3+ ;) (C.42)
: 1 45 1 105 10
Ja(z) = smz(—s— - + ;) + osz(—?- + ';2") (C.43)
) . 945 420 15 945 105 1,
]5(Z) = sinz ";6— - 24 + -2_?) + cos z(--;-;—+-;— - ; (C.44)
: . 47 0 95 1260
je(z) = sinz( 103595 s 235 + 221 _ __) bo (103 5 + 6 i —'XC 45)
: . 135135 62370 3150 28
ile) = sinap -IE0 L UN B,
135135 17325 378 1
= cosz(—s—~ p + =2 ;) _ (C.46)
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C.3.2 Evaluation of TW

A similar derivation can be done for the integral arising from the weighting av-

erage with Chebychév polynomial of the first kind (C.28) as

I;(n!)

i

W . L W
?L cosm#é sin @ { cos ko sm(k,? cosd) +

sin kyyo cos(k, -‘;-’- cos 6) }dé

-‘;-/- cos k,yo L'{ sin(m +1)8 sin(k,,%/- cosf) — sin(m —1)6
. W LW , W
.sm(k,,—z- cosf) } df + =~ sin kyyo jo’{sm(m +1)6 cos(k,,? cos §)

- sin(m - 1)@ cos(k,,-‘;-: cos 8) } dé. | (C41)

In view of (C.31) and (C.34), it follows that

Ié‘)
11“’
: Ié‘)
z;‘)
1-34)
Ié‘)
: Ié“"

¥

i

. ... W
W sin k,yo Jo(kv?)
' ) w
W cos kyyo Jl(k,-—z--)

W .., W ., W
=3 sinkyyo {10(’%"2-) + 412("#‘2‘-)}

w L., W .., W
-"5"' cos k,yo { (3]l(ky—') + 8ja(ky —')}
64 w
W s"'l kyyg { (-— Jﬁ(kv 2 ) + 5T 2132( v 2 ) + 35]4(k ?)}
w

W cos k,y0 { (*511(’%'2—) + 8.73(’%?) + 12855(ky )}

Wsink,,yg

{—mmiolby =) + by by = 3885, Wy 812, W
J°"2 1”"2 38574\ vy )T o3lel Mg

WCOSkyyo

. 112 128 . 1024 ; '
{(—ﬁf"(k"?) 19573(ks 3 Y- AT ) "I TACE )(F 48)

C.4 Integration over the conductor term

The second term on the left hand side of equation (3.36) takes into account ‘the

ohmic losses due to the finite conductivity of the strips. After applying the method
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of moments, the resulting integrals may be written as

i = fw tf Un(%(y - yo))\/ 1~ [-;,—(y ~ 40)}* Um -j—,—(y — 30)) dy (C.49)

6 whi Tal(i%(y = w0)) 2, d
o= [ ¥ o op WOk (ca

From (C.1) and (C.2), and using the orthogonal properties of the Chebychev
functions, (C.49) and (C.50) become |

f = form = |
5) = r ,
z W{O yforms#n (C.81)
and
£ Jdorm=n=0
I =W I JJorm=n3#0 (C.52)
0 ,forms#n '
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APPENDIX D

EVALUATION OF SUBSECTIONAL
- MOMENTS INTEGRALS

When applying the method of moments (MoM) to (3.36), the unknown current
on the strips is expanded in terms of subsectional basis functions. Galerkin’s method
is used here, where the testing functions are equal to the basis functions. Therefore
only two sets of integrals have to be evaluated, corresponding to the basis functions
expansion and to the conductor surface impedince" term. The solution of these

integrals is detailed below.

D.1 Pulse functions

Let us assume N eQuispacgd points on the interval yo — ¥ <y<sw+ ¥ defined

byt'.heyﬂ
w1
yn=y0'*'ﬁ2'-+(n-—~2-)Al'V, n=12..,N (D.1)

A subsection is defined to be of width AW centered on the y, coordinate. The pulse

function is defined over only one subsection as shown in Figure D.1

1yl <aW '
Ply) = D.2
(v) { 0 .lyl> AW (D.2)
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— T ———————— i . ot —————tiei— —’y

Figure D.1: Pulse function

D.2 Integration over the expansion functions

The integrals that are encoutered in the evaluation of the matrix system are of

two types as shown below

P = 19 = / wf cos(kyy) P(y = ya) dy. (D.4)
w— .
Foray directed current on a strip of width W, T(1) becomes
weanp |
Y = | fm _i:a_”% sin(kyy) P(y — ) dy | (D-5)

1 - W w w W
=& [cos k, (yo -5 +(n - 1)-—1\7-) - cos k, (yq - + n—-ﬁ-)](D.ﬁ)

or

0 = { f;sin k, (yo -%4+(n- %)%’-) sin k,, (5‘%) ,m#0 (D.7)
0 ym =10,
where &k, = B2 with m = (,1,2,....
The second step is to calculate the integral corresponding to the z component of
the current. Following the sa.mé procedure as above, we get

. I(2) _ Vo—'?-i-n%

w-rinmygg V) Py =) dy (D.8)
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i-[sink’, (yu—%-i-n%-) ~ sink, (yo- %/-+(ﬂ'-1)w)]([) 9)
or

70 _ { 1 cos ky _(yo -4+ (n- %)%) sin k (5’%) ,m#0 (D.10)
n W N m=0 .
~ ‘ 1

D.3 Integration over the conductor term

The last term in (3.36) takes into account the ohrmc losses due to the finite

R conductmty of the strips. After applying the method of moments the resulting

integrals are

:=I"-I‘°’—f Py - yn)P(y - vi) dy - (D.a1)

w-

1 ,Vl=n
0 ,i#n.

N
S |

(D.12)
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APPENDIX E

GENERAL BOUNDARY CONDITIONS
BETWEEN TWO HOMOGENEOUS,
ISOTROPIC MEDIA

- Let us consider an interface Between two media, as shown in Figure E.1, along
which there are no charges or sources. These conditions are satisfied provided that
neither of the two media is a perfect conductor or that séurces are not placed
there. Regions 1 and 2 are characterized, respectivély, by the éohstitﬁtive par#meters
€1, 41,0y and €, y13,03. In this derivation, we will assume the media to be isotropic,
homogeheous and non-magnetic (g1 = pg = g,).

The z,y,z coordinate system is choseﬁ to represent the local .geor.netry. For
rectilinear propagation along the z direction, the fields can be written in terms of

their transverse and longitudinal components as |

E = (B+8&)eap(-1e2) (E.1)

H = (R +h,)ezp(~.z2) (E.2)

In this appendix, generalized boundary conditions between two homogeneous,
isotropic media are derived. The dependence of the field vectors on the electrical
properties of the media along boundaries of discontinuity is referred to as the initial

boundary conditions. Using these initial boundary conditions of the electromagnetic
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fields, it is shown that the derivativa of the electric fields in the two media with
respect to the direction perpendicular to the interface are related at the boundary

and can be expressed through a general recurrence formula.

E.1 Initial boundary conditions

Maxwell's equations in integral form provide the most convenient formulation for
derivation of the initial boundary conditions, and can be found in any elementary

electromagnetic textbook (e.g. [112]). The boundary conditions for the electric field

are

o the tangential components of the electric field across an interface between two
media with no impressed magnetic current densities along the boundary of the

interface are continuous o
Ax(EM-E®dy=9, =~ = (E.3)
¢ the normal componen‘ts of the electric field intensity across an interface are
discontinuous
fi-(qEW - E®y = | (E.4)
and for the magnetic ﬁeld;

e the tangential componerits of the magnetic field across an interface between

two media, neither of which is a perfect conductor, are continuous
A x (B — ) = g, o ~ (E.5)

o the normal components of the magnetic field intensity across an interface are

discontinuous

A (B = g M) =0, | | (E.6)
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In the z,y, z coordinate system defined in F igure 1 and at z = z4, Equations

(E.3), (E.4) take the form

@ = Gep S

e = e | (E8)

e = & | (E9)
while (E.5), (E.6) become

| h® = p® | (E.10)

B o= np e

Y = hW, (E.12)

The bold notation is used for the field éompbnents evaluated at the interface T =
To.
E.2 First-order boundary conditions

To evaluate the boundary condition of the first-order derivative of the electric
- field, we make use of Maxwell’s equations. Since we are interested in the boundary

conditions for the electric field only, Maxwell’s equation from Faraday’s law will be

used
VxE= -ijpo‘ﬁ (E.13)
or in terms of longitudinal' and transverse components |
(Ve=2%2) X (& + &) = —jupo(h + k) (E.14)
| which may be decomposed t6 lead |
| Vexé = —jwpuoh, (E.15)

Ex (Vies + 18) = jwpohs. (E.16)




251

Making use of (E.15)

.0 .08 . . : .
(E5=+ y%) X (27 + e,§) = —jwpoh, 2

we get
de; Oey ..

This relation holds at any point in space, therefore in region (1)

1M §e»
- e jupuohlV

and in region (2)

@) Pel® |

oz
At 2 = 2o and for any y along the boundary, we can write

deld  Jel).  Beld eV

- - —_——Y =5 (3) _ R(1)
( ay By ) Nz az) Jw,uo‘(h, ‘ h: )'

Recalling the continuity of the magnetic field intensity from (E.5),
hﬁz) = hﬂ“

we obtain

6e£2) _ aeil) _ aeg) _ aei_n
oz 8z oy Oy

(E.IT)

(E.18)

(E.19)

(E.20)

(E.21)

(E.22)

(E.23)

The media exhibit discontinuity along the x-direction only. In the y- and z- direc-

~ tions the field quantities are single-valued, b;:mnded, and possess (along with their

derivatives) continuous distributions, thus

grel)  orel?

= , ¥n
oy oy
(1) ng(2)
a"e; _ a e  Vn

8z = gz

(E-24)

(E.25)
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where £ denotes the y or z coordinate. Similarly, upon using (E.7), we get

B"e("') 61 a"e(” ,
e (E.26)

Hence (E.23) yields

el — LelV) = (& =1)gel,

Proceeding in a similar fashion for the z component, from (E.16) we have

£x (ng: + yg +Nadez + vije,) = Jwpo(heZ + hyg) (E27)
or
% +ues = jwpohy (E.28)
%‘f; +he, = —jwpohs, (E.29)
Equation (E.28) holds at a.njr point and therefore in region (1)
%i-)- + el = )'wﬂohﬁ", (E.30)
and in region (2)
Bc( ) el = jwpohl?. (E.Si) )
Using (E.7) at the inter’face T = 9, We can write
(B~ 2 a1 230 — B, (E.32)

From the continuity of the magnetic field intensity (E.5), we obtain

8
Zeld

— Zel =y, (1 )el]
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Now, from Gauss’s law in source-free regions,

‘5-5'_—-0

(E.33)

we can find a relationship between the derivatives of the x-component of the electric

field

V.aEM =0, in region (1)

V.qE® =0, in region (2).
Assuming homogeneous and isotropic materials, we get
616 . E(t) = 626 . E(?) = 0

from which we obtain, at z = z,

deld  Oel) gel)  deld) e®  peld
z 2.} == B b e L o2
ozt oyt o) =l + 5+ 50)

or

3e£?) _adel) ¢ Oell) geft)

deld gt

Oz & Or ;;( Oy ’Bz)—( Oy

In view of (E.24) and (E.25),

0P _ afl) a - 1)(@
Oz €& Oz & 0y
€1 ae,(,‘) € ae(,)

= ¢ Oz —(2; -1 oz

or

B all) o 201
Bze‘(r) = 526z )‘

0z

(E.34)
(E.35)

(E.36)

(E37)

(E.38)

(E.39)

(E.40)
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E.3 Higher-order boundary conditions

To evaluate the boundary condition of the second-order derivative of the electric
field, we will make use of the wave equation which can be written, in terms of
transverse and longitudinal componenfs of the electric field, as

Vie-(r-v)a = 0

Vigi-(v-& = o | (E.41)

The wave equation is general and holds at any point in space at any time. There-
fore, Equation (E.41) can be written in region (1) as

| 623?) 6’:‘1)

5t 5 i+ (k= kD)elV = (E.42)
and in region (2) as
2,(2) 2,(2) E
aa:‘, + 33;‘, + (K -kl =0, | (E.43)

At the interface z = z,, substraction of (E.42) from (E.43) yields

20(2) 20(1) 20(?) 2,{1)
(aa:g _31_2 ) + (aazg ..-a“'f )+ (k2 = k2)el® ~ (k2 ~ ke =0. (E44)

‘Hence, recalling (E.8)-(E.9), Equation (E.44) becomes
.Bze?) azegl)

o~ o = (K — el — (k2 - k’)em (E.45)
= (K - k2)eld + (&2 - &2) (ef" - i) (E.46)
= (k- kDelV, (E.47)

1 2/%¢€

Now, taking the x-derivative of (E.42) and (E.43)_, we get

) e (
a; a-.:'; 3+ (= k) 9% ., in region (1) (E.48)
Fel? el (z)

6::3 +a 3 s+ (k3 - k’)—ﬁ- 0, in reglon (2) (E.49)
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leading to’ ‘
e Pelt) eV e(1) 3 {2)
T~ = M-S oy a,)( =5 (E.50)
el
= (k’ (E.51)
Generalizing this procedure to the nth-order derivative,

Fe®  gneld 3,.-2 (1) _

8:5‘ + 6::"'?6 s+ (k) - k’) =0 , in region (1) (E.52)

Fneld e (2) 8n-2 (2) o
6::5‘ + 8::"""6‘ =+ (k - F)—2 S =0 » in region (2) (E.53)

' from which we get

aﬂe?) a“e?’ 8 e or-tel)
dz» - ozrn = ay2 axn-z - 83:"-2 )

n-2,(2) n—2 (1)
- @-0T @ -

(E.54)

n-2

The above may be rewritten as

a"e?) a"e?) _
dzn oz

an-ze(i) 5 ole (2) an-ie(l)
(k? kz) Hxn-2 (a 2 +k12 k?)( ﬂ_.g = 6.1.‘""2 ) (E.55)

Now, let us set the following definitions

2 (1)
B“et ) 6"ee

S(l) = (G = 52 ) eme - (B5)
de (1) _

R.(§) = —J‘azu lsmzo - - (E.57)
an (2) .

T.(€) = 6::" |emzs (E.58)

and |
Az H-B  =Ea-eo) | (E.59)
F= L+B-B =1 | (E.60)
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then (E.55) becomgs

Sa(€) = ARnas(£) = FSp_s(é). (E.61)

This expression i_n\'rolving S» and S,_; is a recursion formula [52] and by an iterative

process, can be written in the form

Sa(€) = ARnsa(€) = FSpoale) | (E62)
= ARwa(f) = F(ARn-A(€) = FSn-(£)) (E63)
= A(Rassl6) = FRue) + FORwo(6) - FS0oal6)  (E4)
= A(Racolf) = FRond() + Foc(@)) ~ FSus(8)  (E55)

or

| _Ai(_F)v-lRu-zu(f)"‘(—F)NSQ(E) ,ifn=2‘N
Saf)=9 ' (E.66)
DY (=F) Boog(€) + (~=F)¥Si(€) ,ifn = 2N+1.
v=l : .

Note that in this new nomenclature, the previously derived boundary conditions

may be written as

s;,(z) | = e —e) = (-3-1) el ~ (E67)
Soy) = e -efi =0 e
So(z) = e eV =0 | (E.69)
Si(z) = %e‘,”—-%eg’ =0 (E.70)
Si) = g - g =@ -pla., (1)

Si(z) = —em-._a.em:(—;-1)—e5.,"|,=,,. (E.72)
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'fhereforc
- R (£) +A§(—F)""R,.-zp(f) +(=F)¥S(¢) ,ifn=2N
T.(§) = vt (E.73)
Ba(§) + A3 (=F)* "' Ru-au(€) + (~F)NS,(€) ,if n = 2N+1.
=l ‘ .

- Alternative expression for the derivatives of the z component’

Another formulation is denved below, that takes mto account the discontinuity
of the electric field at the interface. Proceeding in a similar procedure as above, w

recall (E.55)
o e?) e (I)

—

dzn 3::" . ( |
6""e .- 3n-2e 2) 3n-2e(1
(kf - kg) a:,._eg (a 2 +k2 kz) ( Oz .,_2 ;e 2 ) (E74)

which may be rewritten as

gel) ¢ ore®
T8zh e oz

2 _ g2y €182l 2 .2 ~2e(2) _a a~-2e())
(ki k,) dzn-2 (8 7tk -k )( (9:1:""2 €& Odzn? )

el 2 _ 9 2elt) 2 _ g2y "%l
+(1“”[5u+(" — k)5 +(az+k k) 5o

eft) AV i P
= (k-2 2 _a z
a""z 32 az 2 (l) .
+ (1 - ( 5ot otk - k,) e,  (ET5)

Since the eigenva.lues. are related by

K

K2, + B 4 42 | (E.76)
K o= K+ k4, (E.77)

equation (E.75) simplifies to

el e . ¢ gn-teld) 2 (67 Te@ ¢ gr-tel)
0z ¢ Oz (h &) € Ozn3 +(. ,_cﬂ)( Ozn-3 € Oz"—? (E.78)
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Setting the following definitions

rel) ¢ greld)

Sn(z) = (Bz" & 62" )[:aro (E?g)
Freld) .
Ry(z) = 2 e L (E.80)

we find the same type of recurence formula as in (E.66)

A)E(-F YRy a,(2) + (~F)¥Si(z) ,ifn=2N
Sa(z)=4{ '®* | o (E.81)
AY (=F)'Ry_o,(z) + (~F)¥Si(z) ,ifn = 2N+1
=l

where, now,

So(z) = €@~ ;—- > eV lmu =0 . (E82)
2 : .
o) = (088 _adel g get)
Si(z) = 5z & o2 ) ls=z, —-(;-—1) e (E.83)
Thus
N . .
Ro(z)+ A3 (=F)*"'Ro.3,(z) Jfn=2N
Ta(z) = " B (E.84)

Ro(z) + A3 (=F)*'Rug(2) + (-F)¥Si(z) ,if n = 2N+1.
~ v=l
E.4 SUMMARY

In summary, the generalized boundary condtions at the interface between two

media are summarized below,

ane(’) €1 o (l) [ u—l (1) * a (1)
T = +A>:( ~Fy el + (=P 2 - 1)57eln, (B85
and |
anetﬁ) " -2 F)
ell) v- l...__.. M) 4 (B -y
o = o ,.:+A§1( )t el + (- I~ g elin (E:56)

with

| n,.={ 1 , nodd (E87)
: 0 , neven




and
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A =R -e)
F =#2

(E.88)
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chlonl - T

SIS 2//////’4 =4

X=X

ke

Figure E.1: Geometry of the problem




261

 APPENDIX F

REFLECTION AND TRANSMISSION BY AN
INFINITE SLAB

To verify the génexia.lized impedance bouﬁda.ry conditions (GIBC's) between two
homogeneous, isotropic media, the expressions given in Chapter 6 and derived in
Appendix E are used here to calculate the reflection and transmission coefficients
of a uniform plane wave impinging on & slab. This incident plane wave with any
polarization may be decomposed into TE and TM wave components. Figure F.1
depicts the case of a TM wave (also called p#ra.llel or vertically polarized .wave)
incident upon the slab, where the electric ﬁeld is parallel to the plane of incidence,
i.e. has both xand y comﬁonents. This case was chosen to verify both boundary
conditions (E.85) and (E.SG); Results are compared to the classical derivation which

can be found in many electromagnetics textbooks, e.g. [113].

F.1 Classical Derivation

Consider a plane wave incident fron_I region 1 of permitivity €; and permeability y,
onto a dielectric slab of electrical pa.r#.meters €z and permeability u, with boundaries
at z =0 and —h. The plane of incidence is parallel to the = — y plane. The third
region is semi-infinite and its permittivity a,nd.permeability are denoted by ¢; and

#3. By the phase-matching conditions the £ vectors of all plane waves will be in the
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s
mi
]
»”
m)
T

""—"y

W%

x=-h

Figure F.1: Reflection and transmission of a vertically polarized plane wave in a slab

2~y plane. Thus all field vectors will be dependent on z and y only and independent

of z, Since 3% = 0, the Maxwell's equations may be written as
H = -—2p (R
H = ——F, | (F.2)
H = --1-(63 -‘?-E). (F.3)

For a TM pldne wave incident on medium 2, the electric and magnetic fields in

region 1 are the sum of the refiected and incident components, and may be written

& .

me = Eof Reitnz 4 e-jksw)e:'kyv

EM = _k!.. E'o( Reitnz 4 e-—jk.::')e.ikw

k ‘
1 - _2= k12 _ =ika17)  Thyy )
E, we;Eo( e-’. e Jelt (F.4)
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where Eq is the incident wave amplitude and R is the total reflection coefficient for
the electric field. In region 3, there is only 2 TM transmitted wave which takes the

form

H® = TEge*s=eitv
k

E®) = —LTE e ikazeity
Wes

E® = X7p -ibas,iny (F.5)
Wez

where T is the transmission coeﬂicienf for the electric field. By applying the Bound-
ary conditions of cbntinuity of the tangential £ and H fields at the interfaces, the

reflection and transmission coefficients can be determined as

. = 1P |
_ R = 1 +pij (F-6)
9 ‘

T 22 e F.7
1+ p;; (F1)

where R;; and T; are the reflection and transmission coefficients from region i to
region j respectively, and where pi; is given, for TM waves, by

c'k:'
p = —H, (F.8)

€; k,,-,'
General relations have been derived for layered media with any given number of
layers [113]. For the slab problem, the reflection and transmission coefficients can be

cast in the following form

Faa + Ry &b

1 4 Ry3 Ry3 e)%nh .
4 ej(kﬂ-k,a)h

T = (14 p12) (1 + pa3) (1 + Rag Rys e%kaah)’ (F.10)

R =

(F.9)

F.2 Alternate Derivation

We shall now derive the reflection and transmission coefficient for a plane wave

| impinging on a slab using the higher-order impedance boundary conditions. The first
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i

step is to expand the electric field in the slab region in a Taylor's series with respect -
to the z =0 interface for the top half of the slab, and to £ = —#h for the bottom half

of the slab. In region 2, the fields are as follows

IA

) T A [&EVGey) o d-tsx<o
Efzy)=g78 T (F.11)
3 [E By e+ ihsxs-b.

Next, the generalized impedance boundary conditions described in Chapter 6 can
. be used to relate the fields in the slab to the fields in the regions outside the slab.
These relations involve the higher-order .derivatives of the electric field with respect

to the direction perpendicular to the interface, and are restated here for convenience

a° E,(,z) 61 6”

L] n
“6z" | 0z =

n=3u ]
LTI S s B0 + (= P& - 1) 2 p e 19
1

and

CrEQ e

el!) +A}:( F)"“

E“’ + (—F)[ﬂ(% - 1)6—5-;39),:@13)

dzn ~ fzn V* Zh=3v
with
1 , nodd '
L={lsn | F.
* { 0 , neven . _ (F.14)
and _
] A =k¥er—e3) ' _
{ F = k; ' ' (F.15)

From the continuity of the electric field in the slab at ‘a: = -%, we get the following

relations

Ef =E; ,x=-% (F.16)
B} =B x=-b (F.17)
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where (+) and () represent the fields just above and below z = 2, respectively.

Making use of (F.12) and (F.13) in (F.16)-(F.17), it follows that

, go (I-"%)ﬂ:-: a;f'%” =0 *hla - 62)_5 n! Z 33)”1 % z=0
+a-HEE F C2" (it -
+a-9 ag: ,,_,.,.:\;,s Lﬁ%_ (—k2)15] | | (F.18)
g’ %%,-): Qﬂ-a-%lr +k’(€1 "Ez)g ""LZ( .)""1 %zw
ok AN
= z ar 3;5,‘,” . k’(ea-ez)z -L_-—E( B2, a;—-—f—--f‘a’ﬂ
+ (.‘2_1) ay ,=-,...§,:3,s %(51:;:)[%]_ _ | (F.19)

To find R and T, the expressions for E®) and E® given by (F.4), (F.5) are
substituted into (F.18), (F.19). Closed-form expressions may be found for the three
types of summations that are encountered in these equati.ons, i.e. first the infinite

summation over n

$ (C4r g

~= nl oz

= Eoej"”vk-"—ej"'lg(l + Re""‘"") . (F.20)
wey

=0

n an (3) '
Z (’3 %fn -—E‘oTe"‘"f:—ac”'*’? (F.21)
n=0 T=-h ’

second, the double summation given by

e& n[* -3 (1
> L Z( gy B

k 1
an-zu = EDeJk’y .
n=2

wey k(e — €3)
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[(1 + R)cos k,,-;-‘- +7(1 - R)f;-’-‘-' sin k,,g — e*n }(1 4 Re~i*nhy| (F.22)
22 ‘ o

x " H] an=wv pl3) k
2 " =1 x = hyy LY J"‘sa?
Z:a o ;,1( i =2 BoTelMr Sttt
[cosk,gg- -’E-sink,g- e-f"ﬂ?r], - (F.23)

and third, the summation over the odd values of n -

> (& ) =2 (g )lEl = i"—"k"-—z (F.24)

a=13,5
After some algebra, the system of two equations for the two uﬁkno_wns RandT

reduces to

R {cos k,gg- ~ J pat sin k;g"'l'} + T{~cos k,z"i.'f'j Pe3 sin k,z-g} gkt

2 2
-, h . h _
= ~=COSkzam —J pn sinkyg— (F.25)
2 2
R {-cos kﬂg +J ;i sin kzzg} + T{=p1s cos kzzg +j p12 sin kz2‘g} gitash
= —cos k,z-g - J p12 sin k,'qg _ | (F.26)

and may be solved in a straightforward manner to yield

_ R = (1 - p13) cos k,gh '—.j (pga - pu) sin ]C,,-zk ‘ (F 27)
- (1 + p13) coskaah = j (pa3 + p1a) sin keah .
- 2 ezp(—jkesh) (F.28)

(14 p13) cos keah — j (P23 + p12) sink2h

- which may be cast in the form of (F.9) and (F.10) using Euler’s identities.
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APPENDIX G

HARMONIC CLOSED FORM EXPRESSIONS

In this appendix, we derive closed-form expressions for the infinite hafmonic

summations éncountercd in the theoretical formulation given in Chapter 6.

¢ For the (A) term,

ferdlg & (mer) o
e For the (B) term, |
Feor iy S £ (e 1)) e
 For the (C) term,
5 et (u’)“ - (G3)

n=l,35

In the above, the + signs correspond to the expressions for the bottom and
top interfaces of the strip, respectively. To simplify the notation, let us define the

following trigonometric functions as

h, = sinu(z + v) - (G4)

he = cosu(zx + v) ' ' | (G.5)
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and note that an infinite sum of trigonometric derivatives can be decomposed as

follows : N : :
© g (4 o h, 0 " h,
— L} = - ? n ) - n [
,,Z,.:,az" ( hc) M.OZM( 1%y | ( b ) +"§3'5( 1)’“ (_h‘ ) (G.6)

G.1 Evaluation of the (A) term

For the (A) term, we consider (G.1)

Sl (smven)

I'(n+2) 8z" \ cos u(z + v)

r=xg

- +2 (A)Ml (23]
- “é:?ﬁ(i ) r( +2) ) ( 1) (’lc ) Ty

+ 3 @il ()™ 22y~ 1)[*1( )
. I'(n+ -k,

n=1,3,5 +2) s=a0
S(mY ot DT ) e @)™
- (hc) 5...;20:“1‘( +2)( 1)[91# ( ~h, ) ,g,oi,..ﬁ,sr(nw)( 1]
- n ) I A R YR S ()
- (W)L fme (5t p e
where |
200=n
{2m=n+1' | | (G.7)
Rec'ognizing that |
k41
sing = Z( l)kr‘(;k+2)
z¥*
cosz = g( 1)‘E 2k+1) | (G.8)
we can wrife |
Z:(i )n+2 )"'H il ,sinu(z-il-v) :
oper I‘(n +2) oz~ | cos u(z + v) - o
sin uf‘-z sinu(z + v) (cosu% ~1) cos u(z + v) (G.9)
u costu(z + v) - ¥ u —sinu(z +.") o )
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G.2 Evaluation of the (B) term
Using (G.6) in (G.2) yields

i(ﬂ:l n+32 (E)M’l (- ;)u-l. on=w sinu(z + v)
n=3 ) I‘( n+2) < Z 5;—,_-,—,

cos u(z + v)

=IO 7

£ e 3! 2 (~wt) (=)l )"""( > )

n=2,4,6 I(n+2) &

T=Ty

A n+l '
+ 2 (£1 )Wr(( )+ 2) & 2( w?) (- 1)[‘-5‘“l(u)"-’" (_"; )l - (G.10)

n=3,5,7 F—

After some manipulation, the above may be rewritten as

£ eyl ~ (5?),%1(5)2

=z, V=348 I'(n+2)
(3]

, n+1
¢ (L) Eemrim@nET o

Using the follomng geometnc progression formula [111]

3 aght = D e (G.12)
k=1 . : ‘ '

we obtain

=2,4.6 I(n +2)

=T "

£ o W7 [ (f)’[*’ - 1}

(G.13)

n=|=357

+ h Z ( 1)[%]-1 (L.')M.1 un~
—h, T(nt+2)"

[ 5]
—_—
Y
e je
h —_

A
-l
[ NCER—— |

Substitution from (G.7) into (G.13) yields
1 . ' . ( )ZH-I |
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After some manipulation we may write

| . (")"“ - (]
z(il) " +2)Z Wty :»-‘-’v(h) .

n=2 v=1

=2y

__1__ _ k, sin w% sin u%
wd — y? ke : w u
PEDg .
he cos wk — cosul —1 ' '
+ (_;') u[ 24— -— ]} (G.15)
=Ty

G.3 Evaluation of the (C) term

For the (C) term, the summations used are of the form shown below

i (:l:l)"""" (!‘-)"-H( uz)[] = E(;hl)”"*’l....(:l'im_.( ug),,,_,
n=13,8 ) m=1 r(2 +1)

(£)2m

= Z*( D s
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mz=]

leading to

A n+1 .
2 (2 i () g = ;c;l;(cosug-l). . (G.16)
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