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CHAPTER I

INTRODUCTION

1.1 Motivation and Background

The rapid growth of microwave and millimeter-wave integrated circuit technologies in recent years has initiated a wide range of new planar passive devices with high levels of complexity. These structures are composed of various planar metallic and dielectric components, which are fabricated collectively on the same substrate and are subsequently integrated into a larger circuit containing active devices. Fig. 1.1 shows a typical integrated planar geometry. In microwave and lower millimeter-wave applications, planar circuits are mostly designed in the form of an assembly of microstrip-type, coplanar-waveguide-type or other planar metallized lines and segments, which are printed on a dielectric substrate through an appropriate fabrication process such as lithography. As the operating frequency increases into the higher millimeter-wave and submillimeter-wave regions, dielectric components are needed to substitute their metallic counterparts to avoid substantial conductor losses which would otherwise deteriorate the device performance in these frequency regions. Planar dielectric structures are also of central importance in the field of integrated optics. The electromagnetic characteristics of integrated planar structures often originate from complex field distributions, which do not render themselves to the simple ap-
Figure 1.1: A typical integrated planar microwave structure.
proximate models available for conventional microwave devices. The study of complex
dielectric structures requires a rigorous full-wave analysis with a high degree of ac-
ccuracy and versatility. Due to the lack of exact analytical solutions, this type of
problems demand a robust numerical treatment, which does not suffer from unrealis-
tic approximations. As the complexity of the geometry under study slightly increases,
the approximate methods usually are not even able to provide a crude estimate of the
solution. On the other hand, due to the complex nature of the underlying physical
phenomena, the numerical modeling of integrated structures can easily turn into a
time-consuming and expensive computational task with increasing the size and com-
plexity of the problem. Thus, the availability of rigorous numerical techniques which
rely upon modest computing resources without sacrificing the accuracy is a key factor
in the efficient design of planar devices.

During the past two decades, various approximate and potentially exact meth-
ods for the study of microwave circuit problems have been proposed which can ade-
quately treat a sizable variety of two-dimensional geometries with a moderate degree
numerical techniques for microwave and millimeter-wave structures. Of this diverse
repertory, however, the majority are limited in scope and applicability to 2-D or ex-
tremely simple 3-D problems, and very few have the capability of handling large-scale
problems [12, 13, 14]. In particular, the current trend toward CAD-oriented modeling
calls for flexible methods of a general nature, which can easily adapt to a wide variety
of geometries without major modifications. The general-purpose full-wave techniques
are based on the discretization of the geometry under study into an appropriate mesh,
whereupon a rigorous numerical scheme for the solution of the related boundary-value
problem is implemented. Upon discretization, the original formulation is normally re-
duced to the solution of a linear system of algebraic equations. The accuracy of these techniques largely depends on the fineness of the discretization mesh. Hence, in large and complex problems, especially those involving three-dimensional geometries, to achieve a high degree of accuracy would require a very fine meshing, which in turn introduces a very large number of unknowns. The numerical processing of such big systems can easily exceed the capability of simple workstations and demands large-scale computing resources with huge memory space and fast processors. It might be possible to manage a powerful computer to solve a big and time-consuming problem for validation or visualization purposes, but this approach certainly does not lend itself to the microwave design procedures, which usually involve iterative computations. Another major difficulty arising from large systems is the condition number of underlying matrices, which can severely deteriorate with the increasing size of matrices and may cause serious numerical problems.

The computational difficulties due to the largeness of systems become even more pronounced in the case of open structures, which are of primary interest in the present work. Unlike shielded structures where the numerical modeling is confined to the interior of the enclosing box, for open geometries, the entire unbounded space must be modeled in an accurate and realistic manner. To this end, techniques like finite element and finite difference methods discretize a certain portion of the space surrounding the device under study, and then resort to some type of mesh termination by incorporating an appropriate absorbing boundary condition or placing an artificial absorber around the geometry [15, 16, 17]. In addition to the resulting major increase in the mesh size and hence the intensity of the computational work, the proper implementation of the mesh termination is another critical issue, which can dramatically complicate the numerical modeling of planar microwave devices.
By contrast, another class of full-wave techniques, which are based on the integral formulation of the related boundary value problem, are naturally appropriate for the treatment of open structures. In such techniques, only finite regions of the geometry where there is a substantial wave activity, and not the entire space, are discretized. In the following, we reflect upon this class of techniques in more detail.

1.2 Integral Formulations and The Method of Moments

The integral equation technique is one of the oldest rigorous approaches for the numerical solution of electromagnetic problems [18]. In this technique, an integral equation is derived for an unknown field or current, which is usually sustained in a finite region of the geometry under study. The fields are postulated to be radiated by actual or equivalent sources. The effect of the entire background geometry including the unbounded sections are incorporated into the Green's function of the problem. This function is indeed the solution of the associated boundary value problem due to an elementary point source. Therefore, for the numerical solution of the integral equation, only the finite regions containing the radiating sources need be discretized. This amounts to a significant reduction in the number of unknowns and hence a better numerical efficiency. An attractive feature of integral formulations is that they provide some physical insight into the problem under investigation. This is particularly useful in the study of some special phenomena that are characteristic of open structures such as space and surface wave leakage effects. Pure numerical techniques like those mentioned earlier are naturally deprived of this privilege. However, a major limitation of the integral equation technique is the availability of analytical closed forms or efficient computation schemes for the relevant Green's functions. Yet,
this technique provides a potentially exact full-wave analysis of problems with well-documented Green's functions. Integral-based techniques have been extensively used in the numerical modeling of planar passive microwave structures [5,19-23].

In spite of all the advantages listed above, the application of integral-based techniques has been limited mostly to small-scale or medium-scale electromagnetic problems. For large and complex structures, numerically intensive differential-based techniques such as finite element and finite difference methods have traditionally been preferred. This scenario stems for the most part from the difficulties associated with the numerical implementation of integral formulations for large-scale problems. The numerical solution of the integral equations encountered in electromagnetic problems is usually achieved through the use of method of moments (MoM) [24]. In this method, the unknown field or current is expanded in a set of discrete basis functions. The resulting discretized equations are then tested using a proper scheme such as Galerkin's technique to obtain a system of linear algebraic equations involving the unknown field or current amplitude coefficients. The numerical solution of this linear system leads to determination of the field profile in the entire structure. The characteristic parameters of the device under study are then computed from the field or current distributions. For small- to medium-scale problems with reasonable matrix sizes, this method offers a straightforward and efficient numerical solution. The difficulty arises when the complexity of the geometry and subsequently the number of unknowns increase resulting in very large matrices. The bottleneck is that all conventional types of basis functions traditionally used in the method of moments generate full moment matrices. This is due to the fact that these basis functions interact with each other very strongly and are basically good radiators. Moreover, even though the elements of moment matrices drop in magnitude as one goes away from the diagonal,
the bad condition numbers do not allow for any sort of thresholding. In large-scale problems such as complex 3-D geometries, the storage and manipulation of large, densely populated matrices turns into a formidable or even impossible computational task, which easily rules out the practicality of MoM-based approaches in competition with the sparse differential-based techniques.

In the beginning of the present decade, it was discovered that the wavelet expansion of certain types of integral operators generates highly sparse linear systems [25]. First introduced in the closing years of the last decade, orthonormal wavelet expansions soon began to find a variety of interesting applications in such diverse fields as functional analysis, numerical analysis and signal processing [26, 27, 28, 30, 29, 31]. During the past two years, the concepts of multiresolution analysis theory, which is the mathematical foundation of wavelet expansions, were successfully applied to the numerical solution of a number of electromagnetic problems. It was reported by several researchers including the present author that the use of wavelet expansions in conjunction with the method of moments leads to highly sparse moment matrices [32, 33, 22, 34]. These exciting findings opened new horizons for the application of integral-based techniques to large-scale electromagnetic problems. It was established in effect that the traditional drawback of the method of moments in view of fullness of moment matrices is not an inherent feature of this technique, but it is a direct consequence of the type of basis functions used for the discretization of the underlying integral operators.
1.3 Objectives and Overview

From the discussion of the preceding section, it can be concluded that the applicability of the integral equation technique for the study of complex planar structures is contingent upon developing schemes or tools for effective reduction of the size of moment matrices. This goal may be achieved in two different ways: (1) by formulating novel integral equations which naturally involve smaller numbers of unknowns for a given required accuracy of the solution, or (2) by developing new moment method schemes which do not suffer from the computational deficiencies mentioned earlier. This work explores both of these two possibilities.

The present research effort has produced two major outcomes:

1. A new efficient integral formulation, named the integral transform technique, has been developed which by using higher-order boundary conditions effectively reduces the dimensionality of the relevant boundary-value problem. In this technique, by introducing an appropriate integral transform, equivalent one- or two-dimensional transform-domain integral equations are derived for two- or three-dimensional electromagnetic problems, respectively. This reduction in dimensionality results in a significant reduction in the number of unknowns involved in the numerical solution of the modified integral equations.

2. A novel moment method formulation has been developed which exploits multiresolution expansions constructed based on the newly developed theory of orthonormal wavelets. It has been demonstrated that this approach leads to the generation of highly sparse moment matrices for two- and three-dimensional electromagnetic problems. Although the reported numerical results are mainly concerned with planar microwave structures, the basic methodology is presented
in a very general context, which can easily be applied to other types of electromagnetic problems or even other computational disciplines. The present work is one of the pioneering research efforts in the application of wavelet theory to computational electromagnetics. In particular, the results concerning three-dimensional structures are being reported for the first time to the best knowledge of the author.

The present dissertation has been organized in six chapters and five appendices. In chapter 2, the basic methodology of the integral transform technique for planar dielectric structures is presented. Application of this technique to several two-dimensional dielectric waveguides is illustrated in detail and its numerical implementation through the method of moments is discussed. This chapter is concluded by emphasizing some practical limitations of the integral transform technique, which in reality led us to the second stage of this research effort concerning wavelet-based formulations. Chapter 3 is devoted to a review of multiresolution analysis theory, where the mathematical foundation of wavelet expansions is established. Some of the basic and useful properties of this type of expansions that will be used extensively in later formulations are explored in this chapter. The last two sections of chapter 3 discuss special considerations for the application of multiresolution expansions to electromagnetic problems. Chapter 4 presents a spectral-domain wavelet-based MoM formulation for integrated planar waveguides. Extensive numerical results are presented for a variety of practical waveguide configurations, and comparison is made with other available techniques for the validation of the results. In chapter 5, we develop a space-domain wavelet-based formulation for three-dimensional microwave structures. This formulation takes advantage of a very efficient numerical tool called the fast wavelet algorithm. Due to the large sizes of the problems under study, it is necessary to resort to special sparse
matrix techniques for the treatment of the resulting linear systems. It is shown that the use of the bi-conjugate gradient method for this purpose amounts to a dramatic improvement in the computational efficiency. A 3-D dielectric structure consisting of a rectangular dielectric resonator embedded in the free space and a 3-D metallic structure consisting of a rectangular patch antenna printed over an infinite grounded substrate are studied in detail. Finally, chapter 6 presents a brief summary and conclusion of the entire work, and gives recommendations for future work. Five appendices describe some of the mathematical procedures used in various chapters of this dissertation.
CHAPTER II

AN INTEGRAL TRANSFORM TECHNIQUE FOR PLANAR DIELECTRIC STRUCTURES

2.1 Introduction

Millimeter- and submillimeter-wave integrated circuits are usually made up of several metallic and dielectric planar sections embedded in a layered substrate structure. Depending on the complexity of the geometry, the full-wave analysis of these structures may become a difficult computational task. It should be noted that, unlike metallic strips which are modeled using planar conduction currents, dielectric sections are represented by equivalent volume polarization currents, whose dimensionality is higher than planar currents. In other words, the volume currents require a discretization along the normal to the substrate layers.

In the past, some attempts have been made to derive surface current formulations for dielectric structures. Some of these works are based on equivalence theorems, and make use of equivalent electric and magnetic surface currents defined over an appropriate closed surface [35]. In a recent work, higher-order boundary conditions were employed to formulate an equivalent planar integral equation for shielded dielectric waveguides [36, 37]. In this formulation, the volume polarization current is integrated along the normal direction and the resulting average, which now has
the dimensionality of a planar current, is placed on an appropriate plane inside the region occupied by the dielectric material. This method, which is approximate by nature, provides good results for shielded step-index dielectric waveguides exciting LSE modes, but its application to open structures is limited to very thin dielectric layers. Within this limit, the first few low-order boundary conditions suffice and the inclusion of higher-order ones not only does not improve the results, but introduces spurious non-physical solutions [38].

In this chapter, a two-dimensional integral transform technique is developed for the analysis of open, or closed, planar dielectric waveguides of any size and medium parameters with a piecewise homogeneous layered substrate geometry. This method allows for an arbitrary refractive index profile within the guiding region. Thus, multilayered dielectric strips or embedded channels can easily be accommodated by regarding a piecewise-constant index profile. Although open geometries are of primary interest in this work, shielded structures can also be treated by using the relevant Green’s functions.

The integral transform technique provides a potentially exact formulation of the boundary value problem. First a transform domain is defined by introducing an appropriate integral transform in the direction of the substrate layers. The integral transform is chosen in accordance with the spectral representation of the Green’s function of the substrate structure. Then, using the concept of the equivalent polarization current as a source in the guiding region, new transform-domain vector unknowns are introduced as integral transforms of this volume current with respect to kernels which are specified by the substrate Green’s function. The fields in the source region are expanded along the normal to the substrate layers in a Taylor series at the planar boundaries, where the natural and higher-order boundary conditions are applied.
This leads to the formulation of second-kind Fredholm integral equations of reduced dimensionality for the transform-domain unknowns. Thus, two- or three-dimensional boundary-value problems are reduced to one- or two-dimensional transform-domain integral equations, respectively. For the numerical solution of the reduced integral equations, the method of moments is employed, whereupon the transform-domain unknowns are expanded in a complete set of orthonormal entire-domain basis functions. It is shown that the use of orthogonal Hermite-Gauss functions as the expansion basis proves to be numerically very efficient, and retaining only a few expansion terms leads to very satisfactory results.

In the following, first the general methodology of the two-dimensional integral transform technique is presented in a form that can easily be extended to three-dimensional geometries. Then, the implementation of the method of moments and the choice of basis functions are contemplated. For the validation of the technique, various planar dielectric waveguides are treated, and the numerical results are compared with other methods.

2.2 A Primer on Higher-Order Boundary Conditions

In the methodology which we will develop in this chapter, in order to reduce the dimensionality of integral equations, the electric fields inside dielectric regions are expanded in Taylor series. Integration of such power series can be carried out analytically. Taylor expansions, however, involve field derivatives at the boundaries between dielectric regions and their background media. These derivatives must be related to the fields (and their derivatives) in the exterior regions, where the Green's functions are evaluated. To this end, higher-order boundary conditions are enforced
in conjunction with the Taylor expansions of the fields. Before proceeding to the formulation of reduced integral equations, in this section we present a brief review of these boundary conditions, which relate the electric field and its derivatives across the interface between two dielectric media.

Suppose that the plane $z = 0$ is the interface between dielectric region 1 occupying the half-plane $z < 0$ with relative permittivity $\varepsilon_{r1}$ and dielectric region 2 occupying the half-plane $z > 0$ with relative permittivity $\varepsilon_{r2}$, as shown in Fig. 2.1. The natural (zeroth-order) boundary conditions at $z = 0$ are stated as follows:

$$E^{(2)}(x, y, 0^+) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{\varepsilon_{r1}}{\varepsilon_{r2}} \end{pmatrix} E^{(1)}(x, y, 0^-),$$

where $E^{(i)}(\vec{r})$, $i = 1, 2$, are the electric fields in regions 1 and 2, respectively, and $\vec{r}$ is the position vector. Note that equation (2.1) holds even if the two dielectric media are inhomogeneous, and in this case, one should use the values of $\varepsilon_{r1}$ and $\varepsilon_{r2}$ at $z = 0$. This equation can be differentiated $n$ times with respect to variables $x$ and $y$ to relate the $n$th-order field derivatives across the interface along these directions.
From Maxwell's equations, one can easily derive the first-order boundary conditions along the normal to the interface in the following form:

\[
\frac{\partial}{\partial z} E^{(2)}(x, y, 0^+) = \begin{pmatrix}
\frac{\partial}{\partial z} & 0 & -\delta_{\epsilon} \frac{\partial}{\partial x} \\
0 & \frac{\partial}{\partial z} & -\delta_{\epsilon} \frac{\partial}{\partial y} \\
0 & 0 & \frac{\partial}{\partial z}
\end{pmatrix} \begin{pmatrix}
E^{(1)}(x, y, 0^-)
\end{pmatrix},
\]

(2.2)

where \( \delta_{\epsilon} = 1 - \frac{\varepsilon_1}{\varepsilon_2} \) is the relative index contrast. To derive higher-order boundary conditions, use is made of the wave equation in the two dielectric media, which is written in the following form:

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} + \varepsilon_1 k_0^2 \right) E^{(1)} = 0, \quad z < 0,
\]

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} + \varepsilon_2 k_0^2 \right) E^{(2)} = 0, \quad z > 0.
\]

(2.3)

To relate the \( n \)-th order \( z \)-derivatives of the fields in the two regions, equations (2.3) are differentiated \( (n - 2) \) times with respect to \( z \) and then subtracted from each other.

Introducing the following notations:

\[
S_n^{\nu} = \frac{\partial^n}{\partial z^n} \left( E^{(2)}_{\nu} - E^{(1)}_{\nu} \right), \quad \nu = x, y,
\]

\[
S_n^z = \frac{\partial^n}{\partial z^n} \left( D^{(2)} - D^{(1)} \right),
\]

\[
R_n^{\nu} = \frac{\partial^n}{\partial z^n} E^{(1)}_{\nu}, \quad \nu = x, y,
\]

\[
R_n^z = \frac{\partial^n}{\partial z^n} D^{(1)},
\]

(2.4)

and the differential operator:

\[
D = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \varepsilon_2 k_0^2,
\]

(2.5)
the following recurrence relation is obtained:

\[ S^\mu_n = -\mathcal{D}S^\mu_{n-2} - (\epsilon_{r2} - \epsilon_{r1}) k_0^2 R^\mu_{n-2}, \quad \mu = x, y, z, \ n \geq 2, \]  

(2.6)

with \( S^\mu_0 \) and \( S^\mu_1 \) being known from equations (2.1)-(2.2) (see [37]). In definitions (2.4), \( \mathbf{D}^{(i)}(\mathbf{r}), \ i = 1, 2, \) denote the electric displacement vectors in the two regions, respectively. The solution of equation (2.6) through a recursive procedure leads to the \( n \)-th order boundary condition at \( z = 0 \), which can be expressed in the following dyadic form:

\[ \frac{\partial^n}{\partial z^n} \mathbf{E}^{(2)}(x, y, 0^+) = \bar{\mathbf{L}}_n \cdot \mathbf{E}^{(1)}(x, y, 0^-), \]  

(2.7)

where \( \bar{\mathbf{L}}_n \) is a dyadic differential operator. If we assume that the index profiles of the two dielectric media are constant or very slowly-varying functions in the immediate vicinity of the interface, then \( \bar{\mathbf{L}}_n \) is given by

\[
\bar{\mathbf{L}}_n = \begin{pmatrix}
T_n & 0 & -\theta_n Q_n \frac{\partial}{\partial x} \\
0 & T_n & -\theta_n Q_n \frac{\partial}{\partial y} \\
0 & 0 & T_n + \theta_n Q_n \frac{\partial}{\partial z}
\end{pmatrix}
\]  

(2.8)

where the differential operators \( T_n \) and \( Q_n \) are given by:

\[
T_n = \frac{\partial^n}{\partial z^n} - k_0^2 (\epsilon_{r2} - \epsilon_{r1}) \sum_{l=1}^{[n/2]} (\mathcal{D})^{l-1} \frac{\partial^{n-2l}}{\partial z^{n-2l}},
\]

\[
Q_n = \delta_c (-\mathcal{D})^{[n/2]},
\]

(2.9)

with \( \theta_n = 0 \) for even \( n \), \( \theta_n = 1 \) for odd \( n \), and \([n/2]\) denoting the largest integer less than or equal to \( n/2 \). For index profiles with rapid variations near the interface, \( \bar{\mathbf{L}}_n \) will of course contain derivatives of \( \epsilon_{ri} \).
For fields of exponential form, the dyadic operator of (2.8) reduces to a very simple form. To this end, assume that the electric fields in the two regions have the following spectral plane wave forms in the vicinity of the interface:

$$E^{(i)}(r) = E_0^{(i)} e^{-jk_i \cdot r}, \quad i = 1, 2,$$

(2.10)

where $k_i^2 = k_x^2 + k_y^2 + k_z^2 = \epsilon_{ri} k_0^2$. Then, we have $\mathcal{D} = k_{z2}^2$, the differential operator $T_n$ becomes

$$T_n = (-jk_{z1})^n \left[ 1 + \frac{k_0^2}{k_{z1}^2} (\epsilon_{r2} - \epsilon_{r1}) \sum_{l=0}^{[n/2]} \left( \frac{k_{z2}^2}{k_{z1}^2} \right)^{l-1} \right],$$

and (2.8) reduces to the following form:

$$\vec{L}_n = (-k_{z2}^2)^{[n/2]} \begin{pmatrix}
(-jk_{z1})^{n-2[n/2]} & 0 & jk_{z1}\theta_n\delta_e \\
0 & (-jk_{z1})^{n-2[n/2]} & jk_{y}\theta_n\delta_e \\
0 & 0 & (-jk_{z1})^{n-2[n/2]} - jk_{z1}\theta_n\delta_e
\end{pmatrix}$$

(2.11)

Separating the even and odd orders, and comparing with equations (2.1)-(2.2), it is found that

$$\vec{L}_{2m} = (-k_{z2}^2)^m \vec{L}_0, \quad \vec{L}_{2m+1} = (-k_{z2}^2)^m \vec{L}_1.$$  

(2.12)

In other words, the even- and odd-order boundary conditions are proportional to the zeroth- and first-order conditions, respectively.
2.3 General Methodology

In this section, the two-dimensional integral transform technique is developed for a general class of planar dielectric waveguides. Fig. 2.2 shows the geometry of a \( y \)-directed dielectric waveguide which consists of a finite planar dielectric region of relative permittivity \( \epsilon_{r_2}(r) \), embedded in an infinite, piecewise homogeneous, layered, background structure. The relative permittivity of the substrate layer immediately surrounding the guiding region is denoted by \( \epsilon_{r_1} \). In the geometry of Fig. 2.2, \( y = 0 \) is the waveguide transverse plane, and the domains of the guiding region along the \( x \)- and \( z \)-axes in this plane are denoted by \( D_x \) and \( D_z \), respectively. To include losses, the permittivities are assumed to be complex in general. The background structure can be any layered substrate configuration with or without conducting ground planes, or it can be an enclosed partially-filled waveguide geometry.

We begin with the definition of a generalized integral transform. Given a function \( f(x) \), its integral transform with respect to the kernel \( g(\xi x) \), abbreviated \( g \)-transform, is defined as

\[
\tilde{f}(\xi) = T_g[f(x)] = \int_{C_{\infty}} f(x) g(\xi x) dx,
\]

with the inverse transform

\[
f(x) = T_g^{-1}[\tilde{f}(\xi)] = K_g \int_{C'_{\infty}} \tilde{f}(\xi) g^*(\xi x) d\xi,
\]

where \( K_g \) is a constant depending on the kernel \( g \), \( C_{\infty} \) and \( C'_{\infty} \) are appropriate contours, \( g^* \) denotes the complex conjugate of \( g \), and the integrals are assumed to be convergent [39]. The appropriate \( g \)-transform is chosen in accordance with the geometry of the problem and the Green's function of the background structure. For example, two- or three-dimensional planar geometries with piecewise rectangular cross
Figure 2.2: Geometry of a planar dielectric waveguide embedded in a general layered background structure.
sections prompt one- or two-dimensional Fourier transforms, respectively, while the suitable transform for a three-dimensional planar structure with circular cylindrical symmetry is a generalized Hankel transform. The designated $g$-transform must have a convolution property in the form of:

$$
\int_{\mathbb{C}_\infty} f_1(x') f_2(x-x') dx' \overset{T_{\mathbb{C}}}{\leftrightarrow} K_c \tilde{f}_1(\xi) \tilde{f}_2(\xi),
$$

(2.15)

with a Parseval relation in the following manner:

$$
\int_{\mathbb{C}_\infty} f_1(x) f_2^*(x) dx = K_p \int_{\mathbb{C}_\infty} \tilde{f}_1(\xi) \tilde{f}_2^*(\xi) d\xi,
$$

(2.16)

where $K_c$ and $K_p$ are appropriate constants. Note that depending on the kernel $g$, the integrals of (2.16) may require a proper weight function, which is suppressed here without loss of generality.

Adopting a harmonic time variation of the form $\exp(j\omega t)$, the electric and magnetic fields are expressed as

$$
E(r) = E(x, z)e^{-j\beta y},
$$

$$
H(r) = H(x, z)e^{-j\beta y},
$$

(2.17)

where a propagating mode of propagation constant $\beta$ traveling along the positive $y$-axis has been assumed. Then, Maxwell’s curl equations can be written in the following form:

$$
\nabla \times E(r) = -jk_0 Z_0 H(r),
$$

$$
\nabla \times H(r) = J_p(r) + j\epsilon_{xy} k_0 Y_0 E(r),
$$

(2.18)

where $\nabla$ is the gradient operator, $k_0$ and $Z_0 = 1/Y_0$ are the free-space propagation constant and intrinsic impedance, respectively, and $J_p(r)$ is an equivalent volume
polarization current defined as

\[
J_p(r) = \begin{cases} 
  j k_0 Y_0 \left[ \varepsilon_{r\phi}(r) - \varepsilon_{r\theta} \right] E(r), & r \in V, \\
  0, & \text{elsewhere,}
\end{cases}
\]  

(2.19)

with \( V \) being the volume of the dielectric guiding region. From equations (2.18), one can derive the wave equation for the electric field in the following way:

\[
\nabla \times \nabla \times E(r) - \varepsilon_{rl} k_0^2 E(r) = -j k_0 Z_0 J_p(r)
\]  

(2.20)

along with the boundary conditions of the background structure. Using the dyadic form of Green’s identities, it can be shown that the solution of the differential equation (2.20) in terms of the source function \( J_p(r) \) is given by

\[
E(r) = -j k_0 Z_0 \int \int_V \tilde{G}_e(r \mid r') . J_p(r') \, dv' \\
+ \oint_{S_0} \left\{ [\nabla' \times E(r')] . [\hat{n}' \times \tilde{G}_e^T] - [\hat{n}' \times E(r')] . [\nabla' \times \tilde{G}_e^T] \right\} ds',
\]  

(2.21)

where \( \tilde{G}_e(r \mid r') \) denotes the electric-field dyadic Green’s function of the background structure, \( \tilde{G}_e^T \) is its dyadic transpose, \( \nabla' \) is the gradient operator with respect to the primed coordinates, and \( S_0 \) is the boundary surface with \( \hat{n}' \) being its outward unit normal [40]. In the case of an open geometry, \( S_0 \) is chosen to be a circular cylinder of infinite radius surrounding the waveguide, whereupon the radiation condition forces the surface integral of (2.21) to become zero. For a shielded dielectric waveguide, \( S_0 \) is chosen to coincide with the enclosing metallic structure, where a Dirichlet condition again makes this integral vanish.
Since the waveguide geometry is of infinite extent along the $y$-axis, equation (2.21) can be integrated analytically with respect to $y$. Then, taking a $g$-transform of this equation with respect to the spatial variable $x$, i.e. in the direction of the substrate layers, and in view of property (2.15) of the $g$-transform, the following transform-domain equation is obtained:

$$
\tilde{\bar{E}}(\xi, \beta, z) = -j k_0 Z_0 \int_{D_z} \tilde{\bar{G}}_e(\xi, \beta, z \mid z') \cdot \tilde{\bar{J}}_p(\xi, \beta, z') dz',
$$

(2.22)

where $\tilde{\bar{G}}_e(\xi, \beta, z \mid z')$ denotes the $g$-transform of the two-dimensional dyadic Green's function, with $\xi$ being the transform variable.

The dyadic Green's function of background structures with piecewise homogeneous layered substrate geometries can be found by introducing Sommerfeld potentials or other choices of vector potentials [11]. A general plane-wave spectral eigenfunction expansion is presented in [41] for the Green's function of a planar multilayered medium with an arbitrary number of layers. From an inspection of these Green's functions, it is seen that its $g$-transform in the $p$-th substrate layer outside the source region can be expressed in the following general form:

$$
\tilde{G}_e^p(\xi, \beta, z \mid z') = \sum_{j=1}^{M_p} \Phi_j^p(\xi, \beta, \zeta_p z) h_j(\zeta_b z'),
$$

(2.23)

where $\zeta_p$ and $\zeta_b$ are the complex eigenvalues along the $z$-axis in the $p$-th layer and the layer enclosing the guiding region, respectively, and satisfy the consistency conditions in these layers:

$$
\zeta_q^2 = \xi^2 + \beta^2 - \epsilon_{eq} k_0^2, \quad q = p, b.
$$

(2.24)

Equation (2.23) represents a decomposition of the transform-domain dyadic Green's function into spectral terms which are separable with respect to the observation and source coordinates $z$ and $z'$ normal to the substrate layers. Note that within the
enclosing layer itself, this equation is valid only outside the guiding region, i.e., for \( z \notin D_z \). The number of spectral terms, \( M_p \), may vary from layer to layer, but in the most general case, \( M_p \) equals 2, complying with the primary and secondary source terms in the Sommerfeld representation. \( \Phi_j \) and \( h_j \) are exponential or hyperbolic functions of \( z \) and \( z' \), respectively, with real or complex arguments. The next section provides explicit examples of such a spectral decomposition. For the sake of simplicity, we drop the scripts \( p \) and \( b \) hereinafter.

At this point, we define new transform-domain vector unknowns \( J_{sj} \) in the following manner:

\[
J_{sj}(\xi, \beta) = \int_{C_\infty} \tilde{J}_p(\xi, \beta, z) h_j(\zeta z) dz, \quad j = 1, \ldots, M, \tag{2.25}
\]

which are indeed two-dimensional integral transforms of the volume polarization current \( J_p(\mathbf{r}) \), including a \( g \)-transform in the \( x \) direction and another generalized integral transform in the \( y \) direction with respect to the kernels \( h_j(\zeta z) \). To ensure the convergence of the integrals in equation (2.25), special care must be taken in defining the functions \( h_j \) of the spectral decomposition (2.23). Outside the guiding region, equation (2.22) now becomes

\[
\tilde{E}(\xi, \beta, z) = -jk_0 Z_0 \sum_{j=1}^{M} \Phi_j(\xi, \beta, \zeta z) \cdot J_{sj}(\xi, \beta), \quad z \notin D_z. \tag{2.26}
\]

The fields in the guiding region and its enclosing or neighboring layers are related through the boundary conditions at the planar interface between these regions. In the guiding region, we expand the transformed electric field \( \tilde{E}(\xi, \beta, z) \) in a Taylor series with respect to \( z \) about its value at its boundary. To ensure the convergence of the Taylor expansion, the guiding region is partitioned in the \( z \) direction into subregions \( D_{z1}, D_{z2}, \ldots \), separated by planar boundaries at \( z = z_0, z_1, \ldots \), within
which the electric field is continuous with respect to $z$ and has the following expansion:

$$
\tilde{E}(\xi, \beta, z) = \sum_{n=0}^{\infty} \frac{(z - z_k)^n}{n!} \frac{\partial^n}{\partial z^n} \tilde{E}(\xi, \beta, z_k), \quad z \in \mathcal{D}_{z,k+1}, \; k = 0, 1, \ldots
$$

(2.27)

In the case of multilayered strips or channels, more than one Taylor expansion may be needed. Here, the refractive index profile of the guiding region is assumed to be a continuous function of $z$ over the entire $\mathcal{D}_z$, and the electric field is expanded in a single Taylor series at $z = z_0 = 0$. Note that even in the absence of any field discontinuity inside the guiding region, the convergence of the Taylor expansion must be verified. For all of the structures studied in the present work, this single expansion is valid for slab thicknesses of up to several free-space wavelengths, i.e. much larger than the practical values. Even for thicker dielectric regions, the convergence of Taylor expansions can be ensured by partitioning the region into several subregions. The higher-order derivatives appearing in (2.27) can now be related to the transformed electric field and its $z$ derivatives just outside the guiding region in the enclosing layer via higher-order boundary conditions, which can be written in the following dyadic form:

$$
\frac{\partial^n}{\partial z^n} \tilde{E}(\xi, \beta, 0^+) = \bar{L}_n \cdot \bar{E}(\xi, \beta, 0^-).
$$

(2.28)

In view of equations (2.26)-(2.28), the $g$-transform of the electric field in the guiding region is then expressed in terms of the transform-domain unknowns in the following form:

$$
\tilde{E}(\xi, \beta, z) = -jk_0 Z_0 \sum_{n=0}^{\infty} \sum_{j=1}^{M} \frac{z^n}{n!} \bar{L}_n \cdot \bar{\Phi}_j(\xi, \beta, 0^-) \cdot J_{aj}(\xi, \beta), \quad z \in \mathcal{D}_z.
$$

(2.29)
The volume polarization current and the electric field inside the guiding region are related in the space domain via definition (2.19). To relate the \( g \)-transforms of these quantities, use is made of the properties of the \( g \)-transform as outlined in the beginning of this section. Since \( J_p(x, y, z) = 0 \) for \( x \notin D_x \) and \( z \notin D_z \), one can write:

\[
\vec{J}_p(\xi, \beta, z) = jk_0 Y_0 \int_{C_{\infty}} S(\xi, \xi', z) \vec{E}(\xi', \beta, z) d\xi',
\]

where the kernel \( S(\xi, \xi', z) \) is given by

\[
S(\xi, \xi', z) = K_p \int_{D_x} \left[ \epsilon_{rg}(x, z) - \epsilon_{rb} \right] g(\xi x) g^*(\xi' x) dx.
\]

Finally in view of (2.25) and (2.29)-(2.31), the following system of coupled integral equations are obtained:

\[
J_{si}(\xi) = \sum_{j=1}^{M} \int_{C_{\infty}} \vec{G}^t_{ij}(\xi | \xi') \cdot J_{sj}(\xi') d\xi', \quad i = 1, \ldots, M,
\]

where the \( \beta \)-dependence has been dropped for convenience, and \( \vec{G}^t_{ij}(\xi | \xi') \) are modified transform-domain dyadic Green's functions given by

\[
\vec{G}^t_{ij}(\xi | \xi') = k_0^2 \sum_{n=0}^{\infty} \mathcal{R}_n^i(\xi, \xi', \beta) \vec{L}_n \cdot \vec{F}_j(\xi', \beta, 0),
\]

with \( \mathcal{R}_n^i(\xi, \xi', \beta) \) being analytical integrals of known functions given by

\[
\mathcal{R}_n^i(\xi, \xi', \beta) = \int_{D_z} S(\xi, \xi', z) h_i(\xi z) \frac{z^n}{n!} dz.
\]

Equation (2.32) represents a system of one-dimensional second-kind Fredholm integral equations for the transform-domain unknowns \( J_{sj}(\xi) \). This system provides an exact one-dimensional formulation of the related two-dimensional boundary-value problem in the transform domain. Using a proper numerical technique such as the method of moments, one can reduce this system to a matrix eigenvalue problem,
from which the propagation constant $\beta$ of the waveguide is found. The field distribution inside and outside the guiding region can then be computed by taking inverse $g$-transforms of (2.29) and (2.26), respectively. As mentioned earlier, in the most general case, we have a system of two coupled one-dimensional integral equations. The numerical treatment of such a system is by far simpler than the two-dimensional integral equations of conventional space-domain formulations.

2.4 The Modified Green’s Functions

It is important to note that due to the inclusion of all Taylor expansion terms, the modified Green’s functions of (2.33) contain infinite summations. If analytical expressions can be found for the integrals $\mathcal{R}_n$, then the infinite summations can be rearranged and converted into known series expansions, and subsequently, closed-form expressions for the modified Green’s functions can be derived. In many two and three-dimensional practical waveguide structures, the guiding region is made up of one or more rectangular dielectric regions with a uniform index profile all over the cross section, i.e. $\epsilon_{rg}(r) = \epsilon_{rg}$. For such geometries, the appropriate integral transform in the $x$ direction is naturally a Fourier transform with $g(\xi x) = \exp(j\xi x)$.

An inspection of equations (2.31) and (2.34) reveals that the infinite summations encountered in the modified Green’s functions depend only on the guiding region and not on the geometry of the substrate structure. This implies that many planar dielectric structures share the same infinite summations, whose conversion into closed forms can be a tedious analytical task. Therefore, this section is devoted to the derivation of closed-form expressions for the modified dyadic Green’s functions of a generic rectangular uniform guiding region.
For an open layered background geometry, the spectral decomposition (2.23) of the dyadic Green's function can be expressed in terms of the following constituent functions:

\[ \Phi^\pm (\xi, \beta, \zeta z) = \Phi^\pm (\xi, \beta) e^{\mp \zeta z}, \]  
\[ (2.35) \]

and

\[ h^\pm (\zeta z') = e^{\pm \zeta b z'}, \]  
\[ (2.36) \]

where \( \zeta_b \) and \( \zeta_s \) are the \( z \)-directed eigenvalues in the background layer enclosing the guiding region and a neighboring substrate layer, respectively, and satisfy equation (2.24). The spectral dyadic functions \( \Phi^\pm (\xi) \) depend on the substrate configuration. The dyadic differential operator \( \mathbf{L}_n \) in this case reduces to the following form:

\[ \mathbf{L}_n(\xi) = \zeta_g^{2[n/2]} \mathbf{L}_{n-2[n/2]}(\xi), \quad n \geq 2, \]  
\[ (2.37) \]

with \( \mathbf{L}_0 \) and \( \mathbf{L}_1 \) depending on the substrate geometry, and \( \zeta_g \) being the \( z \)-directed eigenvalue in the guiding region. Assuming a rectangular guiding region of dimensions \( a \times b \) with a constant permittivity \( \varepsilon_{rg} \), the integrals \( \mathcal{R}_n \) of (2.34) can then be written as the product of two separate functions:

\[ S(\xi, \xi') = (\varepsilon_{rg} - \varepsilon_{rb}) \frac{\sin(\xi - \xi') a/2}{\pi (\xi - \xi')}, \]  
\[ (2.38) \]

and

\[ \mathcal{R}_n^\pm (\xi) = \int_0^b e^{\pm \zeta_b z} \frac{z^n}{n!} dz \]

\[ = (\mp \zeta_b)^{-n-1} \left\{ 1 - e^{\pm \zeta_b b} \sum_{l=0}^{n} \frac{(t \zeta_b b)^l}{l!} \right\}. \]  
\[ (2.39) \]
Now, the modified Green’s functions can be written the following form:

\[
\bar{G}^{i,j}_{ij}(\xi | \xi') = S(\xi, \xi') \left[ \psi^i_0(\xi, \xi') \bar{A}^j_0(\xi') + \psi^i_1(\xi, \xi') \bar{A}^j_1(\xi') \right],
\]

(2.40)

where

\[
\psi^i_k(\xi, \xi') = \sum_{m=0}^{\infty} \zeta^{'2m}_k \mathcal{R}_{2m+k}^\pm(\xi), \quad k = 0, 1,
\]

(2.41)

and

\[
\bar{A}^j_k(\xi') = k_0^2 \bar{L}_k(\xi') \Phi^\pm(\xi'), \quad k = 0, 1,
\]

(2.42)

with \(i, j = 1, 2\), and the values 1 and 2 of the indices \(i\) and \(j\) corresponding to the + and − signs, respectively.

In view of equations (2.39) and (2.41), it can be shown that the functions \(\psi^i_k\) involve the following infinite sums:

\[
\Sigma_1 = \lim_{M \to \infty} \sum_{m=0}^{M-1} \left( \frac{\zeta_2}{\zeta_1} \right)^{2m}
\]

\[
= \frac{\zeta_1^2}{\zeta_1^2 - \zeta_2^2} \left[ 1 - \left( \frac{\zeta_2}{\zeta_1} \right)^{2M} \right],
\]

\[
\Sigma_2 = \lim_{M \to \infty} \sum_{m=0}^{M-1} \sum_{l=0}^{2m} \binom{2m}{l} \frac{(\zeta_1 b)^l}{l!}
\]

\[
= \frac{\zeta_1^2}{\zeta_1^2 - \zeta_2^2} \left[ \cosh(\zeta_2 b) + \frac{\zeta_2}{\zeta_1} \sinh(\zeta_2 b) - e^{\zeta_1 b} \left( \frac{\zeta_2}{\zeta_1} \right)^{2M} \right],
\]

\[
\Sigma_3 = \lim_{M \to \infty} \sum_{m=0}^{M-1} \sum_{l=0}^{2m+1} \binom{2m+1}{l} \frac{(\zeta_1 b)^l}{l!}
\]

\[
= \frac{\zeta_1^2}{\zeta_1^2 - \zeta_2^2} \left[ \cosh(\zeta_2 b) + \frac{\zeta_1}{\zeta_2} \sinh(\zeta_2 b) - e^{\zeta_1 b} \left( \frac{\zeta_2}{\zeta_1} \right)^{2M} \right].
\]

(2.43)
Here, a limiting process has been invoked to ensure the convergence of the infinite sums for any possible range of the parameters. Setting \( \zeta_1 = \pm \zeta_b \), \( \zeta_2 = \zeta'_b \), and using the above expansions with \( M \to \infty \), the following expressions for \( \psi^i_k \) are obtained:

\[
\psi^0_i(\xi,\xi') = \frac{\mp \zeta_b}{\zeta_b^2 - \zeta'_b^2} \left\{ 1 - \left( \cosh \frac{\zeta'_b b}{\zeta_b} \mp \zeta'_b \sinh \frac{\zeta'_b b}{\zeta_b} \right) e^{\pm \zeta \nu b} \right\},
\]

\[
\psi^i_i(\xi,\xi') = \frac{1}{\zeta_b^2 - \zeta'_b^2} \left\{ 1 - \left( \cosh \frac{\zeta'_b b}{\zeta_b} \mp \frac{\zeta_b}{\zeta'_b} \sinh \frac{\zeta'_b b}{\zeta_b} \right) e^{\pm \zeta \nu b} \right\}.
\]

Equation (2.40) along with (2.42) and (2.44) give explicit closed-form expressions for the modified transform-domain Green's functions of an open planar dielectric waveguide with a rectangular homogeneous guiding region and an arbitrary layered substrate geometry. Note that the complexity of the substrate structure manifests itself through the spectral functions \( \bar{\Phi}^{\pm}(\xi) \), appearing only in \( \bar{A}^j_k \), and the functions \( \psi^i_k \) containing the infinite summations are independent of the substrate geometry. In the remainder of this section, we examine the dyadic functions \( \bar{A}^j_k \) for a number of interesting practical waveguides. However, before proceeding to this task, first we study two special cases.

By letting \( a \to \infty \), the dielectric waveguide of Fig. 2.2 reduces to a one-dimensional layered geometry with infinite extent along the \( x \) and \( y \) directions. In this case, equation (2.38) approaches the following limit:

\[
\lim_{a \to \infty} \mathcal{S}(\xi,\xi') = (\varepsilon_{yg} - \varepsilon_{rb}) \delta(\xi - \xi'),
\]

and the integral equations reduce to decoupled transcendental algebraic equations, which give the exact eigenvalues of the TE and TM modes of the one-dimensional infinite dielectric layer.
The next special case is when the guiding region is embedded in an infinite or semi-infinite cover medium. The latter case also includes a waveguide resting on the interface between a layered substrate structure and an infinite half-space. In such geometries, the equivalent polarization currents (sources) lie in an unbounded medium. Then, the Fourier transform of the dyadic Green's function of the background geometry, inside the substrate layer neighboring the interface, consists of a single spectral term with the constituent function $\Phi^-_c(\xi, \beta, \zeta_s z)$ and $h^-_c(\zeta_s z')$ defined by (2.35)-(2.36), where $\zeta_c$ and $\zeta_s$ are the $z$-directed eigenvalues in the cover medium and the neighboring substrate layer, respectively. Therefore, $\mathcal{M} = 1$, and the system of integral equations (2.32) reduces to a single integral equation given by

$$J_s(\xi) = \int_{-\infty}^{\infty} \tilde{G}'(\xi | \xi'). J_s(\xi') d\xi',$$  \hspace{1cm} (2.46)

where the transform-domain unknown $J_s(\xi)$ is defined in the following manner:

$$J_s(\xi) = \int_{-\infty}^{\infty} \tilde{J}_p(\xi, \beta, z) e^{-\zeta_c z} dz.$$  \hspace{1cm} (2.47)

Thus, the $h$-transform in the $z$ direction for this geometry is a bilateral Laplace transform. All of the geometries considered in the remainder of this section fall into this special class.

### 2.4.1 Dielectric Slab Waveguide

The first example considered is a rectangular homogeneous dielectric slab of relative permittivity $\varepsilon_{rg}$, which is immersed in an unbounded cover medium of relative permittivity $\varepsilon_{rc}$. From an inspection of the free-space Green's function given in appendix A, it is seen that the dyadic function $\tilde{\Phi}$ for $z < 0$ is given by

$$\tilde{\Phi}(\xi, \beta, \zeta_c z) = \tilde{D}^-(\xi, \beta, \varepsilon_{rc}) \frac{e^{\xi_c z}}{2\zeta_c},$$  \hspace{1cm} (2.48)
where the spectral function \( \tilde{D}^- (\xi, \beta, \epsilon_{rc}) \) is defined by equation (A.11). In this case, the modified Green's function is given by equation (2.40) with \( i = j = 2 \). The functions \( \psi_0 \) and \( \psi_1 \) are given by (2.44) with the lower signs, and the dyadic functions \( \tilde{A}_0 \) and \( \tilde{A}_1 \) reduce to the following forms:

\[
\tilde{A}_0 (\xi') = \frac{1}{2 \zeta_c} \begin{pmatrix}
  k_0^2 - \xi^2 / \epsilon_{rc} & -\xi' \beta / \epsilon_{rc} & -j \xi' \zeta_c / \epsilon_{rc} \\
  -\xi' \beta / \epsilon_{rc} & k_0^2 - \beta^2 / \epsilon_{rc} & -j \beta \zeta_c / \epsilon_{rc} \\
  -j \xi' \zeta_c / \epsilon_{rg} & -j \beta \zeta_c / \epsilon_{rg} & (\xi'^2 + \beta^2) / \epsilon_{rg}
\end{pmatrix}
\]

\[
\tilde{A}_1 (\xi') = \frac{1}{2} \begin{pmatrix}
  k_0^2 - \xi^2 / \epsilon_{rg} & -\xi' \beta / \epsilon_{rg} & -j \xi' \zeta_{rg}^2 / (\epsilon_{rg} \zeta_c) \\
  -\xi' \beta / \epsilon_{rg} & k_0^2 - \beta^2 / \epsilon_{rg} & -j \beta \zeta_{rg}^2 / (\epsilon_{rg} \zeta_c) \\
  -j \xi' \zeta_c / \epsilon_{rc} & -j \beta \zeta_c / \epsilon_{rc} & (\xi'^2 + \beta^2) / \epsilon_{rc}
\end{pmatrix}
\]

(2.49)

### 2.4.2 Dielectric Strip Waveguide

The next example considered in this section is a dielectric strip waveguide consisting of a rectangular uniform slab of dimensions \( a \times b \) and relative permittivity \( \epsilon_{rg} \), resting over a single-layer conductor-backed substrate of thickness \( d \) and relative permittivity \( \epsilon_{rs} \). The geometry of the waveguide is shown in Fig. 2.3, where the ground plane is located at \( z = -d \). In view of the Fourier transform of the Green's function of this background geometry, as given in appendix A, the dyadic function \( \tilde{\Phi} \) for \( z < 0 \) can be written in the following form:

\[
\tilde{\Phi} (\xi, \beta, \zeta_{sz}) = \frac{1}{2} \tilde{D}^+ (\xi, \beta, \epsilon_{rs}) \cdot \tilde{g}^+ (\xi, \beta) e^{-\zeta_c (z+d)}
\]

\[
+ \frac{1}{2} \tilde{D}^- (\xi, \beta, \epsilon_{rs}) \cdot \tilde{g}^- (\xi, \beta) e^{\zeta_c (z+d)},
\]

(2.50)
where the spectral functions \( \mathbf{\overline{D}}^\pm(\xi, \beta, \epsilon_{rs}) \) are defined by equation (A.11), and the dyadic functions \( \mathbf{\overline{g}}^\pm(\xi, \beta) \) are given by

\[
\mathbf{\overline{g}}^\pm(\xi, \beta) = \begin{pmatrix}
\frac{-j\xi}{D_{TE} \sinh \zeta_d} & 0 & 0 \\
0 & \frac{-j\xi}{D_{TE} \sinh \zeta_d} & 0 \\
\frac{-j\beta(\epsilon_{rs} - \epsilon_{re})}{D_{TE} D_{TM} \cosh \zeta_d} & \frac{-j\beta(\epsilon_{rs} - \epsilon_{re})}{D_{TE} D_{TM} \cosh \zeta_d} & \frac{\epsilon_{rs}}{D_{TM} \cosh \zeta_d}
\end{pmatrix}
\]

with \( D_{TE} \) and \( D_{TM} \) defined by (A.18). In this case, the dyadic functions \( \mathbf{\overline{A}}_0 \) and \( \mathbf{\overline{A}}_1 \) reduce to the following form:

\[
\mathbf{\overline{A}}_k(\xi') = \frac{1}{2} k_0^2 \mathbf{\overline{L}}_k^+ : \mathbf{\overline{D}}^+ \cdot \mathbf{\overline{g}}^+ e^{-\zeta_d} + \frac{1}{2} k_0^2 \mathbf{\overline{L}}_k^- : \mathbf{\overline{D}}^- \cdot \mathbf{\overline{g}}^- e^{\zeta_d}, \quad k = 0, 1,
\]

where \( \mathbf{\overline{L}}_k^0, k = 0, 1 \) are the zeroth- and first-order dyadic boundary conditions given by

\[
\mathbf{\overline{L}}_0^\pm(\xi') = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \frac{\epsilon_{rs}}{\epsilon_{rg}}
\end{pmatrix}
\]
\[ \bar{L}^\pm_1(\xi') = \begin{pmatrix} \mp \zeta'_s & j \xi'(1 - \frac{\varepsilon_{xx}}{\varepsilon_{rr}}) \\ 0 & \mp \zeta'_s & j \beta(1 - \frac{\varepsilon_{rr}}{\varepsilon_{xx}}) \\ 0 & 0 & \mp \zeta'_s \end{pmatrix} \]  
(2.53)

As expected, the expressions for \( \bar{A}_0 \) and \( \bar{A}_1 \) are quite complicated, and this complexity continues to grow as the number of substrate layers are increased.

### 2.4.3 Leaky Dielectric Waveguides

The dielectric strip waveguide of Fig. 2.3 and other similar dielectric structures with an infinite layered substrate geometry are capable of supporting leaky modes. These modes deliver energy away from the axis of the waveguide. As a result, even in the case of completely lossless dielectric materials and perfectly conducting grounds, the propagation constant of the mode becomes a complex number, implying wave attenuation in the direction of propagation [42, 43]. It has been shown that if the propagation constant of the waveguide structure is less than that of a substrate mode, then energy leaks from the guiding region into the infinite substrate. Since background structures such as the single-layer conductor-backed substrate of Fig. 2.3 always support at least one surface wave mode with a zero cut-off, there is a good chance of encountering a leaky mode in this type of structures. In this section, we limit our attention to the dielectric strip waveguide of Fig. 2.3 and only consider leakage to the surface wave modes of the background geometry.

The mathematical emergence of surface leaky modes can be attributed to the
behavior of the surface wave poles of the Green's functions of the structure. These poles are the roots of the following characteristic equations:

\[ D_{TM}(\xi, \beta) = 0, \]
\[ D_{TE}(\xi, \beta) = 0, \]

(2.54)

where \( D_{TM} \) and \( D_{TE} \) are defined in (A.18). These poles are also identical to the TM and TE eigenvalues of an infinite conductor-backed dielectric layer (see appendix A). This infinite geometry has a dominant mode of TM_0 with a zero cut-off. Therefore, the non-leaky modes of the dielectric strip waveguide of Fig. 2.3 are characterized by the following condition:

\[ \beta > \beta_{TM_0}^2, \]

(2.55)

where \( \beta_{TM_0}^2 \) is the propagation constant of the substrate dominant mode [44]. In this case, it can be shown that the surface wave poles all lie on the imaginary axis, and the real-axis integration of the Sommerfeld integrals can be carried out without any difficulty. However, when \( \beta \leq \beta_{TM_0}^2 \), the surface-wave poles begin to migrate toward the real axis, as shown in Fig. 2.4. The number of real-axis poles is determined by the number of the substrate surface wave modes whose propagation constants are larger than \( \beta \). To account for the wave attenuation along the waveguide axis, a small imaginary part is added to the waveguide propagation constant \( (\beta \rightarrow \beta - j\alpha) \). This causes an expulsion of the leaky poles off the real axis and into the complex plane. The direction of expulsion is chosen so as to satisfy the radiation condition. Now, the integration contour must be properly deformed to enclose the leaky surface wave poles. Note that all those surface wave poles in the complex plane, for which \( \beta^* < \text{Re}(\beta) \), are ignored in the course of contour deformation. Fig. 2.4 shows a deformed integration contour for a typical leaky strip waveguide.
Figure 2.4: Contour deformation in the complex plane for leaky dielectric waveguides.
From equations (2.51) and (2.52), it is seen that the TM and TE surface wave poles of the substrate geometry appear in the spectral dyadic functions $\tilde{A}_0$ and $\tilde{A}_1$. The real-axis integration of these functions is carried out by using the technique of extraction of singularities, which is discussed in appendix B.

2.4.4 Coupled Dielectric Waveguides

The general methodology developed in section 2.3 is based on an arbitrary refractive index profile within the guiding region of the planar structure. By considering a piecewise-constant index profile along the $x$ direction, we can easily extend the results of the preceding section to coupled coplanar dielectric waveguides. Here again we assume a uniform index profile along the $z$-axis; in other words, $\epsilon_{rg}(r) = \epsilon_{rg}(x)$. In this case, $S(\xi, \xi', z)$ of (2.31) reduces to a convolutional kernel $S(\xi - \xi')$, independent of $z$, with $S(\xi)$ given by the following Fourier transform:

$$S(\xi) = \frac{1}{2\pi} \mathcal{F} \{ [\epsilon_{rg}(x) - \epsilon_{rc}] p_{Dz}(x) \}, \tag{2.56}$$

where $p_{Dz}(x)$ is the characteristic function of domain $D_z$, defined to have unit magnitude over this domain and vanish outside it. Now consider an array of $N = 2N'$ coplanar, rectangular, homogeneous, dielectric slabs or strips of dimensions $a \times b$, as shown in Fig. 2.5, which are uniformly spaced along the $x$-axis and separated from each other by a distance $s$. The guiding region of this structure can be regarded as a single rectangular region of dimensions $[(N-1)s + a] \times b$ embedded in the background geometry and with the following piecewise-constant index profile:

$$\epsilon_{rg}(x) = \begin{cases} 
\epsilon_{rg}, & x \pm (2k-1)s/2 < a/2, \quad k = 1, \ldots, N', \\
\epsilon_{rc}, & \text{elsewhere.}
\end{cases} \tag{2.57}$$
Figure 2.5: Geometry of an array of coplanar dielectric waveguides.

In view of (2.56)-(2.57) and the trigonometric identity:

\[ \sum_{k=1}^{N'} \cos(2k-1)\theta = \frac{\sin 2N'\theta}{2 \sin \theta}, \]  

(2.58)

the function \( S_a(\xi, \xi') \) associated with the waveguide array can be expressed as the following product:

\[ S_a(\xi, \xi') = S_e(\xi, \xi') F_a(\xi, \xi'), \]  

(2.59)

where \( S_e(\xi, \xi') \) is the \( S \)-function of a single element given by (2.38), and \( F_a(\xi, \xi') \) is an array factor given by

\[ F_a(\xi, \xi') = \frac{\sin(\xi - \xi') N s/2}{\sin(\xi - \xi') s/2}. \]  

(2.60)

Thus, the two-dimensional problem of an array of dielectric waveguides reduces again to the one-dimensional integral equation (2.46), with exactly the same modified Green's function except for the \( S \)-function now given by (2.59).

A special case of the array discussed above is a coupled dielectric waveguide with \( N = 2 \). This structure, which is of central importance in the design of submillimeter-
wave and optical directional couplers, supports symmetric and antisymmetric propagating modes. In this case, the array factor \( F_a(\xi, \xi') \) reduces to

\[ F_a(\xi, \xi') = 2 \cos(\xi - \xi')s/2. \]  \hfill (2.61)

2.5 Numerical Solution Using the Method of Moments

The system of the reduced one-dimensional integral equations derived in section 2.3 is now solved numerically using the method of moments to determine the transform-domain unknowns \( J_s, \) and subsequently the field distribution in the structure. It was seen in section 2.4 that for many practical structures, the system of integral equations reduces to a single equation given by (2.46). To simplify the notation, we will limit our attention to this very case in the remainder of this chapter. To implement the method of moments, the transform-domain unknown is expanded in an appropriate complete orthonormal basis \( \{f_n(\xi)\}_{n=1,2,...} \) in the following manner:

\[ J_s(\xi) = \sum_{n=1}^{N} a_n f_n(\xi). \]  \hfill (2.62)

Then, by applying the Galerkin technique for testing, the following system of linear matrix equations are obtained:

\[ \sum_{n=1}^{N} \tilde{K}_{mn} \cdot a_n = 0, \quad m = 1, \ldots, N, \]  \hfill (2.63)

where

\[ \tilde{K}_{mn} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_m(\xi) \tilde{G}'(\xi | \xi') f_n(\xi') d\xi d\xi' - \delta_{mn} \tilde{I}, \]  \hfill (2.64)

with \( \delta_{mn} \) being the Kronecker delta. The propagation constant \( \beta \) of the waveguide is found by solving the following characteristic equation:

\[ \det \left( [\tilde{K}(\beta)] \right) = 0. \]  \hfill (2.65)
The proper choice of the expansion basis in a moment method solution depends mainly on the boundary conditions of the problem. In two-dimensional space-domain formulations, either the polarization current or the electric field inside the guiding region is discretized by use of a suitable subsectional basis, which explicitly delineates the boundaries of the guiding region. In the integral transform technique, the geometry of the guiding region including its domains $D_x$ and $D_z$ and the relevant boundary conditions are directly incorporated into the modified transform-domain Green's functions. Therefore, for the expansion of the transform-domain unknowns, one requires a complete orthonormal basis which provides a good approximation of $J_s(\xi)$ in the $\xi$-domain. To examine the functional behavior of the transform-domain unknown, definition (2.47) is rewritten in the following manner:

$$J_s(\xi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J_p(x, z) e^{i\xi x - \sqrt{\xi^2 + \sigma^2} z} \, dx \, dz,$$

(2.66)

where $\sigma^2 = \beta^2 - \epsilon_{rc} k_0^2$. It is not difficult to show that the inverse Fourier transform of (2.66) is given by

$$J_s(x) = F^{-1}[J_s(\xi)]$$

$$= \frac{\sigma}{\pi} \int_{-a/2}^{a/2} \int_{-b}^{b} \frac{K_1(\sigma[(x-x')^2 + z'^2]^{1/2})}{[(x-x')^2 + z'^2]^{1/2}} J_p(x', z') \, dx' \, dz',$$

(2.67)

where $K_1(x)$ is the first-order modified Bessel function of the second kind. Fig. 2.6 shows typical normalized components of $J_s(\xi)$ and its inverse Fourier transform $J_s(x)$ for a single slab and two coupled slabs of rectangular cross sections, assuming a uniform polarization current of unit magnitude and a prescribed value of $\beta$. It is seen that $J_s$ extends over the entire real line but decays rapidly in both $\xi$- and $x$-domains.
<table>
<thead>
<tr>
<th>Geometry</th>
<th>$J_a(\xi)$</th>
<th>$J_a(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a single rectangular slab</td>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
</tr>
<tr>
<td>two coupled rectangular slabs</td>
<td><img src="image3" alt="Graph" /></td>
<td><img src="image4" alt="Graph" /></td>
</tr>
</tbody>
</table>

Figure 2.6: A typical component of the transform-domain unknown $J_a(\xi)$ and its inverse Fourier transform.
In the latter domain, $J_\Phi(x)$ indeed extends well beyond the boundaries of the guiding region. The rapid decay in this domain can be attributed to the convolution with the modified Bessel function.

Thus, for the expansion of $J_\Phi(\xi)$ in the $\xi$-domain, we need a complete orthonormal set of entire-domain basis functions, which span the space of square-integrable functions $L^2(\mathbb{R})$. In the meanwhile, the right candidate must be well localized in both transform and space domains with sufficient decay properties. Another consideration in the choice of the basis functions comes from the fact that the integral transform technique makes use of higher-order boundary conditions where the fields undergo abrupt discontinuities. In order to avoid non-physical solutions due to singular field derivatives, an entire-domain basis with sufficient smoothness is required that can replace the abrupt discontinuities by smooth transitions with any degree of accuracy. Considering all these requirements, the set of orthogonal Hermite-Gauss functions has been chosen as an expansion basis for this problem. These functions are defined in the following manner:

$$\mathcal{H}_n(x) = M_n e^{-x^2/2} H_n(x), \quad n = 0, 1, \ldots, \quad (2.68)$$

where $H_n(x)$, $n = 0, 1, \ldots$ are the Hermite orthonormal polynomials [45], and $M_n$ is a normalization factor. These functions are the exact eigensolutions of the wave equation in a medium with an untruncated parabolic refractive index profile [46]. The first four Hermite-Gauss functions are depicted in Fig. 2.7. They exhibit an oscillatory behavior in the vicinity of the origin and rapidly decay outside this region. Moreover, $\mathcal{H}_n(-x) = (-1)^n \mathcal{H}_n(x)$. The recurrence relation for these orthonormal functions is given by

$$\mathcal{H}_{n+1} = x \sqrt{\frac{2}{n+1}} H_n - \sqrt{\frac{n}{n+1}} H_{n-1}, \quad n \geq 1, \quad (2.69)$$
with $H_{-1}(x) = 0$, and $H_0(x) = \pi^{-1/4}$. This particular normalization has been adopted to avoid the computer overflow error for large $n$ [47]. An interesting property of Hermite-Gauss functions is that their Fourier transforms are also Hermite-Gaussian:

$$
    \mathcal{H}_n(x) \longleftrightarrow \sqrt{2\pi} j^n \mathcal{H}_n(\xi). \quad (2.70)
$$

In order to obtain a reasonable approximation of $J_s(\xi)$ given a fixed number of the basis functions, one should scale the Hermite-Gauss functions appropriately. Introducing a scaling parameter $d_0$, expansion (2.62) can be written in the following form:

$$
    J_s(\xi) = \sum_{n=0}^{N} a_n \sqrt{d_0} \mathcal{H}_n(\xi d_0). \quad (2.71)
$$

The Galerkin technique guarantees the convergence of the solution for a sufficiently large number of expansion terms. Yet, to increase the numerical efficiency, the parameter $d_0$ can be properly optimized [48]. The intuitive choice of $d_0 = a/2$ usually
leads to fast convergence. Note that since in most practical waveguide configurations, the guiding region(s) is(are) symmetric with respect to \( x = 0 \), these structures support propagating modes whose field profiles are even or odd functions of \( x \). Hence, expansion (2.71) can be confined to the even- or odd-order Hermite-Gauss functions for the respective components of \( J_z \).

### 2.6 Numerical Results and Discussion

As for the validation of the integral transform technique, this section presents some numerical results for the dielectric waveguides treated in section 2.4. The simplicity of these structures allows for a fair comparison between this technique and other available numerical methods. In order to investigate the range of validity of the present formulation, rectangular dielectric waveguides of different sizes, aspect ratios and material parameters have been examined. The propagation constant of the waveguide is found from a numerical solution of the characteristic equation (2.65). The doubly-infinite integrals of (2.64) are computed using either a Hermite-Gauss quadrature or a high-order Legendre-Gauss quadrature after reduction to semi-infinite integrals based on symmetry considerations [49]. Note that in the latter quadrature, the integrals must be truncated appropriately. Due to the decay properties of Hermite-Gauss functions, these integrals converge very fast.

The numerical experiments indicate a very rapid convergence in the solution with only a few basis functions. This convergence efficiency may be attributed to the superb ability of the Hermite-Gauss functions to closely approximate the transform-domain unknowns. In most cases, 2-5 even- or odd-order basis functions for each component of \( J_z \), requiring a total of 6-15 unknowns, provide very accurate results
<table>
<thead>
<tr>
<th>Method</th>
<th>Number of unknowns</th>
<th>Type of basis or discretization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marcatili [1]</td>
<td>3</td>
<td>closed-form approximation</td>
</tr>
<tr>
<td>Integral Transform [this work]</td>
<td>6-12</td>
<td>entire-domain basis</td>
</tr>
<tr>
<td>Domain Integral Equation [5]</td>
<td>45-90</td>
<td>2-D pulse basis</td>
</tr>
<tr>
<td>Finite Difference [4]</td>
<td>120-210 (for a quadrant)</td>
<td>rectangular mesh</td>
</tr>
<tr>
<td>Finite Element [7]</td>
<td>234 (for a quadrant)</td>
<td>triangular elements</td>
</tr>
</tbody>
</table>

Table 2.1: A comparison between the integral transform technique and other methods in view of numerical efficiency

within less than 1% error. Table 2.1 makes a comparison of different techniques in view of computational efficiency. This table shows the typical numbers of unknowns required by these techniques for the solution of the eigenvalue problem associated with a rectangular dielectric slab. It is seen that the methods based on the discretization of the cross-section of the waveguide involve huge numbers of unknowns. Thus, by reducing the dimensionality of the boundary-value problem in the transform domain and avoiding the discretization of the geometry, the integral transform technique achieves a high degree of numerical efficiency. Note that in addition to the reduction in the number of unknowns, the rapid convergence of the involving integrals also contribute to a significant reduction in the computation time. Fig. 2.8 shows the variation of the normalized propagation constants of the dominant $x$- and $z$-polarized modes versus a normalized frequency defined as $B = (2b/\lambda_0)(\varepsilon_{ro} - \varepsilon_{rc})^{1/2}$ for a rect-
angular dielectric slab with $\epsilon_{rg} = 2.25$, $\epsilon_{rc} = 1$, and $R = a/b = 2$. These results are in good agreement with those of [5] based on a two-dimensional domain integral equation. This figure also shows the results of Marcatili's approximate method [1], which is seen to fail as the guide dimensions begin to shrink. Fig. 2.9 shows the convergence of the solutions versus the number of basis functions for $B = 1$. In Fig. 2.10, the normalized propagation constants of some of the higher-order modes are shown for the same dielectric slab as in Fig. 2.8.

In the submillimeter-wave integrated circuit technology, higher dielectric constants, especially of semiconductor materials, are of more practical interest. Fig. 2.11 shows the normalized propagation constant of the dominant $x$-polarized mode for a typical high-contrast semiconductor slab with $\epsilon_{rg} = 13.1$, $\epsilon_{rc} = 1$, and $R = a/b = 3$. The results are compared to those of Marcatili's approximation [1] and the frequency-domain finite difference method [4], and excellent agreement is observed.

The next example is a coupled dielectric slab waveguide as shown in Fig. 2.5 with $N = 2$. This structure supports symmetric and antisymmetric modes, whose propagation constants are denoted by $\beta_s$ and $\beta_a$, respectively. Fig. 2.12 shows the variation of the normalized propagation constants of the dominant symmetric and antisymmetric $x$-polarized modes versus the proximity ratio $s/a$, for two identical dielectric slabs with $\epsilon_{rg} = 2.25$, $\epsilon_{rc} = 1$, $R = a/b = 2$, and $B = 1$. This figure also compares our results with those of Marcatili's approximation [1]. It is seen that as the spacing between the two slabs increases, the symmetric and antisymmetric modes become degenerate and approach the dominant mode of a single isolated slab.

To study the performance of the integral transform technique for substrate structures, first a non-leaky dielectric strip waveguide of the type shown in Fig. 2.3 is considered with $\epsilon_{rg} = 3.8$, $\epsilon_{rs} = 1.5$, $\epsilon_{rc} = 1$, $a/b = 2.25$, and $d/b = 0.5$. Fig. 2.13
Figure 2.8: Normalized propagation constants of dominant $E_{11}^x$ and $E_{11}^z$ modes of a rectangular dielectric slab as a function of normalized frequency $B$. 
Figure 2.9: Convergence of the normalized propagation constants of dominant modes of a rectangular dielectric slab with respect to the number of basis functions.
Figure 2.10: Normalized propagation constants of higher-order modes of a rectangular dielectric slab as a function of normalized frequency $B$. 
Figure 2.11: Normalized propagation constant of the dominant modes of a high-contrast dielectric slab as a function of normalized frequency $B$. 
Figure 2.12: Normalized propagation constants of dominant symmetric and antisymmetric modes of a coupled dielectric slab waveguide as a function proximity ratio $s/a$. 
shows the variation of the normalized propagation constants of the dominant $x$- and $z$-polarized modes versus normalized strip thickness $k_0 b$ for this planar waveguide. The results are compared to those of a frequency-domain finite difference method [8], and excellent agreement is observed. It is seen that the $E_{11}^z$ mode with a vertical polarization has a zero cut-off, while the dispersion curve of the $E_{11}^x$ mode with a horizontal polarization starts from a cut-off and after a cross-over region takes dominance over the other mode.

The last example of this section is concerned with the study of leakage effects. Consider the geometry of the dielectric strip waveguide of Fig. 2.3 with $\varepsilon_{rg} = 2.62$, $\varepsilon_{rs} = 2.55$, $\varepsilon_{rc} = 1$, $a = 10\text{mm}$, $d = 3.8\text{mm}$, and a varying strip thickness $b$. The first two dominant modes of this structure are $E_{11}^x$ and $E_{11}^z$. When $b = 0$, the geometry reduces to the infinite substrate layer, and the two above-mentioned modes degenerate to the substrate $TE_1$ and $TM_0$ modes, respectively. The $E_{11}^z$ mode of the strip waveguide, which is TM-like, is always non-leaky, and its propagation constant is larger than that of the dominant substrate mode, i.e., the $TM_0$ mode, for any strip thickness. However, the propagation constant of the $E_{11}^x$ mode is smaller than that of the dominant substrate mode, and this mode always leaks to the substrate $TM_0$ mode for any strip thickness. As a result, the propagation constant of the $E_{11}^x$ mode is always complex with an imaginary part that represents wave attenuation along the waveguide axis. Figs. 2.14 and 2.15 show the real and imaginary parts of the normalized propagation constants of the dominant $x$- and $z$-polarized modes versus strip thickness $b$ [mm] at a frequency of $f = 30$ GHz ($\lambda_0 = 10$ mm). The results show a good agreement with those based on a domain integral equation technique [20].
Figure 2.13: Normalized propagation constants of dominant $E_{11}^x$ and $E_{11}^z$ modes of a non-leaky dielectric strip waveguide as a function of normalized strip thickness.
Figure 2.14: Normalized propagation constants of the dominant $E_{11}^z$ and $E_{11}^x$ modes of a leaky dielectric strip waveguide as a function of strip thickness [in mm] at $f = 30$ GHz.
Figure 2.15: Attenuation constant of the leaky $E_{11}^r$ mode of the dielectric strip waveguide shown in Fig. 2.14 as a function of strip thickness [in mm] at $f = 30$ GHz.
2.7 Concluding Remarks

In this chapter, the integral transform technique was presented as an accurate, efficient, full-wave method for the study of two-dimensional planar dielectric structures. This technique is applicable to a wide variety of layered waveguide geometries which are of practical importance in submillimeter-wave and integrated optics applications. The essence of this novel approach lies in the reduction of the dimensionality of the boundary-value problem by invoking appropriate integral transforms. It can easily be extended to three-dimensional structures with corresponding two-dimensional reduced transform-domain formulations.

The numerical experiments clearly reveal the efficiency of this technique from a computational point of view. It might appear that this high degree of numerical efficiency is acquired at the expense of heavy analytical preprocessing involving higher-order boundary conditions, infinite summations, and tedious derivations of closed-form expressions for the modified Green's functions. However, note that the dyadic Green's functions of most practical layered geometries have similar spectral decompositions, generally made up of real or complex exponential functions. Therefore, the higher-order boundary conditions reduce more or less to the same simple forms discussed before, and except for the cases of anomalous dielectric inhomogeneities, the infinite summations may vary very slightly from one geometry to another.

Finally, it should be noted that the present technique, with all its merits, is limited to geometries with planar boundaries. The applicability of this technique strongly depends on the derivation of closed-form expressions for the modified Green's functions. This task in not generally feasible for arbitrary geometries or index profiles. In the case of curved boundaries or more complex and irregular shapes, one still has
to resort to the methods based on a fine discretization of the geometry. It is therefore concluded that the integral transform technique is a highly geometry-dependent technique which offers a very high degree of computational efficiency within its limits of applicability.
CHAPTER III

MULTIRESOLUTION EXPANSIONS FOR MOMENT METHOD SOLUTION OF ELECTROMAGNETIC PROBLEMS

3.1 Introduction

The Method of Moments (MoM) has long been used as one of the primary tools for the rigorous study of electromagnetic problems [24]. This method in conjunction with the integral equation technique provides the most accurate and in many cases an exact formulation of the related the boundary value problem. In spite of all its advantages over the other numerically intensive techniques, the major challenge in the method of moments is the choice of appropriate basis functions that would provide the required accuracy and computational efficiency. An impeding characteristic of this approach is that the resulting matrices are full and have very poor condition numbers. This challenge becomes even bigger as the geometry under study becomes non-canonical and complex, involving large numbers of unknowns.

In the previous chapter, a novel integral formulation was developed which leads to the derivation of transform-domain integral equations of reduced dimensionality for the relevant boundary value problem. This approach results in a reduction of the number of unknowns involved in the problem. The use of the method of mo-
ments for the numerical solution of the reduced integral equations does not pose any particular problem due to the relatively small sizes of the matrices. However, the limitation of the applicability of this technique in view of geometry dependence was also emphasized. The full-wave analysis of complex electromagnetic structures requires a fine discretization of the geometry under study, whereupon a rigorous numerical scheme is implemented to solve Maxwell’s equations. As the complexity of the structure slightly increases, the numerical treatment of the problem can easily turn into a huge, expensive and time-consuming computational task. The differential-based techniques like finite element and finite difference methods are capable of handling large-scale problems thanks to their inherent sparsity properties, even though at the expense of extremely intensive computational procedures. The integral-based techniques, however, are deprived of this sparsity privilege. All the conventional basis functions normally used in the method of moments generate full moment matrices. The computational problems associated with the storage and manipulation of large, densely populated matrices easily rules out the practicality of the integral equation technique in competition with the other numerically intensive methods mentioned earlier. This bottleneck has traditionally limited the application of the method of moments to small-scale or medium-scale electromagnetic problems.

In the final years of last decade, the newly developed theory of wavelet transforms introduced an entirely new class of expansions, called discrete wavelet expansions, with some extraordinary properties which were long sought after in various fields of computational sciences [50, 51]. A very salient feature of these new expansions was that the entire set of basis functions is generated by the dilation and shifting of a single function, called the mother wavelet. More prominent was the nice localization of the new expansion functions in both time and frequency domains. The potential
application of wavelet theory in the numerical solution of integral equations was soon exploited and led to the finding that the wavelet expansion of certain types of integral operators generates highly sparse linear systems [25].

The past two years have witnessed the successful application of the wavelet theory to various electromagnetic problems [32, 33, 23, 34]. It has been demonstrated that the use of wavelet expansions in conjunction with the method of moments leads to highly sparse moment matrices. This property is based on the fact that the resulting matrices enjoy very good condition numbers so that performing a thresholding procedure by discarding a large number of the matrix entries which fall below a certain threshold level does not degrade the accuracy of results. In essence, expansion in wavelets and the subsequent thresholding process amounts to a regularization of the system, by which ill-conditioned components are discarded at the price of losing some details. Such a sparsity makes it possible to employ a wide range of numerical methods especially developed for the fast and efficient storage and inversion of this type of matrices.

Orthonormal wavelets have some other interesting properties which can also be properly exploited to speed up the moment method computations significantly. One such feature is the Fast Wavelet Algorithm (FWA) which has been used extensively in signal processing applications [27]. In brief, this property enables one to compute the wavelet expansion coefficients at a certain resolution from those of the next higher resolution. Thus, it is possible to construct a recursive algorithm to compute all the moment matrix elements in consecutive resolution levels from those of the highest resolution.

This chapter starts with a short basic account of the theory of one-dimensional Multiresolution Analysis (MRA), where the construction of a one-dimensional mul-
multiresolution expansion for the approximation of an arbitrary function is contemplated. Then, the fast wavelet algorithm is described in its one-dimensional version. This is followed by the construction of a two-dimensional multiresolution analysis and the associated FWA algorithm. Finally, the adoption of multiresolution expansions for the moment method analysis of electromagnetic problems and the implementation of the fast wavelet algorithm for this purpose are discussed.

3.2 One-Dimensional Multiresolution Analysis

A multiresolution analysis (MRA) of $L^2(\mathbb{R})$ is a sequence of nested approximation subspaces of $L^2(\mathbb{R})$, denoted by $\{V_m\}_{m \in \mathbb{Z}}$, such that all subspaces are scaled versions of a central space $V_0$ obtained through dilation by integral powers of 2 [50]. Each subspace $V_m$, which is said to have a resolution of $2^{-m}$, possesses details twice as fine as those of its predecessor, $V_{m-1}$, on this approximation ladder. In mathematical terms, the following properties must hold:

- $V_m \subset V_{m+1}, \quad \forall m \in \mathbb{Z},$
- $\bigcup_{m \in \mathbb{Z}} V_m$ is dense in $L^2(\mathbb{R}),$
- $\bigcap_{m \in \mathbb{Z}} V_m = \emptyset,$
- $f(x) \in V_m \Leftrightarrow f(2x) \in V_{m+1}, \quad \forall m \in \mathbb{Z},$
- $f(x) \in V_m \Leftrightarrow f(x - 2^{-m}n) \in V_m, \quad \forall m, n \in \mathbb{Z}.$

where $\mathbb{Z}$ is the set of integers.

It has been shown that there exists a characteristic function $\phi(x) \in L^2(\mathbb{R})$, called the scaling function, such that $\phi_{m,n}(x) = 2^{m/2}\phi(2^m x - n), \quad n \in \mathbb{Z}$ is an orthonormal
basis of $V_m$. The functions $\phi_{m,n}$ are in fact properly dilated and shifted versions of the scaling function. We denote the orthogonal complement of $V_m$ in $V_{m+1}$ by $W_m$, and write

$$V_m \oplus W_m = V_{m+1}. \quad (3.1)$$

It can be shown that there exists another characteristic function $\psi(x) \in L^2(\mathbb{R})$, called the mother wavelet, such that $\psi_{m,n}(x) = 2^{m/2}\psi(2^m x - n)$, $n \in \mathbb{Z}$ is an orthonormal basis of the complement space $W_m$. From the properties listed above, it follows that

$$\bigoplus_{m \in \mathbb{Z}} W_m = L^2(\mathbb{R}), \quad (3.2)$$

implying that the set of functions $\{\psi_{m,n}\}_{m,n \in \mathbb{Z}}$ is a complete orthonormal basis of $L^2(\mathbb{R})$. The simplest multiresolution analysis is generated by Haar functions. Fig. 3.1 shows the scaling function and mother wavelet of the Haar multiresolution analysis.

Given an arbitrary square-integrable function $f(x) \in L^2(\mathbb{R})$, one can express its approximation at a resolution of $2^{-m}$ by defining a projection operator $P_m(f)$ onto the subspace $V_m$ in the following form:

$$P_m(f) = \sum_{n \in \mathbb{Z}} <f, \phi_{m,n}> \phi_{m,n}(x), \quad (3.3)$$
where \( <f, g> \) denotes the inner product of the two functions \( f(x) \) and \( g(x) \). From equation (3.1), one can then write:

\[
P_{m+1}(f) = P_m(f) + \sum_{n \in \mathbb{Z}} <f, \psi_{m,n}> \psi_{m,n}(x).
\]  

(3.4)

It is clear that at each resolution level, the approximation of the given function in the form of (3.3) results in losing some fine details, which of course can be restored in the next higher-level approximation subspace. As evidenced by equation (3.4), these lost details may be thought of as resting in the complement space \( W_m \). In view of the above properties, it can be shown that having a crude approximation of the function \( f(x) \) at a coarse resolution level, say \( m_1 \), one can improve it to a finer resolution level, say \( m_2 \), by exploiting the wavelets of the intermediate levels in the following manner:

\[
P_{m_2}(f) = P_{m_1}(f) + \sum_{m=m_1}^{m_2-1} \sum_{n \in \mathbb{Z}} <f, \psi_{m,n}> \psi_{m,n}(x), \quad m_2 > m_1.
\]  

(3.5)

Note that for the expansion functions involved in equation (3.5), the following orthogonality relation holds:

\[
<\phi_{m_1,l}, \psi_{m_2,n}> = 0, \quad m_2 \geq m_1, \quad l, n \in \mathbb{Z}.
\]  

(3.6)

Various multiresolution analyses with different mathematical properties have been introduced in recent years [50]. In this work, we adopt the classical Battle-Lemarie MRA, which is constructed based on polynomial spline functions. Note the Haar multiresolution analysis is the first member of this family of MRAs. Figs. 3.2 and 3.3 show the plots of the cubic spline Battle-Lemarie scaling function and mother wavelet, respectively. The construction of these functions is discussed in detail in appendix C. The Battle-Lemarie MRA has an exponential decay, which makes it very efficient in view of numerical convergence issues. For practical purposes, these functions are assumed to have an effective support (width) over [6,6] and [-5.5,6.5], respectively.
Figure 3.2: The cubic spline Battle-Lemarie scaling function.

Figure 3.3: The cubic spline Battle-Lemarie mother wavelet.
[32]. Although this kind of localization cannot match the actual compactness of some other types of wavelets such as Daubechies wavelets [26], it is quite sufficient for our computational needs. In exchange, the Battle-Lemarie functions enjoy a perfect symmetry that compactly supported wavelets are inherently deprived of. Such a symmetry is a big plus in the numerical evaluation of moment integrals. In particular, when dealing with geometries which possess some sort of symmetry, using Battle-Lemarie functions amounts to significant computational savings. By combining the symmetry of basis functions with the inherent symmetry of the Green’s functions, computation of many moment integrals which are either equal or differ only in a sign can be spared. Yet, the biggest advantage of Battle-Lemarie functions is the availability of simple closed-form expressions for their Fourier transforms, even if they are truncated. This point will become more clear later in chapter 5.

As mentioned earlier, multiresolution functions are highly localized in both time and frequency domains, or more appropriately in the context of the present work, in both space and spectral domains. Figs. 3.4 and 3.5 show the Fourier transforms of the cubic spline Battle-Lemarie scaling function and mother wavelet, respectively. Other types of MRAs have a similar Fourier-domain behavior. As seen from these figures, the mother wavelet is a bandpass function with no dc component, while the scaling function is a lowpass function with its spectrum centered around the origin. In fact, the definition of a multiresolution analysis requires that

\[
\int_{-\infty}^{\infty} \phi(x)dx = 1, \\
\int_{-\infty}^{\infty} \psi(x)dx = 0. 
\]

The localization of wavelets in both domains can be visualized through the lattice shown in Fig. 3.6. In this figure, the horizontal and vertical axes represent the space
Figure 3.4: Fourier transform of the cubic spline Battle-Lemarie scaling function.

Figure 3.5: Fourier transform of the cubic spline Battle-Lemarie mother wavelet.
and spectral domains, respectively. Each point represents the center of a wavelet along the (horizontal) $x$-axis and the center of its spectrum along the (vertical) $\xi$-axis. Horizontal levels correspond to different resolutions levels ($m$), and the points on each horizontal level represent different value of the shift index $n$. As the resolution increases, so do the concentration of shifted wavelets inside a given interval. The center of their spectrum also shifts away from the origin.

### 3.3 The Fast Wavelet Algorithm

In the beginning of this chapter it was mentioned that the fast wavelet algorithm (FWA) is an effective tool for speeding up the computation of the moment integrals. This algorithm is founded upon the following two-scale property of the multiresolution
analysis:[50]
\[
\phi(x) = \sqrt{2} \sum_{n \in \mathbb{Z}} h_n \phi(2x - n), \\
\psi(x) = \sqrt{2} \sum_{n \in \mathbb{Z}} g_n \phi(2x - n),
\]
(3.8)
where \(\{h_n\}_{n \in \mathbb{Z}}\) is a zero-centered symmetric discrete sequence with fast decay, and
\[
g_n = (-1)^{n-1} h_{1-n}.
\]
(3.9)
The values of the first few positive \(h_n\) coefficients for a cubic spline Battle-Lemarie multiresolution analysis are given in appendix A. In view of equations (3.8), it is not difficult to derive the two following relations:
\[
< f, \phi_{m,n} > = \sum_{k \in \mathbb{Z}} h_{k-2n}^* < f, \phi_{m+1,k} >, \\
< f, \psi_{m,n} > = \sum_{k \in \mathbb{Z}} g_{k-2n}^* < f, \phi_{m+1,k} >.
\]
(3.10)
where * denotes the complex conjugate. To cast into a signal flow diagram, we introduce the following expansion coefficients:
\[
c_{m,n} = < f, \phi_{m,n} > = \int_{-\infty}^{\infty} f(x) \phi_{m,n}(x) dx, \\
d_{m,n} = < f, \psi_{m,n} > = \int_{-\infty}^{\infty} f(x) \psi_{m,n}(x) dx.
\]
(3.11)
Then, equations (3.10) take the following simple forms:
\[
c_{m,n} = \sum_{k \in \mathbb{Z}} g_{k-2n}^* c_{m+1,k}, \\
d_{m,n} = \sum_{k \in \mathbb{Z}} g_{k-2n}^* d_{m+1,k}.
\]
(3.12)
which is the mathematical statement of the fast wavelet algorithm. Fig. 3.7 shows the signal flow diagram for the fast wavelet algorithm, where the filters \(H\) and \(G\)
Figure 3.7: Signal flow graph for the 1-D FWA.

involve a discrete convolution plus a decimation by 2. Note that according to equations (3.12), the scaling and wavelet coefficients at each resolution can be computed by a discrete convolution from the knowledge of only scaling coefficients at the next higher resolution. When several resolution levels are required, it is therefore sufficient to compute the scaling coefficients only at the resolution level immediately following the highest resolution involved using the first equation of (3.11). All the expansion coefficients at the lower resolution levels can be evaluated recursively using equations (3.12).

3.4 Two-Dimensional Multiresolution Analysis

The concept of a one-dimensional multiresolution analysis can readily be extended to the space of two-dimensional square integrable functions. By analogy, a two-dimensional multiresolution analysis is a ladder of successive nested approximation subspaces $V_m$ of $L^2(\mathbb{R}^2)$. Each subspace $V_m$ at a resolution of $2^{-m}$ is constructed from the Cartesian product of two one-dimensional MRAs at the same resolution, i.e., $V_m = V_m \otimes V_m$ [50]. An orthonormal basis of $V_m$ would be comprised of the
functions \( \Phi_{m,n_x,n_y}(x,y) = \phi_{m,n_x}(x)\phi_{m,n_y}(y), n_x, n_y \in \mathbb{Z} \), where the one-dimensional functions in \( x \) and \( y \) are properly dilated and shifted versions of the scaling functions \( \phi(x) \) or \( \phi(y) \), respectively, as described in section 3.2. The orthogonal complement of \( V_m \) in \( V_{m+1} \) is denoted by \( W_m \), and it can easily be shown that

\[
W_m = (W_m \otimes V_m) \oplus (V_m \otimes W_m) \oplus (W_m \otimes W_m), \quad (3.13)
\]

where \( W_m \) is the one-dimensional complement space of \( V_m \). One can deduce from equation (3.13) that the orthonormal basis of \( W_m \) consists of three sets of wavelets:

\[
\Psi_{m,n_x,n_y}^a(x,y) = \psi_{m,n_x}(x)\phi_{m,n_y}(y), \quad \Psi_{m,n_x,n_y}^h(x,y) = \phi_{m,n_x}(x)\psi_{m,n_y}(y), \quad \text{and} \quad \Psi_{m,n_x,n_y}^d(x,y) = \psi_{m,n_x}(x)\psi_{m,n_y}(y),
\]

with \( \psi(x) \) and \( \psi(y) \) being the mother wavelet. These wavelets are called vertical, horizontal and diagonal, respectively, in that they sample variations of the expanded function primarily along the corresponding directions.

It should be mentioned here that this is not the only way of constructing a two-dimensional multiresolution analysis. Another option, which is often called the standard construction, involves Cartesian products of only the complement spaces \( W_m \) but at different resolutions. The resulting 2-D wavelets include all the possible products \( \psi_{m,n_x}(x)\psi_{m,n_y}(y) \). It can be shown that the set \( \{ \Psi_{m,n_x,n_y} \}_{m,n_x,n_y \in \mathbb{Z}} \) is a complete orthonormal set of \( L^2(\mathbb{R}^2) \). Also, due to the two-scale property (3.8), it is possible to show that the two standard and non-standard constructions are related to each other. However, for reasons which will be stated in the next section, we adopt the first (non-standard) construction scheme.

The approximation of a square-integrable function \( f(x,y) \) at a resolution of \( 2^{-m} \) can be expressed in terms of a projection operator onto the subspace \( V_m \) defined in the following way:

\[
P_m(f) = \sum_{n_x \in \mathbb{Z}} \sum_{n_y \in \mathbb{Z}} < f, \phi_{m,n_x,n_y} > \phi_{m,n_x,n_y}(x,y).
\]
Then, the improved approximation at the next finer resolution, $2^{-m-1}$, involves the wavelets of the complement subspace $W_m$ and is given by

\[ P_{m+1}(f) = P_m(f) + \sum_{i=v, h, d} \sum_{n_x \in \mathbb{Z}} \sum_{n_y \in \mathbb{Z}} \langle f, \psi_{m,n_x,n_y}^i \rangle \psi_{m,n_x,n_y}^i(x, y). \]

(3.15)

The improvement of the approximation can be continued to any arbitrary resolution by including the intermediate 2-D wavelets in the following way:

\[ P_{m_2}(f) = P_{m_1}(f) + \sum_{m=m_1}^{m_2-1} \sum_{i=v, h, d} \sum_{n_x \in \mathbb{Z}} \sum_{n_y \in \mathbb{Z}} \langle f, \psi_{m,n_x,n_y}^i \rangle \psi_{m,n_x,n_y}^i(x, y), \]

\[ m_2 > m_1. \]  

(3.16)

Equation (3.16) is the two-dimensional counterpart of equation (3.5).

The two-dimensional fast wavelet algorithm is a direct extension of the one-dimensional version. In the 2-D case we have four types of expansion coefficients, which are defined in the following form:

\[ C_{m,n_x,n_y} = \langle f, \Phi_{m,n_x,n_y} \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \Phi_{m,n_x,n_y}(x, y) dx dy, \]

\[ D_{m,n_x,n_y}^i = \langle f, \psi_{m,n_x,n_y}^i \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \psi_{m,n_x,n_y}^i(x, y) dx dy, \quad i = v, h, d, \]

(3.17)

where the superscripts $v, h$, and $d$ stand for vertical, horizontal and diagonal, respectively. Then, the mathematical statement of the 2-D FWA is given by

\[ C_{m,n_x,n_y} = \sum_{k_x \in \mathbb{Z}} \sum_{k_y \in \mathbb{Z}} h_{k_x-2n_x}^* h_{k_y-2n_y}^* C_{m+1,k_x,k_y}, \]

\[ D_{m,n_x,n_y}^v = \sum_{k_x \in \mathbb{Z}} \sum_{k_y \in \mathbb{Z}} g_{k_x-2n_x}^* h_{k_y-2n_y}^* C_{m+1,k_x,k_y}, \]

\[ D_{m,n_x,n_y}^h = \sum_{k_x \in \mathbb{Z}} \sum_{k_y \in \mathbb{Z}} h_{k_x-2n_x}^* g_{k_y-2n_y}^* C_{m+1,k_x,k_y}, \]

\[ D_{m,n_x,n_y}^d = \sum_{k_x \in \mathbb{Z}} \sum_{k_y \in \mathbb{Z}} g_{k_x-2n_x}^* g_{k_y-2n_y}^* C_{m+1,k_x,k_y}. \]
Figure 3.8: Signal flow graph for the 2-D FWA.

\[ D_{m,n_x,n_y}^d = \sum_{k_x \in \mathbb{Z}} \sum_{k_y \in \mathbb{Z}} g_{k_x-2n_x}^* g_{k_y-2n_y}^* C_{m+1,k_x,k_y}. \]  

(3.18)

Fig. 3.8 shows the signal flow diagram for the two-dimensional fast wavelet algorithm. Here again, when different resolution levels are required, it suffices to compute only the 2-D scaling coefficients at the resolution level immediately following the highest resolution involved using the first equation of (3.17). All the expansion coefficients at the lower resolution levels can be evaluated recursively using equations (3.18).

3.5 Construction of Moment Method Expansions

From the previous sections, we conclude that the multiresolution analysis theory presents a systematic approach to the approximation of square-integrable functions. This approximation is in the form of expansion in a set of orthonormal basis functions.
Note that the resulting expansion basis is a doubly-indexed set which includes dilated and shifted wavelets and scaling functions.

In the method of moments, the unknown fields or currents are expanded in an appropriate set of linearly independent basis functions. By replacing the fields or currents with their discrete expansions, the integral equations are thus discretized. Then, using a suitable testing procedure such as the Galerkin technique, in which the test functions are chosen to be identical to the expansion functions, leads to a system of linear matrix equations. By solving this linear system, the unknown expansion coefficients and subsequently the field distribution in the structure are determined. The accuracy and efficiency of the method of moments largely depends on the proper choice of the basis functions. These functions must be able to provide a fair approximation of the unknown quantities and also satisfy the boundary conditions of the problem. In this section, we describe how to construct one- or two-dimensional multiresolution expansions for the moment method treatment of electromagnetic fields or currents.

The completeness of the orthonormal set \( \{\psi_{m,n}\}_{m,n \in \mathbb{Z}} \) intuitively suggests the use of a pure wavelet expansion in the method of moments. Such an expansion is theoretically capable of approximating a given square-integrable function to any arbitrary degree of accuracy by choosing very large values of \( m \) and \( n \). However, as pointed out earlier, wavelets are bandpass functions with no low-frequency spectral content. By contrast, electromagnetic fields and currents often have considerable low-frequency spectra, which correspond to the uniform or slowly varying distributions. Note that the term "spectrum" here is equivalent to the spatial frequency content.

To restore the lowpass component of the fields or currents, we make use of equation (3.5) to construct the moment method expansion. Thus, the proper expansion has
the following form:

\[ f(x) = \sum_{k \in \mathbb{Z}} c_{m_0,k} \phi_{m_0,k}(\frac{x}{d_0}) + \sum_{m = m_0}^{\infty} \sum_{n \in \mathbb{Z}} d_{m,n} \psi_{m,n}(\frac{x}{d_0}), \tag{3.19} \]

where \( m_0 \) is an initial resolution level, and \( d_0 \) is the characteristic length of the problem. This expansion contains both lowpass scaling functions and bandpass wavelets, and is therefore capable of restoring the complete spectral content of the fields or currents. Equation (3.19) may also be interpreted as follows: First the given unknown quantity is approximated with an initial resolution of \( 2^{-m_0} \) using the scaling functions at this resolution. This initial approximation, which contains all the details with resolutions equal to or greater than \( 2^{-m_0} \), is then improved to any arbitrary degree of accuracy by bringing in the wavelets at the initial and subsequent higher resolutions. The choice of the parameter \( d_0 \) depends on the problem. For instance, in a space-domain formulation, \( d_0 \) is taken to be an effective wavelength.

It is very important to note that many electromagnetic entities like currents are often confined to finite regions and vanish outside those regions. By contrast, regular multiresolution expansions, and in particular, the Battle-Lemarie functions, which are used in the present work, are defined over the entire real line. In order to have a good approximation of the fields or currents in the vicinity of the boundaries and discontinuities, it is inevitable to place some basis functions outside these boundaries. Then, to satisfy the boundary conditions of the problem, the expansion must be explicitly enforced to vanish in the exterior regions. This amounts to an additional set of equations which are solved simultaneously with the original integral equations. After the reduction of the integral equations into a linear system by applying the Galerkin technique, the total number of equations will of course be greater than the number of unknowns. To have a consistent system, it is therefore necessary to devise
a slightly modified version of the Galerkin technique, in which a smaller number of equations exactly equal to the number of unknowns are generated. This goal can be achieved by partitioning the set of basis functions into smaller subsets and then use them appropriately to test different sets of equations. The details of this technique will be illustrated in the following chapters. Note that the need for placement of some multiresolution basis functions outside the domain of the problem is not due to the infinite support of Battle-Lemarie functions, which are to be used in the present work. Even compactly supported basis functions like Daubechies’ wavelets still suffer from the same problem. In general, this problem arises whenever we try to represent a function which is defined over a finite interval by basis functions which are defined over the entire real line and have overlapping supports.

Another way to avoid this difficulty is to construct multiresolution expansions which are naturally defined over a finite interval [50]. The construction of this type of expansions, however, is extremely complicated, and their use is not expected to offer any computational gain. Yet, another option is the use of periodized wavelets, which are obtained from ordinary wavelets through a periodization process [50]. The basic drawback of this latter alternative is the loss of the shift properties of multiresolution analysis. In other words, the periodized wavelets are no longer obtained by simply dilating and shifting a mother wavelet, and they are more or less elaborate entire-domain basis functions. In addition, the fast wavelet algorithm is no longer applicable to the periodized wavelets.

The two-dimensional multiresolution expansions for electromagnetic fields and currents are constructed in a similar fashion like the one-dimensional case. To restore the complete spectral content of the unknown quantities, the following expansion is
adopted:

\[
f(x, y) = \sum_{k_x \in \mathbb{Z}} \sum_{k_y \in \mathbb{Z}} C_{m_0, k_x, k_y} \Phi_{m_0, k_x, k_y}(\frac{x}{d_0}, \frac{y}{d_0}) \\
+ \sum_{m=m_0}^{\infty} \sum_{n_0 \in \mathbb{Z}} \sum_{n_y \in \mathbb{Z}} D^i_{m, n_x, n_y} \Psi^i_{m, n_x, n_y}(\frac{x}{d_0}, \frac{y}{d_0}),
\]

(3.20)

where \(m_0\) is again the initial resolution level.

From equations (3.19) and (3.20) it is apparent that a multiresolution basis can indeed contain a very large number of expansion functions. The double-index pair \((m, n)\), identifying the resolution and shift amount, may lead to a very complicated index notation for the moment matrix elements. To facilitate this task, we adopt a simpler notation in the following manner:

\[
f(x, y) = \sum_i a_i F_i(\frac{x}{d_0}, \frac{y}{d_0}),
\]

(3.21)

with a similar counterpart for the one-dimensional case. In this notation, each single index \(i\) is identified with a dilation index \(m_i\), two shift indices \(n_{xi}\) and \(n_{yi}\), and the types of generating functions for \(x\) and \(y\) variables, which are either the scaling function \(\phi\) or the mother wavelet \(\psi\). Note that when the expanded quantity is defined over a finite domain and vanishes outside this domain, the number of shift indices will also be finite and can easily be determined from the wavelet localization lattice of Fig. 3.6. The moment integrals involve twice as many variables as the dimension of the integral equation, counting for the source and observation variables. In other words, for a one-dimensional boundary value problem, the integration is performed with respect to two variables \(x\) and \(x'\). Similarly, in a two-dimensional problem, the moment integrals involve four variables \(x, y, x'\) and \(y'\). For instance, a typical
two-dimensional moment integral has the following form:

\[ \tilde{K}_{ij} = \int \int_{S_i} \int \int_{S_j} \frac{d}{d_0} \frac{d}{d_0} F_i(x, y | x', y') \tilde{G}_e(x, y | x', y') F_j(x', y') dx dy dx' dy' \]  \hspace{1cm} (3.22)

where \( \tilde{G}_e(x, y | x', y') \) is the dyadic Green's function of the problem, and \( F_i(x, y) \) and \( F_j(x', y') \) are the test and expansion functions, respectively. Equation (3.22) uses the shorthand notation of (3.21); otherwise, it would have been written in the following manner:

\[ \tilde{K}_{ij} = \tilde{K}_{m_i n_i m_j n_j} \]  \hspace{1cm} (3.23)

where the superscripts \( f_{x_1}, f_{y_1}, f_{x_j}, f_{y_j} \) denote the generating functions for the respective variables.

The number of basis functions can still be reduced in an efficient way without sacrificing the accuracy by a careful exploitation of the inherent properties of wavelets. Equation (3.7) states that a wavelet has a zero average. This means that wavelets are basically suitable for the sampling of functions where they undergo abrupt discontinuities or rapid variations. In other words, the wavelet coefficients of a uniform or slowly varying function are insignificant. This property enables us to economize the moment method expansion by placing wavelet basis functions only at places where the fields or currents are expected to exhibit some sort of singularity or discontinuity, or in general where more details of the expanded function are needed. Thus, in the one-dimensional expansion of (3.19), the 1-D wavelets will be more concentrated close to the boundaries of the problem. In the two-dimensional case, i.e. equation (3.20), this stipulation takes an interesting form as follows: Recalling that there are three types of 2-D wavelets and considering their generating functions, it is concluded that the horizontal, vertical and diagonal wavelets must be primarily concentrated
around the horizontal, vertical and diagonal boundaries, respectively. For rectangular boundaries, the last type of the wavelets play a major part in the modeling of field or current distributions at the corners of the region. Fig. 3.9 shows typical locations for the placement of different types of wavelets in a rectangular region.

We close this section with a comment on the implementation of the fast wavelet algorithm for the computation of moment integrals. As mentioned in earlier sections, this algorithm enables us to spare a large part of numerical integrations. It is sufficient to evaluate the moment integrals for the scaling functions at the resolution level immediately following the highest resolution involved. Let \( m_a \) denote the highest resolution required for the problem under study. Then, we will compute only the following moment integrals:

\[
\tilde{\mathcal{K}}_{m_a+1,k_x,k_y}^\phi \phi = \int \phi_{m_a+1,k_x,k_y}(x) \phi(x) dx,
\]

\[
k_r, k_y, k_x, k_{y_j} \in \mathbb{Z}.
\]

Again, note that the ranges of the shift indices are finite and are determined with the aid of the wavelet localization lattice of Fig. 3.6. It is clear that these ranges vary with the size of the geometry under study. Thus, only those shift indices whose
effective support (width) falls within the domain of the problem or in the vicinity of its boundaries are retained for computations. Then, all other moment integrals can be computed recursively using the following relation:

\[ \bar{K}_{ij} = \sum_{k_{x_1} \in \mathbb{Z}} \sum_{k_{y_1} \in \mathbb{Z}} \sum_{k_{x_2} \in \mathbb{Z}} \sum_{k_{y_2} \in \mathbb{Z}} \gamma^{k_{x_1}}_{-2n_{x_1}} \gamma^{k_{y_1}}_{-2n_{y_1}} \gamma^{k_{x_2}}_{-2n_{x_2}} \gamma^{k_{y_2}}_{-2n_{y_2}} K^{m_{1}+1,k_{x_1},k_{y_1}}_{m_{2}+1,k_{x_2},k_{y_2}} \]  

(3.25)

where \( \gamma^{k_{x}}_{n_{x}}, \gamma^{k_{y}}_{n_{y}}, \gamma^{k_{x}}_{n_{x}}, \gamma^{k_{y}}_{n_{y}} \) are either \( h_{k} \) or \( g_{k} \) depending on the type of the respective generating functions. Note that the quadruple sum in equation (3.25) involves products of four \( h_{k} \) or \( g_{k} \) coefficients, which become negligibly small for the majority of index combinations. One can therefore disregard all index combinations which would produce very small coefficient products.

### 3.6 Wavelets as Electromagnetic Radiators

The preceding section deliberated on the ways to economize multiresolution expansions for the method of moments. It was pointed out that some of the wavelet basis functions which do not contain significant information can be omitted from the expansion bases. Yet, the size of the bases and subsequently the number of unknowns can become very large, especially for 3-D electromagnetic problems where a 2-D multiresolution expansion will be employed. In the beginning of this chapter, we emphasized that the main motivation for the use of wavelet expansions is the generation of sparse moment matrices. This raises the question whether this sparsity can be predicted in advance, so that the computation of the negligible moment integrals can be spared. It should be noted that the sparsity resulting from the use of
wavelet expansions in the method of moments is different in nature from the sparsity encountered in differential-based techniques. In the latter techniques, we have actual zero elements, while the sparsity of the moment matrices is a result of performing a thresholding procedure, whereby all matrix entries which fall below a certain threshold level are discarded. Therefore, prediction of the sparsity pattern in advance will of course depend on the threshold level and seems to be an impossible task in general. However, it is possible to obtain a qualitative picture of the moment method interactions between wavelet basis functions. To this end, we investigate the behavior of a wavelet as an electromagnetic radiator.

The moment integral of equation (3.22) can be interpreted as the reaction of the test function $F_i(x, y)$ to the electric field radiated by the expansion function $F_j(x, y)$. This equation can be rewritten in the following manner:

$$\tilde{K}_{ij} = \int \int_{S_i} F_i\left(\frac{x}{d_0}, \frac{y}{d_0}\right) \tilde{E}_j(x, y) \, dx \, dy, \quad (3.26)$$

where

$$\tilde{E}_j(x, y) = \int \int_{S_j} \tilde{G}_e(x, y \mid x', y') F_j\left(\frac{x'}{d_0}, \frac{y'}{d_0}\right) \, dx' \, dy'. \quad (3.27)$$

It is therefore useful to study the electric field radiated by a multiresolution function, and in particular, investigate its far field. In view of equation (A.5) of appendix A and from an examination of the dyadic Green's functions given in this appendix, one can write:

$$\tilde{G}_e(x, y, z \mid x', y', 0) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{G}_e(\xi, \eta) \bigg|_{x' = 0}. \quad (3.28)$$

$$e^{j(x' \xi + y' \eta)} e^{-j\eta (\zeta \cos \theta + \eta \sin \theta - j \phi \cos \theta)} d\xi d\eta,$$
where \((r, \theta, \phi)\) are the usual spherical coordinates describing the observation point, and \(\zeta^2 = \xi^2 + \eta^2 - k_0^2\). In the far field, the integral of (3.28) takes an asymptotic form which can be derived using the method of stationary phase as discussed in appendix D. It can be shown that the stationary point of this integral is given by

\[\xi_s = k_0 \sin \theta \cos \phi,\]

\[\eta_s = k_0 \sin \theta \sin \phi.\]  

(3.29)

where \(k_0\) is the free-space propagation constant. For large values of \(k_0 r\), the equation (3.28) can be approximated by the following asymptotic expression [52, 53]:

\[\tilde{G}_e \approx \frac{j k_0 \cos \theta}{2\pi r} e^{-jk_0r} \tilde{G}_e(\xi_s, \eta_s) \bigg|_{z'=0} e^{jk_0(\sin \theta \cos \phi x' + \sin \theta \sin \phi y')}\].  

(3.30)

Then, the far field radiated by a multiresolution function reduces to the following form:

\[\tilde{E}_{j, ff} = \frac{j k_0 \cos \theta}{2\pi r} e^{-jk_0r} \tilde{G}_e(\xi_s, \eta_s) \bigg|_{z'=0} \]

\[\int \int_{S_j} F_j(\frac{x'}{d_0}, \frac{y'}{d_0}) e^{jk_0(\sin \theta \cos \phi x' + \sin \theta \sin \phi y')} dx'dy'.\]  

(3.31)

But the double integral in equation (3.31) is recognized to be the two-dimensional Fourier transform of the multiresolution function \(F_j(x, y)\) evaluated at the stationary point. This function can be written explicitly in the following form:

\[F_j(x, y) = f^{(x)}_j(x), f^{(y)}_j(y),\]  

(3.32)

where \(f^{(x)}_j\) and \(f^{(y)}_j\) are either a dilated and shifted scaling function or a dilated and shifted wavelet depending on the type of the 2-D wavelet. Then, considering the dilation factors of multiresolution functions and the normalization parameter \(d_0\), it
is a straightforward task to show that the double integral of (3.31) reduces to the following expression:

$$
\int \int_{S_i} (\cdots) \propto d_0^2 \tilde{f}_{xj} (2^{-m_j} k_0 d_0 \sin \theta \cos \phi) \cdot \tilde{f}_{yj} (2^{-m_j} k_0 d_0 \sin \theta \sin \phi),
$$

(3.33)

where $f_{xj}(x)$ and $f_{yj}(y)$ are either the scaling function $\phi$ or mother wavelet $\psi$, and $\tilde{f}_{xj}$ and $\tilde{f}_{yj}$ are $\hat{\phi}$ or $\hat{\psi}$ are their Fourier transforms, respectively. The argument of these functions takes a maximum value of

$$
\frac{|2\pi|}{2^{m_j}},
$$

(3.34)

where we have assumed that the parameter $d_0$ is an effective wavelength with $d_0 \leq \lambda_0$. Now, recall that the mother wavelet is a bandpass function with no spectral content around the origin, i.e. $\hat{\psi}(\xi) = 0$ for small $|\xi|$. Since for 2-D wavelets, at least one of $f_{xj}$ or $f_{yj}$ is always a mother wavelet, there exists a resolution level $m_{ff}$, depending on the type of the multiresolution analysis, such that for $m \geq m_{ff}$, the far fields radiated by wavelets are always zero anywhere in space. For the cubic spline Battle-Lemarie wavelets, this resolution level is $m_{ff} = 2$ when $d_0 = \lambda_0$ is chosen.

Returning to equation (3.26), it is seen that if the test function $F_t(x, y)$ happens to fall in the far-field region of the expansion function $F_j(x, y)$, then the corresponding moment matrix element will be negligible and is expected to be discarded after thresholding. Hence, this interaction may be skipped in the process of numerical integrations. The choice of the far-field range is of course a subjective one and depends on the required accuracy as well as the threshold level. In the present work, this range is determined experimentally according to the traditional criterion:

$$
r > \frac{2D^2}{\lambda},
$$

(3.35)

where $D$ is the largest dimension of the wavelet usually taken to be $2^{-m} I_\psi$, with $I_\psi$ being the effective support (width) of the wavelet.
CHAPTER IV

SPECTRAL-DOMAIN WAVELET ANALYSIS OF INTEGRATED PLANAR WAVEGUIDES

4.1 Introduction

The significance of rigorous full-wave analysis of integrated planar waveguides was articulated in chapter 1. It was pointed out that by increasing the complexity of the geometry under study, the numerical modeling of this type of structures can easily turn into a difficult computational task. In chapter 2, we developed a special technique which leads to a major reduction of number of unknowns through the formulation of integral equations of reduced dimensionality. We also emphasized that, though computationally very efficient, this technique practically works only for a certain class of planar dielectric structures with limited canonical shapes. The accurate modeling of general non-canonical problems inevitably requires a very fine discretization of the geometry of the structure, which in turn may amount to prohibitively large numbers of unknowns. The advantages of integral-based techniques over differential-based formulations in view of mesh sizes and ability to accurately model open-type structures were outlined in earlier chapters. Yet, we also recounted in chapter 3 the special problems encountered in the moment method treatment of large problems with big matrix sizes. It was mentioned that in the past couple of years, the theory of orthonormal
wavelets has been successfully exploited in the study of integral operators to generate highly sparse moment matrices.

The present work is one of the pioneering efforts to explore the application of wavelet theory in computational electromagnetics. Chronologically, we started out with incorporating the concepts of multidimensional analysis into a spectral-domain formulation of planar dielectric waveguides. The reason for this starting point was the natural continuation of the integral transform technique developed earlier during this research effort. It was pointed out the due to the special nature of that technique, the moment method solution of the reduced integral equations calls for a special entire-domain basis with good localization in both space and spatial frequency domains as well as sufficient decay and regularity. Such a basis should extend over the entire line. The options for this purpose are not many, and this search led the author to the newly developed orthonormal wavelet expansions, which were introduced in the final years of the last decade. Nonetheless, the orthogonal Hermite-Gauss functions, which share many similar features with wavelets, were eventually chosen as the expansion basis for the integral transform technique [48].

The search for a general, efficient, and accurate technique for the modeling of planar microwave structures, and in particular, open geometries, suggested the idea of incorporating wavelet concepts into the method of moments. In this way, it was hoped to produce sparse linear systems which can be handled numerically with much better ease, while maintaining the inherent advantages of integral-based approaches. The wavelet formulation was first applied to simple purely dielectric waveguides like those studied in chapter 2, and it proved very successful. Then, metallized structures and subsequently hybrid structures comprising dielectric and metallic sections were investigated, and a general two-dimensional spectral-domain formulation was
developed for the analysis of integrated planar waveguides.

In this chapter, first we present the general formulation of the 2-D integral equations for an arbitrary number of dielectric and metallic sections with an arbitrary planar substrate configuration. In section 3, some special considerations for the use of multiresolution expansions in a spectral-domain formulation are discussed. The moment method implementation and related computational details are the subject of section 4. Finally, extensive numerical results are presented for a variety of integrated planar dielectric waveguides, which are of practical interest in microwave, millimeter-wave and optical applications.

4.2 Formulation of Integral Equations

In this section, we derive a system of spectral-domain integral equations to describe a general two-dimensional integrated planar waveguide. Before proceeding to this task, let us first introduce some definitions and conventions which will be used throughout this chapter. By \( \mathcal{D}_x \) and \( \mathcal{D}_z \) we denote domains in the \( x \) and \( z \) directions, respectively. The characteristic function of a domain \( \mathcal{D}_l \) is defined as

\[
p_{\mathcal{D}_l}(l) = \begin{cases} 
1, & l \in \mathcal{D}_l, \\
0, & \text{otherwise}.
\end{cases}
\]  

(4.1)

We introduce a Fourier transform along the \( x \)-axis in the following manner:

\[
\hat{f}(\xi) = \mathcal{F}[f(x)] = \int_{-\infty}^{\infty} f(x)e^{i\xi x} dx.
\]

(4.2)

With every \( x \)-directed domain \( \mathcal{D}_x \), we associate a spectral-domain function \( \mathcal{S}_{\mathcal{D}_x}(\xi) \) defined as:

\[
\mathcal{S}_{\mathcal{D}_x}(\xi) = \frac{1}{2\pi} \mathcal{F}[p_{\mathcal{D}_x}(x)].
\]

(4.3)
A function \( f(x) \) is said to have a compact support over the domain \( \mathcal{D}_x \) if \( f(x) = 0 \) for \( x \notin \mathcal{D}_x \). The Fourier transform of such a function satisfies the following integral equation:

\[
\tilde{f}(\xi) = \int_{-\infty}^{\infty} S_{\mathcal{D}_x}(\xi - \xi') \tilde{f}(\xi') \, d\xi'.
\]

(4.4)

Given an arbitrary spectral-domain function \( \Phi(\xi) \), we define its band-limited version over the domain \( \mathcal{D}_x \) by the following convolution integral:

\[
\mathcal{W}_{\mathcal{D}_x}[\Phi(\xi)] = \int_{-\infty}^{\infty} S_{\mathcal{D}_x}(\xi - \xi') \Phi(\xi') \, d\xi'.
\]

(4.5)

Then, the inverse Fourier transform of the band-limited version of \( \Phi(\xi) \) has a compact support over \( \mathcal{D}_x \) [54].

Fig. 4.1 shows the geometry of a general integrated planar waveguide, which consists of an arbitrary number of rectangular dielectric slabs and metallic strips, embedded in an arbitrary planar, piecewise homogeneous, multilayered, superstrate/substrate background structure. We assume that the waveguide structure supports a propagating mode of propagation constant \( \beta \) along the \( y \)-axis, and a time-harmonic dependence of the form \( e^{j\omega t} \) is assumed and suppressed. The background layers are located parallel to the \( x \)-axis, with an infinite extent in this direction. The \( n \)th background layer is characterized by a constant relative permittivity \( \varepsilon_{r_{\infty}} \) and a \( z \)-directed domain \( \mathcal{D}_{2n}^{(z)} \), implying that \( z_n^{(s)} \leq z \leq z_{n+1}^{(s)} \), where \( z = z_n^{(e)} \) and \( z_{n+1}^{(e)} \) are the boundaries of this layer with its neighboring layers. The \( i \)th dielectric slab is characterized by its index contrast with respect to its surrounding background layer, which is denoted by \( \delta\varepsilon_{ri}(z) \) and is assumed to vary along the \( z \) direction. The domains of this slab along the \( x \)- and \( z \)-axes are denoted by \( \mathcal{D}_{zi}^{(e)} \) and \( \mathcal{D}_{zi}^{(s)} \), respectively. The \( k \)th metallic strip, located at \( z = z_k^{(c)} \), is identified by the domain \( \mathcal{D}_{zk}^{(c)} \). All permittivities are assumed to be, in
Figure 4.1: Geometry of an integrated planar waveguide structure.
general, complex to include material losses, and all metallic strips are assumed to be made of perfect conductors with zero thicknesses. It is clear that a lossy metallic strip with a nonzero thickness can be modeled as a lossy slab with a high loss tangent.

The total electric field \( \mathbf{E}(\mathbf{r}) \) can be considered as radiated by two types of contributing currents: volume polarization currents, \( \mathbf{J}_{pl}(\mathbf{r}) \), which are defined over the cross sections of dielectric slabs as:

\[
J_{pl}(\mathbf{r}) = jk_0 Y_0 \delta \varepsilon_r(z) \mathbf{E}(\mathbf{r}) p_{pl}(x) p_{pl}(z), \quad -\infty < y < \infty, \quad (4.6)
\]

and surface conduction currents, \( \mathbf{J}_{ck}(x) \), which are sustained over the surface of metallic strips. In definition (4.6), \( Y_0 = 1/Z_0 \) and \( k_0 \) denote the free-space characteristic admittance and propagation constant, respectively. Then, the electric field at any point can be expressed in the following form:

\[
\mathbf{E}(\mathbf{r}) = -jk_0 Z_0 \sum \int_{D_1}^{\infty} \int_{D_2}^{\infty} \mathbf{G}_e(\mathbf{r} \mid \mathbf{r}') \cdot J_{pj}(x', y', z') dx' dy' dz' - jk_0 Z_0 \sum \int_{D_1}^{\infty} \mathbf{G}_e(\mathbf{r} \mid \mathbf{r}') \bigg|_{x'=z'=0} \cdot \mathbf{J}_{ct}(x', y') dx' dy', \quad (4.7)
\]

where the summations extend over all dielectric slabs and metallic strips, respectively, and \( \mathbf{G}_e(\mathbf{r} \mid \mathbf{r}') \) denotes the electric field dyadic Green's function of the background structure, with its form depending on the background layers where the observation and source points are chosen. The infinite integration with respect to \( y' \) can be performed analytically. Then, according to appendix A, for the two-dimensional planar layered geometry of Fig 4.1, one can write

\[
\mathbf{G}_e(\mathbf{r} \mid \mathbf{r}') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}^{\mu\nu}_e(\xi, \beta, z \mid z') e^{j(\xi-x')d\xi}
\]

\[
- \frac{\delta_{\mu\nu}}{\varepsilon_{rs}} k_0^2 \mathbf{L} \delta(x-x') \delta(z-z'),
\]
\[ z \in \mathcal{D}^{(s)}_{z\mu}, \quad z' \in \mathcal{D}^{(s)}_{z\nu}, \quad -\infty < y < \infty, \] (4.8)

where \( \tilde{G}_{e}^{\mu\nu}(\xi, \beta, z \mid z') \) denotes the Fourier transform of the two-dimensional dyadic Green's function with the observation and source points located inside the \( \mu \)th and \( \nu \)th background layers, respectively, \( \delta_{\mu\nu} \) is the Kronecker delta, and \( \tilde{L} = \tilde{z}\tilde{z} \) is the source dyadic which accounts for the singularity of the Green's function at the source point. In view of equations (4.7) and (4.8), one can express the transformed electric field in the \( \mu \)th background layer in the following form:

\[
\tilde{E}(\xi, \beta, z) = -jk_0Z_0 \sum_j \int_{\mathcal{D}^{(p)}_{z\xi}} G^{\mu j}_{e}(\xi, \beta, z \mid z') \cdot \tilde{J}_p^j(\xi, \beta, z') dz' \\
+j\frac{Z_0}{k_0} \sum_{i(\mu)} \frac{1}{\epsilon_{rs\mu}} \tilde{L} \cdot \tilde{J}_p^i(\xi, \beta, z) \\
-jk_0Z_0 \sum_l \tilde{G}_{e}^{\mu l}(\xi, \beta, z \mid z^{(e)}_l) \cdot \tilde{J}_d^l(\xi, \beta), \quad z \in \mathcal{D}^{(s)}_{z\mu},
\] (4.9)

where the second summation involving the source dyadic extends over the dielectric slabs embedded inside the \( \mu \)th layer, and the Green's functions are evaluated with the source points located in the appropriate enclosing layers.

In view of definition (4.3), the Fourier transform of equation (4.6) can be written as

\[
\tilde{J}_p^i(\xi, \beta, z) = jk_0Y_0 \delta_{\epsilon r_i}(z) p_{\mathcal{D}^{(p)}_{z\xi}}(z) \int_{-\infty}^{\infty} S_{\mathcal{D}^{(p)}_{z\xi}}(\xi - \xi') \tilde{E}(\xi', \beta, z) d\xi'.
\] (4.10)

Then, from equations (4.9) and (4.10), the following set of integral equations for the transformed polarization currents are obtained:

\[
\left( \tilde{I} + \frac{\delta_{\epsilon r_i}(z)}{\epsilon_{rsi}} \tilde{L} \right) \cdot \tilde{J}_p^i(\xi, \beta, z) = \delta_{\epsilon r_i}(z)k_0^2 \int_{-\infty}^{\infty} d\xi' S_{\mathcal{D}^{(p)}_{z\xi}}(\xi - \xi').
\]
\[
\left\{ \sum_j \int_{D^{(p)\xi}_{\beta\zeta}} \tilde{G}^{ij}_e (\xi', \beta, z | z') \cdot \tilde{J}^{ij}_{p\bar{\xi}}(\xi', \beta, z') dz' \\
+ \sum_i \tilde{G}^{ui}_e (\xi', \beta, z | z^{(c)}_i) \cdot \tilde{J}^{ui}_{cl}(\xi', \beta) \right\}, \quad i = 1, \ldots, N^{(p)},
\]

(4.11)

where \( \bar{I} \) is the unit dyadic, and \( \epsilon_{rni} \) is the relative permittivity of the background layer surrounding the \( i \)th dielectric slab.

To derive another set of integral equations for the transformed conduction currents, we make use of the boundary condition on the metallic strips that the tangential components of the electric field vanish on the surface of perfect conductors. This condition is implemented in the Fourier domain by way of an appropriate testing procedure. Let \( \Phi(\xi) \) be an arbitrary spectral-domain function. Then, by testing the tangential components of equation (4.9) on the surface of the metallic strips at \( z = z_k^{(c)} \) with the band-limited version of \( \Phi(\xi) \) over \( D^{(c)}_{z_k} \), one obtains:

\[
\int_{-\infty}^{\infty} \tilde{E}_t(\xi, \beta, z) W^{(c)}_{D^{(c)}_{z_k}} [ \Phi(\xi) ] d\xi =
\]

\[-jk_0 Z_0 \sum_j \int_{-\infty}^{\infty} \int_{D^{(p)\xi}_{\beta\zeta}} \hat{G}^{kj}_e (\xi, \beta, z_k^{(c)} | z') \cdot \hat{J}^{kj}_{p\bar{\xi}}(\xi, \beta, z') W^{(c)}_{D^{(c)}_{z_k}} [ \Phi(\xi) ] d\xi d\zeta',
\]

\[-jk_0 Z_0 \sum_i \int_{-\infty}^{\infty} \hat{G}^{kl}_e (\xi, \beta, z_k^{(c)} | z^{(c)}_i) \cdot \hat{J}^{kl}_{cl}(\xi, \beta) W^{(c)}_{D^{(c)}_{z_k}} [ \Phi(\xi) ] d\xi,
\]

\( \hat{\hat{\xi}} = \hat{x}, \hat{y} \).

(4.12)

Note that in equation (4.12), the tangential unit vectors force the normal source dyadic terms to vanish. The integral on the left hand side of this equation involves the product of two spectral-domain functions whose inverse Fourier transforms have
non-overlapping supports in the space domain. In view of Parseval's theorem [54], this integral vanishes, and equation (4.12) reduces to the following form:

\[ 0 = \int_{-\infty}^{\infty} d\xi \int_{-\infty}^{\infty} d\xi' S_{p_{ik}}^{*}(\xi - \xi') \Phi(\xi) \hat{J}. \]

\[
\left\{ \sum_{j=1}^{N^{(p)}} \int_{P_{ik}} G_{e}^{kj}(\xi', \beta, z_{k}^{(e)} | z', \beta) \cdot \tilde{J}_{pj}(\xi', \beta, z') dz' \right. \\
\left. + \sum_{i=1}^{N^{(c)}} \tilde{G}_{e}^{kl}(\xi', \beta, z_{k}^{(e)} | z_{l}^{(c)} \beta) \cdot \tilde{J}_{cl}(\xi', \beta) \right\}
\]

\[ \hat{J} = \hat{x}, \hat{y}, \quad k = 1, \ldots, N^{(c)}, \quad (4.13) \]

where \( S^{*}(\xi) \) denotes the complex conjugate of \( S(\xi) \) and use has been made of definition (4.5).

A last set of boundary conditions which need a careful treatment in the spectral domain concern the compactness of polarization or conduction currents, requiring that \( J_{pi}(r) = 0 \) for \( x \not\in D_{x}^{(p)} \), and \( J_{ck}(x, y) = 0 \) for \( x \not\in D_{x}^{(c)} \). Comparing (4.5) and (4.11), it is seen that the latter equation indeed relates the transformed polarization currents to band-limited functions defined over the supports of these currents, thus immediately enforcing the compactness of this type of currents. Equation (4.13), however, does not guarantee the compactness of conduction currents by itself, and this condition must be implemented explicitly in the following form:

\[ \tilde{J}_{ck}(\xi, \beta) = \int_{-\infty}^{\infty} S_{P_{ik}}^{*}(\xi - \xi') \tilde{J}_{ck}(\xi', \beta) d\xi'. \quad k = 1, \ldots, N^{(c)}. \quad (4.14) \]

The set of equations (4.11), (4.13) and (4.14) now render a complete integral formulation of the integrated planar waveguide structure.
4.3 Multiresolution Expansion of Transformed Currents

The construction of multiresolution expansions for the moment method treatment of electromagnetic problems was discussed in detail in chapter 3. It is important to note here that in the formulation of the preceding section, the unknown functions in the integral equations are the Fourier transforms of polarization and conduction currents. It is therefore these transform-domain quantities which are to be expanded in a proper basis to discretize the integral equations. This situation is rather different from that of the next chapter, in which the physical currents themselves are expanded in a multiresolution basis. In order to facilitate the notation and better illustrate the numerical procedure, we simplify the general geometry of Fig. 4.1 as follows. Consider the finite dielectric slab of dimensions $a \times b$ with the printed metallic strip of width $w$ shown at the center of this figure. The dielectric slab is made up of a stack of integrated dielectric strips with different relative permittivities $\varepsilon_{r_i}, i = 1, 2, \ldots$ and can be modeled by a piecewise constant index profile along the $z$-axis. Appendix A gives the expressions for the dyadic Green’s function of an infinite two-layer substrate geometry with a perfectly conducting ground plane.

For this simplified structure, the unknown functions include a transformed polarization current $\tilde{J}_p(\xi, \beta, z)$ and a transformed conduction current $\tilde{J}_c(\xi, \beta)$. The two-dimensional current $\tilde{J}_p(\xi, \beta, z)$ is expanded in a multiresolution expansion in the variable $\xi$ and in a sub-domain pulse basis along the $z$-axis. For the latter expansion, the domain $\mathcal{D}_z^{(p)}$ of the dielectric slab is divided into subintervals $\Delta_q, q = 1, \ldots, N_b$, with the associated characteristic functions $p_q(z)$, such that index profile of the slab at each sub-layer is a constant. The one-dimensional current $\tilde{J}_c(\xi, \beta)$ is expanded in a multiresolution expansion in the variable $\xi$. To preserve orthogonality, an identical
initial resolution level is adopted for both multiresolution expansions. To simplify index numbering, we use the one-dimensional counterpart of the shorthand notation introduced in equation (3.21) of chapter 3. In addition, we collect all the multiresolution basis functions associated with the transformed polarization current into a single set denoted by \( \{ f_j^{(p)}(\xi) \}, j = 1, \ldots, N_p \), and all the multiresolution basis functions associated with the transformed conduction current into another set denoted by \( \{ f_l^{(c)}(\xi) \}, l = 1, \ldots, N_c \). Then, the expansions for the two transformed currents are given by

\[
\tilde{J}_p(\xi, \beta, z) = \sum_{j=1}^{N_p} \sum_{q=1}^{N_p} a_{jq}^{(p)} f_j^{(p)} \left( \frac{\xi}{k_0} \right) p_q(z),
\]

and

\[
\tilde{J}_c(\xi, \beta) = \sum_{l=1}^{N_c} a_l^{(c)} f_l^{(c)} \left( \frac{\xi}{k_0} \right),
\]

where the free-space propagation constant \( k_0 = 2\pi/\lambda_0 \) has been chosen for the normalization parameter. Note that the expansion coefficients are indeed functions of the propagation constant \( \beta \).

Before implementing the method of moment, let us comment on some special features of using multiresolution expansions in a spectral-domain formulation. The multiresolution basis functions of equations (4.15) and (4.16) can be explicitly written in the following form:

\[
f_i(\frac{\xi}{k_0}) = 2^{m_i/2} \begin{pmatrix} \phi \\ \psi \end{pmatrix} \begin{pmatrix} 2^{-m_i} \frac{\xi}{k_0} - n_i \\ 0 \end{pmatrix}.
\]

Taking an inverse Fourier transform of equation (4.17) yields:

\[
f_i(\frac{\xi}{k_0}) \xrightarrow{\mathcal{F}^{-1}} 2^{-m_i/2}k_0 \begin{pmatrix} \phi \\ \psi \end{pmatrix} \begin{pmatrix} 2\pi 2^{-m_i} \frac{x}{\lambda_0} \phi(\frac{\xi}{k_0}) e^{-j2\pi2^{-m_i}n_i \frac{x}{\lambda_0}}. \end{pmatrix}
\]
From the plots of the Fourier transforms of the scaling function and mother wavelet shown in Figs. 3.3 and 3.4, it is seen that the spectrum of $\phi(x)$ has a bandwidth of $2\omega_\phi$ centered around the origin, while $\psi(x)$ has a narrow passband centered around $\pm\omega_\psi$. Hence, in view of equation (4.18), the dilated scaling functions at the initial resolution level $m_0$ all have a bandwidth equal to $2^{m_0}\omega_\phi\lambda_0/\pi$. On the other hand, the polarization and conduction currents have compact supports in the space domain, which are equal to $a$ and $w$, respectively, for the geometry under study. To get a good initial approximation of $\tilde{J}_p$ and $\tilde{J}_c$, we choose an initial resolution level $m_0$ such that the Fourier transform of the functions $\phi_{m_0,n}(x)$ occupies a bandwidth comparable to $a$ and $w$. Assuming that $w \leq a$, a rule of thumb is to have $2^{m_0}\omega_\phi \leq 2\pi(w/\lambda_0) < 2^{m_0+1}\omega_\phi$.

The shift indices at each resolution level can be determined from the localization lattice of Fig. 3.5. Thus, only those wavelets whose spectra fall within the region of interest may be preserved for the moment method expansion. Finally, note that the present spectral-domain formulation calls for an interchange between the roles of the variables $x$ and $\xi$ in this wavelet lattice. The fact that the spectral-domain unknowns are strictly band-limited due to the compactness of the space-domain currents places an upper bound on the highest resolution level required.

4.4 The Moment Method Solution and Numerical Considerations

To implement the method of moments, expansions (4.15) and (4.16) are inserted into the integral equations (4.11), (4.13) and (4.14), and the resultant equations are tested by an appropriate set of functions to obtain a linear system of matrix equations. By solving this linear system, the unknown current amplitudes and subsequently the
field distributions are determined. The integral equation (4.11) corresponding to the
polarization current is tested using the regular Galerkin procedure, in which the test
functions are chosen to be \( \{ f_i^{(p)}(\xi)p_p(z) \} \), \( i = 1, \ldots, N_p \), \( p = 1, \ldots, N_b \), i.e. identical
to the expansion functions. Associated with the conduction current are the two inde-
pendent integral equations (4.13) and (4.14), which require a split type of testing to
produce an overall consistent linear system with the number of equations equal to the
number of unknowns. This provision was already discussed in section 3.5 of the pre-
ceding chapter. To this end, we partition the expansion set \( \{ f_k^{(c)}(\xi) \} \), \( k = 1, \ldots, N_c \),
into two subsets with \( N_c' \) and \( N_c - N_c' \) basis functions in each subset, respectively.
Equation (4.13) is now tested using a modified version of Galerkin's technique, in
which the test functions are taken to be the band-limited version of the first sub-
set over the domain of the metallic strip, i.e. \( \{ \mathcal{W}_{d^k}(f_k^{(c)}(\xi)) \} \), \( k = 1, \ldots, N_c' \). This is
equivalent to setting \( \Phi(\xi) = f_k^{(c)}(\xi), k = 1, \ldots, N_c' \), in equation (4.12). The first subset
naturally includes those basis functions whose spectra are mainly confined inside the
boundary of the problem such as dilated and shifted scaling functions at the initial res-
olution level. Finally, for equation (4.14), the conventional Galerkin testing is invoked
again by choosing for the test functions the second subset \( \{ f_k^{(c)}(\xi) \}, k = N_c' + 1, \ldots, N_c \).
Thus, the following linear matrix system consisting of \( 3N_pN_b + 2N_c \) scalar algebraic
equations is obtained:

\[
\begin{pmatrix}
\tilde{\mathbf{R}}^{(pp)} & \tilde{\mathbf{R}}^{(pc)} \\
\tilde{\mathbf{R}}^{(cp)} & \tilde{\mathbf{R}}^{(cc)} \\
0 & \tilde{\mathbf{S}}
\end{pmatrix}
\begin{pmatrix}
[a^{(p)}] \\
[a^{(c)}]
\end{pmatrix}
= 0
\]  

(4.19)

where \([a^{(p)}]\) and \([a^{(c)}]\) are the unknown amplitude vectors of the transformed po-
lizarization and conduction currents, respectively, \( [\tilde{R}^{(pp)}] \) represents the interaction between the polarization current elements, \( [\tilde{R}^{(cc)}] \) represents the interaction between the conduction current elements, \( [\tilde{R}^{(pc)}] \) and \( [\tilde{R}^{(cp)}] \) represent the cross-interaction between the polarization and conduction current elements, and \( [\tilde{S}] \) accounts for the compactness of the conduction current.

To illustrate the numerical evaluation of the moment integrals, let us consider the interactions \( [\tilde{R}^{(pp)}] \) for the case a multilayered dielectric strip. A typical integral of this type has the following form:

\[
\tilde{R}_{i_{p}l_{q}}^{(pp)} = \tilde{P}_{i_{p}l_{q}} - \left( \tilde{I} + \frac{\delta_{\epsilon_{rp}}}{\epsilon_{rc}} \tilde{L} \right) \Delta_{p} \delta_{ij} \delta_{pq}, \tag{4.20}
\]

where \( \delta_{\epsilon_{rp}} \) and \( \Delta_{p} \) are the index contrast and thickness of the \( p \)th sub-layer (z-cell), respectively, and

\[
\tilde{P}_{i_{p}l_{q}} = \delta_{\epsilon_{rp}} k_{0}^{2} \int_{-\infty}^{\infty} d\xi \int_{-\infty}^{\infty} d\xi' \int_{0}^{b} dz \int_{0}^{b} dz' S_{n}(\xi - \xi').
\]

\[
f_{i_{p}}(\xi) p_{p}(z) \tilde{G}_{n}(\xi', \beta, z | z') f_{j_{p}}(\xi') p_{q}(z'), \tag{4.21}
\]

with the band-limited kernel \( S_{n} \) defined in the following manner:

\[
S_{n}(\xi) = \frac{\sin \xi a/2}{\pi \xi} \tag{4.22}
\]

The quadruple integral of equation (4.21) can be rewritten as follows:

\[
\tilde{P}_{i_{p}l_{q}} = \int_{-\infty}^{\infty} A_{i_{p}}^{(p)}(\xi, a) \tilde{G}_{pq}(\xi, \beta) f_{j_{p}}^{(p)}(\xi') d\xi. \tag{4.23}
\]

In this equation, \( A_{i_{p}}^{(p)} \) is a function of geometry defined as

\[
A_{i_{p}}^{(p)}(\xi, a) = \int_{-\infty}^{\infty} S_{n}(\xi' - \xi) f_{i_{p}}^{(p)}(\xi') d\xi'. \tag{4.24}
\]
In view of equation (4.4), it is seen that the functions $\mathcal{A}_i^{(p)}$ are in fact band-limited versions of the multiresolution basis functions $f_i^{(p)}$ over the boundary of the dielectric slab. Note that the integral of equation (4.24) does not involve the Green’s function and is independent of the propagation constant $\beta$. According to appendix C, these functions can be evaluated semi-analytically for a Battle-Lemarie multiresolution basis by employing the cubic spline representations (C.9). Even the numerical integration of (4.24) is very efficient due to the fast decay of Battle-Lemarie functions. The dyadic functions $\tilde{\mathcal{G}}_{pq}$ in equation (4.23) are obtained by $z$-integration of the dyadic Green’s function in the following manner:

$$
\tilde{\mathcal{G}}_{pq}(\xi, \beta) = \delta_{\epsilon_p} k_0^2 \int_0^b dz \int_0^b dz' p_p(z) \tilde{\mathcal{G}}_e(\xi, \beta, z | z') p_q(z'). \quad (4.25)
$$

The above spatial integrations can be performed analytically to yield closed-form expressions for $\tilde{\mathcal{G}}_{pq}$. According to appendix A, the Fourier transform of the dyadic electric field Green’s function of the substrate geometry in the cover medium can be written in the following way:

$$
\tilde{\mathcal{G}}_e(\xi, \beta, z | z') = \tilde{D}_\pm^\pm(\xi, \beta, \epsilon_{rc}) \frac{e^{-\xi\epsilon(z-z')}}{2\xi} + \tilde{g}_S(\xi, \beta) e^{-\xi(z+z')} \quad (4.26)
$$

where the two terms represent the primary and secondary components, respectively, with the first term being identical to the Green’s function of the unbounded space and $\tilde{g}_S$ depending on the substrate geometry. The dyadic functions $\tilde{D}_\pm^\pm$ are defined by equation (A.11). The functions $\tilde{\mathcal{G}}_{pq}$ can be decomposed accordingly in the following manner:

$$
\tilde{\mathcal{G}}_{pq}(\xi, \beta) = \tilde{\mathcal{G}}_{pq}^P(\xi, \beta) + \tilde{\mathcal{G}}_{pq}^S(\xi, \beta) \quad (4.27)
$$

Then, the two components are given by the following expressions:

$$
\tilde{\mathcal{G}}_{pp}^P(\xi, \beta) = \frac{\delta_{\epsilon_p} k_0^2 \Delta_p}{2\xi_c^2} \left[ \tilde{D}_+^\pm(\xi, \beta, \epsilon_{rc}) + \tilde{D}_-^\pm(\xi, \beta, \epsilon_{rc}) \right] \left( 1 - \frac{1 - e^{-\xi_c \Delta_p}}{\xi_c \Delta_p} \right),
$$
\[
\tilde{\mathcal{G}}_{pq}^P(\xi, \beta) = \frac{\delta_{rr}k_0^2}{2\zeta_c^3} \begin{cases} \\
\tilde{D}^+ (\xi, \beta, \epsilon_{rr}) e^{-\zeta_c(b_p-b_0)} \left( e^{\zeta_c\Delta_p} - 1 \right) \left( 1 - e^{-\zeta_c\Delta_p} \right), & p > q, \\
\tilde{D}^- (\xi, \beta, \epsilon_{rr}) e^{-\zeta_c(b_0-b_p)} \left( e^{\zeta_c\Delta_q} - 1 \right) \left( 1 - e^{-\zeta_c\Delta_q} \right), & p < q,
\end{cases}
\]
\[
\tilde{G}_{pq}^S(\xi, \beta) = \frac{\delta_{rr}k_0^2}{\zeta_c^2} \tilde{g}_S(\xi, \beta) e^{-\zeta_c(b_p+b_0)} \left( e^{\zeta_c\Delta_p} - 1 \right) \left( 1 - e^{\zeta_c\Delta_p} \right),
\]
(4.28)

where \(b_{p-1}\) and \(b_p\) denote the \(z\)-coordinates of the lower and upper boundaries of the \(p\)th sub-layer of the dielectric slab \((b_0 = 0)\). Note that the first equation in (4.28) corresponds to the self-cell elements.

The remaining spectral-domain integrals, i.e. (4.23), are evaluated numerically using an efficient scheme such as the Gauss-Legendre quadrature. Thanks to the exponential decay of the Battle-Lemarie functions, these integrals are highly convergent, and the domain of integration is practically of finite size. Moreover, using the symmetry property of these functions, the numerical integration can be further simplified by converting the doubly infinite integrals into ones over \([0, \infty]\).

### 4.5 Numerical Results

By solving the eigensystem (4.19), one can determine the unknown amplitude vectors \([a^{(p)}]\) and \([a^{(c)}]\) and subsequently the expansions (4.15) and (4.16) of the transformed polarization and conduction currents. Then, the electric field distribution can readily be computed at any point of the geometry by taking the inverse Fourier transform of equation (4.9). The eigenvalues of this system give the propagation constants of the propagating modes of the waveguide structure, which are found by
Figure 4.2: Normalized propagation constants of dominant $E_{11}^x$ and $E_{11}^z$ modes of a non-leaky single-strip dielectric waveguide with a single-layer substrate as a function of normalized strip thickness.
setting the determinant of the moment matrix equal to zero. It turns out that the resultant eigenmatrix is highly sparse in the sense that a very large majority of the matrix entries are extremely small compared to its largest entry. This phenomenon prompts one to delete a large portion of the moment matrix by performing a threshold procedure, whereby all those entries of the matrix whose ratios to the largest entry fall in magnitude below a certain threshold are set equal to zero. The reduced moment matrix is then very sparsely populated and can easily be handled in terms of storage and mathematical manipulations by special sparse techniques available for this kind of linear systems [55].

Pure dielectric structures with minimal metallization in the form of a ground plane are of primary interest in submillimeter-wave applications. For this type of waveguides, the formulation of section 4.2 simply reduces to integral equation (4.11) with $\tilde{J}_d(\xi) = 0$, and the eigensystem (4.19) consists only of the submatrix $[\tilde{R}^{(pp)}]$. In this chapter, we confine ourselves to non-leaky propagating modes with real propagation constants, and search for real values of $\beta$, with $\beta > \beta_{s,dom}$, where $\beta_{s,dom}$ is the propagation constant of the dominant mode of the infinite substrate geometry.

The first example of this section consists of a single-strip dielectric waveguide resting upon a single-layer conductor-backed substrate. Fig. 4.2 shows the variation of normalized propagation constants of the first two $E_{11}^r$ and $E_{11}^z$ modes of this structure as a function of the normalized strip thickness. The waveguide parameters are $\epsilon_{rs} = 3.8$, $\epsilon_{rs} = 1.5$, $a = 2.25b$, $d = 0.5b$, and $w = 0$. This figure also compares our results with those of the frequency-domain finite difference method [8], and excellent agreement is observed. To obtain these data, a multiresolution expansion with a total of 25-35 basis functions has been used. In all cases, only two successive resolution levels are required which depend upon the width of the dielectric strip. For example,
<table>
<thead>
<tr>
<th>Threshold</th>
<th>Sparsity</th>
<th>Propagation constant</th>
<th>Error percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>1.32729</td>
<td>0</td>
</tr>
<tr>
<td>0.2%</td>
<td>86%</td>
<td>1.33372</td>
<td>0.48%</td>
</tr>
<tr>
<td>0.5%</td>
<td>91%</td>
<td>1.33680</td>
<td>0.71%</td>
</tr>
<tr>
<td>1%</td>
<td>95%</td>
<td>1.33956</td>
<td>0.92%</td>
</tr>
</tbody>
</table>

Table 4.1: Effect of thresholding on the moment matrix.

for $a = 2.25b = 0.675\lambda_0$, the initial resolution level is $m_0 = -1$, with 9 scaling functions and 18 wavelets used at this resolution level plus 4 wavelets at $m = 0$. In the $z$ direction, 1-2 sub-domain pulse functions usually give very accurate results for horizontally polarized modes, and 3-4 pulses are required for vertically polarized modes. Fig. 4.3 shows the structure of a typical moment matrix for this geometry, where a total of 31 multiresolution functions and 3 pulses have been used and a threshold of 1% has been applied. The sparsity of this moment matrix is 95%, meaning that 95% of the entire matrix entries have magnitudes less than 1% of the largest entry. Table 4.1 shows the effect of this thresholding on the computed value of the waveguide propagation constant for different threshold levels. It is seen that for a threshold of 1%, the error in the computation of $\beta$ is less than 1% with respect to the case when no threshold is applied.

The next example involves a single-strip dielectric waveguide with a two-layer grounded substrate. In this structure, large index contrasts typical of semicon-
<table>
<thead>
<tr>
<th>Threshold</th>
<th>Sparsity</th>
<th>Propagation constant</th>
<th>Error percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>1.32729</td>
<td>0</td>
</tr>
<tr>
<td>0.2%</td>
<td>86%</td>
<td>1.33372</td>
<td>0.48%</td>
</tr>
<tr>
<td>0.5%</td>
<td>91%</td>
<td>1.33680</td>
<td>0.71%</td>
</tr>
<tr>
<td>1%</td>
<td>95%</td>
<td>1.33956</td>
<td>0.92%</td>
</tr>
</tbody>
</table>

Table 4.1: Effect of thresholding on the moment matrix.

for \( a = 2.25b = 0.675\lambda_0 \), the initial resolution level is \( m_0 = -1 \), with 9 scaling functions and 18 wavelets used at this resolution level plus 4 wavelets at \( m = 0 \). In the \( z \) direction, 1-2 sub-domain pulse functions usually give very accurate results for horizontally polarized modes, and 3-4 pulses are required for vertically polarized modes. Fig. 4.3 shows the structure of a typical moment matrix for this geometry, where a total of 31 multiresolution functions and 3 pulses have been used and a threshold of 1% has been applied. The sparsity of this moment matrix is 95%, meaning that 95% of the entire matrix entries have magnitudes less than 1% of the largest entry. Table 4.1 shows the effect of this thresholding on the computed value of the waveguide propagation constant for different threshold levels. It is seen that for a threshold of 1%, the error in the computation of \( \beta \) is less that 1% with respect to the case when no threshold is applied.

The next example involves a single-strip dielectric waveguide with a two-layer grounded substrate. In this structure, large index contrasts typical of semicon-
Figure 4.3: The structure of moment matrix of Fig. 4.2 after applying a threshold of 1%.
ductor materials have been assumed. The waveguide parameters are \( \epsilon_{rg} = \epsilon_{rs} = 12.85 \), \( \epsilon_{rs1} = 10.0 \), \( a = 30.6 \mu m \), \( b = 58.2 \mu m \), \( d_1 = 22.7 \mu m \), \( d_2 = 17.1 \mu m \), and \( w = 0 \).

Fig. 4.4 shows the variation of the normalized propagation constant of the dominant mode of this structure as a function of frequency. The results have been compared to those of the two-dimensional finite-difference time-domain (FDTD) method [56]. Due to the relatively large values of the strip thickness compared to the guide wavelength in this structure, more pulses (typically \( N_b \geq 5 \)) are needed for the \( z \)-expansion of the polarization current. The formulation developed in this paper can also easily be applied to multilayered strip waveguides by assuming a piecewise-constant index profile along the \( z \) direction for the dielectric guiding region. Fig. 4.5 shows the frequency dependence of the normalized propagation constant of the dominant mode of a double-strip dielectric waveguide with a single substrate layer. The waveguide parameters in this figure are \( \epsilon_{rg1} = 10.0 \), \( \epsilon_{rg2} = \epsilon_{rs} = 12.85 \), \( a = 30.6 \mu m \), \( b_1 = 22.7 \mu m \), \( b = 80.9 \mu m \), \( d = 17.1 \mu m \), and \( w = 0 \). This figure also compares our results to those of the mode matching technique [13].

At lower frequencies typical of microwave and millimeter-wave applications, microstrip-based metallized devices play a very important role. It has been demonstrated that using an insulating dielectric strip between a microstrip and the supporting substrate structure can reduce the ohmic losses due to the conductors [57]. Metallized dielectric structures also have practical importance in waveguide transitions and feed networks.

To validate the formulation developed in this paper for metallized structures, first a simple microstrip line printed on a two-layer conductor-backed substrate is considered. For this geometry, \( \tilde{J}_{p2}(\xi, y) = 0 \), and the two integral equations (4.13) and (4.14) must be solved simultaneously, with the eigensystem (4.19) consisting only of the submatrices \( \tilde{\tilde{R}}^{(ce)} \) and \( \tilde{\tilde{S}} \). Fig.4.6 shows the variation of the normalized prop-
Figure 4.4: Normalized propagation constant of the dominant mode of a single-strip dielectric waveguide with a double-layer substrate as a function of frequency.
Figure 4.5: Normalized propagation constant of the dominant mode of a double-strip dielectric waveguide with a single-layer substrate as a function of frequency.
agation constant of the dominant mode versus frequency for a microstrip line with $\epsilon_{rs1} = 12.9$, $\epsilon_{rs2} = 8.2$, $w = 1.0\text{mm}$, $d_1 = 0.58\text{mm}$, $d_2 = 0.33\text{mm}$, and $b = 0$. These results agree quite well with those based on the spectral-domain technique described in [11] using entire-domain Bessel functions for the expansion of the transformed microstrip current. Fig. 4.7 shows the structure of a typical moment matrix for this waveguide configuration with a resultant sparsity of 91% after a threshold of 1% is applied. Note that the moment matrix in this case is highly asymmetric due to the split testing procedure.

The final example of this section involves a hybrid microstrip-dielectric waveguide made up of a single dielectric strip with its top surface fully metallized and resting upon a two-layer substrate structure. The waveguide parameters are $\epsilon_{r2} = \epsilon_{rs2} = 8.2$, $\epsilon_{rs1} = 12.9$, $a = w = 0.2\text{mm}$, $b = d_2 = 0.33\text{mm}$, and $d_1 = 0.58\text{mm}$. The analysis of this geometry requires the simultaneous solution of the system of integral equations given by (4.11), (4.13) and (4.14), with the resulting eigensystem (4.19) including all submatrices. Fig. 4.8 shows the frequency variation of the normalized propagation constant of the dominant mode of this structure, where our results have been compared to those of the mode matching technique presented in [57]. A typical moment matrix of this geometry is shown in Fig. 4.9 after applying a threshold of 1%. At this threshold level, the sparsity of the moment matrix is 99.4%, which is phenomenal for a moment method formulation. The interaction of the conduction current with the top polarization current elements is noticeable at the lower right corner of the matrix.
Figure 4.6: Normalized propagation constant of a microstrip line printed over a double-layer substrate as a function of frequency.
Figure 4.7: The structure of moment matrix of Fig. 4.6 after applying a threshold of 1%.
Figure 4.8: Normalized propagation constant of a hybrid microstrip-dielectric waveguide with a double-layer substrate as a function of frequency.
Figure 4.9: The structure of moment matrix of Fig. 4.8 after applying a threshold of 1%.
4.6 Concluding Remarks

In this chapter, we developed an accurate full-wave integral formulation for the study of integrated planar dielectric waveguide structures with printed metallized sections, which are of practical interest in millimeter-wave and submillimeter-wave applications. It was shown that by using multiresolution expansions constructed from dilated and shifted versions of the scaling function and mother wavelet in the moment method solution of the integral equations, highly sparse moment matrices can be generated. This phenomenal sparsity eradicates the traditional limitation of the method of moments imposed by the densely populated matrices of the conventional basis functions. We also underlined the merits of this new formulation by presenting numerical results for a variety of practical two-dimensional dielectric waveguide structures.

Except for the spatial sub-domain pulse expansions in the normal direction for dielectric regions, the formulation of this chapter was thoroughly based on a spectral-domain approach. In other words, the unknown quantities in the integral equations were rather the Fourier transforms of volume polarization currents or surface conduction currents. This approach works quite well with significant computational efficiency for planar microwave structures with rectangular cross sections. The bottom line is that the geometry under study must be Fourier-transformable. Therefore, spectral-domain approaches have limited applicability in view of geometrical variety. This aspect of course does not suit CAD-oriented microwave engineering, which prefers general-purpose techniques with wide-range capabilities. Yet, the application of multiresolution expansions to electromagnetic problems is by no means limited to spectral-domain formulations. In the next chapter, we will develop a space-domain
wavelet-based formulation for three-dimensional planar structures, which has practically no limits in view of geometrical shapes.
CHAPTER V

SPACE-DOMAIN WAVELET ANALYSIS OF
THREE-DIMENSIONAL PLANAR
MICROWAVE STRUCTURES

5.1 Introduction

After the successful application of multiresolution analysis theory to numerical modeling of two-dimensional planar waveguides, the development of a similar spectral-domain formulation for three-dimensional structures was investigated. However, it was found that for this type of geometries, to achieve a high degree of accuracy requires very large numbers of multiresolution basis functions. In chapter 3, we emphasized that, due to the nature of electromagnetic problems, it is essential to use a moment method expansion with significant low-frequency spectral content. The construction of a two-dimensional multiresolution expansion with this property would involve dilations and shiftings of a 2-D scaling function as well as three different types of 2-D wavelets. Although the resulting moment matrices are still highly sparse, and their numerical handling is feasible through the use of special sparse matrix techniques, the amount of computational work for evaluation of moment integrals can easily dominate the entire numerical process. On the other hand, an extensive study of three-dimensional wavelet-based space-domain formulations revealed several
possibilities to alleviate this computational load. Some of these possibilities were explored in the closing sections of chapter 3. Moreover, in contrast to spectral-domain approaches, where wavelets serve merely as pure mathematical tools, the space-domain formulations provide some physical insight in the light of approximation theory.

Due to the zero-average property of wavelets, these basis functions sample the expanded function primarily in the vicinity of discontinuities and abrupt variations. For geometries whose boundaries are separable with respect to the $x$ and $y$ variables, this property prompts an economization of the expansion basis by placing each type of wavelets along those boundaries where the coefficients are expected to be significant. In regions where no strong field variations are suspected, the 2-D scaling functions usually provide a fair approximation of the fields by themselves. In chapter 3, we also investigated the behavior of a wavelet function as an electromagnetic radiator. It was shown that the electric field generated by a wavelet is highly localized and vanishes in the far-field region. In the context of the moment method, this property enables us to predict the weak interactions between basis function in advance. Thus, not only is the numerical evaluation of the corresponding matrix elements spared, but skipping these elements also amounts to considerable savings in the sparse storage schemes.

In this chapter, we develop a wavelet-based space-domain formulation of three-dimensional planar microwave structures. The primary goal of this chapter is to demonstrate the possibility and existence of a sparse moment method formulation for three-dimensional electromagnetic problems. The use of fast wavelet algorithm in the numerical implementation of this approach dramatically improves the computational efficiency. This improvement becomes much more pronounced in the treatment of 3-D metallic structures like microstrip patch antennas, where convergence issues are of
critical importance. Not only does this algorithm minimize the amount of numerical integration procedures, but it confines these procedures to a relatively high resolution level, at which the moment integrals have better convergence behavior. Moreover, the entire numerical integration involves only scaling functions, which are more amenable in this respect than wavelets.

The study of different 3-D planar structures, which will be outlined in later sections, leads to the conclusion that multiresolution expansions generate highly sparse moment matrices regardless of the dimensionality of the problem. This feature is of course contingent upon the use of a proper complete expansion basis which is in accord with the nature of electromagnetic fields or currents. Since 3-D problems often involve very large matrices whose dimensions may easily exceed the capability of available computers in view of storage and direct numerical handling, the sparsity resulting from multiresolution expansions must be exploited to the full advantage. The problems usually associated with very large sparse linear systems include efficient storage of the matrices as well as efficient numerical solution (or inversion) of the system itself. As for the former problem, numerous storage schemes have been developed which in many cases are tailored to suit specific problems [55]. In the present work, we have used a row-indexed sparse storage scheme, which is a general technique and does not rely on any special sparsity pattern. The numerical solution of linear sparse systems have been a subject of intensive research in the past two decades [58]. This work utilizes a pre-conditioned bi-conjugate gradient (BiCG) method, which is usually very efficient for electromagnetic problems [59, 60], and works very effectively with the storage scheme mentioned earlier. This method is discussed in detail in appendix E.

Before closing this section, it should be noted that the numerical solution of 3-D
eigenvalue problems, such as the determination of resonant frequencies of dielectric resonators, is an extremely difficult computational task especially when the size of the matrices involved is very big. The solution of this type of problems requires the evaluation of the determinant of a very large matrix or computation of the eigenvalues of such a matrix using an appropriate technique such as Lanczos’ method [61]. For such problems, we have used an alternative approach in which, instead of solving the eigen-problem itself, we examine the response of the resonating structure to a prescribed excitation. By varying the excitation, we search for one which induces the maximum response by the structure under study. In this way, the matrix eigenvalue problem is replaced with an inhomogeneous linear system of equations, which easily renders itself to the BiCG method.

In the following, first we explore some of the special numerical features of space-domain formulations. It will be seen how the use of Battle-Lemarie functions helps facilitate numerical integrations. Then, we discuss the wavelet-based integral formulation of a dielectric resonator embedded in the free space. Numerical results will be presented to illustrate the merits of using multiresolution expansions for the moment method treatment of this type of structures. To validate the formulation for metallic structures and, in particular, for different substrate geometries (or Green’s functions), next we investigate a microstrip patch antenna printed over an infinite grounded substrate. Results concerning the resonant parameters and input impedance of this planar antenna are presented and compared with other methods. Special considerations for the wavelet-based analysis of metallic structures are also emphasized.
5.2 Preliminary Numerical Considerations

Before embarking on the integral formulation of three-dimensional structures, we discuss some basic numerical procedures which are frequently encountered in space-domain wavelet formulations. The material presented in this section are of a general nature originating from the mathematical properties of Battle-Lemarié functions and are independent of the specific problem under study.

Suppose that the adopted two-dimensional multi-resolution expansion consists of dilated and shifted scaling functions and wavelets at the resolution levels \( m = m_0, \ldots, m_a \), where \( m_0 \) and \( m_a \) are the initial and highest resolution levels, respectively. Assume further that the boundary of the problem in the \( x-y \) plane consists of a rectangle of dimensions \( a \times b \) centered at the origin. Then, the fast wavelet algorithm requires the numerical computation of the moment integrals only at the resolution level \( m_a + 1 \), which we call the base resolution level and denote by \( m_b = m_a + 1 \).

According to section 3.5, these interactions have the following form:

\[
\bar{K}_{ij} = \int_{-a/2}^{a/2} dx \int_{-b/2}^{b/2} dy \int_{-a/2}^{a/2} dx' \int_{-b/2}^{b/2} dy' \Phi_{m_b,n_r,n_y,\left(\frac{x}{d_0}, \frac{y}{d_0}\right)}(x, y \mid x', y') \Phi_{m_b,n_r,n_y,\left(\frac{x'}{d_0}, \frac{y'}{d_0}\right)},
\]

where \( \Phi(x, y) = \phi(x)\phi(y) \), and \( \bar{G}(x, y \mid x', y') \) is a reduced two-dimensional dyadic Green's function, which is obtained through the spatial \( z \)-integration of the three-dimensional dyadic Green's function for volume polarization currents. In the case of surface conduction currents, the three-dimensional dyadic Green's function is evaluated with both observation and source points located on the plane of the currents.
In view of the spectral decomposition of the dyadic Green's function given by equation (A.5) of appendix A, the quadruple integrals of equation (5.1) reduce to double integrals in the spectral variables $\xi$ and $\eta$. The resulting integrals then involve two-dimensional Fourier transforms of the scaling functions in the following manner:

$$
\tilde{K}_{ij} = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} d\xi \int_{-\infty}^{\infty} d\eta \left\{ \phi_{m_b, n_x, n_y, \nu_1} \left( \frac{x}{d_0}, \frac{y}{d_0} \right) p_a(x)p_b(y) \right\} \tilde{G}(\xi, \eta) \mathcal{F} \left\{ \phi_{m_x, n_x, n_y} \left( \frac{x}{d_0}, \frac{y}{d_0} \right) p_a(x)p_b(y) \right\}.
$$

(5.2)

In chapter 3, we saw that the Battle-Lemarie scaling function is a lowpass function whose Fourier transform practically has a compact support of $2\omega_\phi$ centered around the origin. We also pointed out that it is necessary to place some basis functions outside the boundaries of the problem. Note that those multiresolution functions which are located close to the boundaries are inevitably truncated. The Fourier transforms of these truncated functions no longer have the fast decay shown in Fig. 3.3, and are capable of causing serious convergence problems. In the following, we reflect upon this issue in more detail.

It is convenient to normalize all the space- and spectral-domain quantities in the following manner:

$$
\frac{x}{d_0} \to \bar{x}, \\
\frac{\xi d_0}{2\pi} \to \bar{\xi}.
$$

(5.3)

For convenience, we drop the bars hereinafter. The following parameter is also introduced:

$$
\mathcal{D} = \frac{d_0}{\lambda_0} = \frac{k_0 d_0}{2\pi},
$$

(5.4)
which is in fact the normalized free-space propagation constant. Now, we define the spectral functions:

\[ \mathcal{W}_{m,n}(\xi, a) = \int_{-a/2}^{a/2} \phi_{m,n}(x) e^{i\xi x} dx, \]

(5.5)

which are the Fourier transforms of windowed, dilated and shifted scaling functions, with the window extending over \([-a/2, a/2]\). Other spectral function \(\mathcal{W}_{m,n}(\eta, b)\) are also defined in a similar fashion corresponding to the \(y\) variable. The following property holds:

\[ \mathcal{W}_{m,n}(-\xi, a) = \mathcal{W}_{m,-n}^*(\xi, a) = \mathcal{W}_{m,n}^*(\xi, a). \]

(5.6)

In the terminology of Fourier analysis, equation (5.5) is the Fourier transform of a TL (time-limited) function [62]. An interesting theorem regarding this type of functions states that if a function \(f(x)\) is TL and has bounded derivatives of order up to \(n\) for every \(|x| < \frac{a}{2}\), then its Fourier transform has the following asymptotic expansion:

\[
\hat{f}(\xi) = \frac{1}{i\xi} \left[ f\left(\frac{a}{2}\right) e^{i\xi a/2} - f\left(-\frac{a}{2}\right) e^{-i\xi a/2} \right]
\]

\[ - \frac{1}{(i\xi)^2} \left[ f'(\frac{a}{2}) e^{i\xi a/2} - f'\left(-\frac{a}{2}\right) e^{-i\xi a/2} \right] + \ldots \]

\[ + \frac{(-1)^{n-1}}{(i\xi)^n} \left[ f^{(n-1)}\left(\frac{a}{2}\right) e^{i\xi a/2} - f^{(n-1)}\left(-\frac{a}{2}\right) e^{-i\xi a/2} \right] + O\left(\frac{1}{\xi^{n+1}}\right). \]

(5.7)

From equation (C.9) of appendix C, it is seen that the cubic spline Battle-Lemarie functions are superpositions of cubic B-spline functions, and hence, possess continuous derivatives of up to the second order. Then, in view of theorem (5.7), it is not difficult
to show that the functions $\mathcal{W}_{m,n}$ of equation (5.5) can be written in the following form:

$$\mathcal{W}_{m,n}(\xi, a) = \sum_k A_k \frac{e^{i\Theta_k \xi}}{\xi^{p_k}},$$  \hspace{1cm} (5.8)

where the amplitudes $A_k$ and phases $\Theta_k$ depend on the indices $m$ and $n$, and $p_k$ are integer powers with $1 \leq p_k \leq 4$ (for more details, see [63]). Equation (5.8) gives an explicit closed-form expression for the Fourier transform of a truncated scaling function. However, the determination of the amplitude and phase of various terms in this equation is relatively involved and is carried out through a computer algorithm [63]. This equation also implies that the Fourier transform of a severely truncated scaling function decays slowly as $1/\xi$. Note that representation (5.8) is not valid for $\xi = 0$, and at this point the following relation holds:

$$\mathcal{W}_{m,n}(0, a) = \int_{-a/2}^{a/2} \phi_{m,n}(x) dx.$$  \hspace{1cm} (5.9)

In view of definition (5.5), the moment integrals (5.2) can now be written in the following form:

$$\tilde{K}_{ij} = \int_{-\infty}^{\infty} d\xi \int_{-\infty}^{\infty} d\eta \, \mathcal{W}_{m_b,n_{x_i}}^*(\xi, a) \mathcal{W}_{m_b,n_{y_j}}^*(\eta, b) \tilde{G}(\xi, \eta) \mathcal{W}_{m_b,n_{x_j}}(\xi, a) \mathcal{W}_{m_b,n_{y_j}}(\eta, b),$$  \hspace{1cm} (5.10)

with the necessary normalizations having been carried out. Depending on the geometry under study, these integrals may contain surface wave poles or branch point singularities. Appendix B discusses the method of extraction of singularities for the treatment of these types of irregularities. From a numerical point of view, for double integrals like (5.10), it is much easier to treat the singularities in a polar coordinate system defined by

$$\xi = \sigma \cos \theta,$$

$$\eta = \sigma \sin \theta.$$  \hspace{1cm} (5.11)
The polar form of equation (5.10) is then given by

\[ \mathbf{\tilde{K}}_{ij} = \int_0^{2\pi} d\theta \int_0^\infty \sigma d\sigma \]

\[ \mathcal{W}_{m_k,n_{x_i}}^*(\sigma \cos \theta, a) \mathcal{W}_{m_k,n_{y_i}}^*(\sigma \sin \theta, b) \tilde{\mathcal{G}}(\sigma, \theta) \mathcal{W}_{m_b,n_{x_j}}(\sigma \cos \theta, a) \mathcal{W}_{m_b,n_{y_j}}(\sigma \sin \theta, b), \]

(5.12)

for the case of a single-layer grounded substrate (see appendix A). In the above form, the branch point singularity, if any, is given by

\[ \zeta_c = \sqrt{\sigma^2 - \epsilon_{rs}D^2} = 0, \]

(5.13)

where the parameter \( D \) defined in (5.4) has replaced the free-space propagation constant. The TM and TE surface wave poles are solutions of the following equations:

\[ D_{TM}(\sigma) = \epsilon_{rs}\zeta_c + \zeta_s \cot 2\pi\zeta_s d = 0, \]

\[ D_{TE}(\sigma) = \zeta_c - \zeta_s \tan 2\pi\zeta_s d = 0, \]

\[ \zeta_s = \sqrt{\sigma^2 - \epsilon_{rs}D^2}. \]

(5.14)

Note that all the singularities, regardless of poles or branch points, are located in the interval \( \sigma \in [0, \sqrt{\epsilon_{rs}}D] \). Moreover, using the symmetry properties of the Fourier-domain Green's functions and equation (5.6), the \( \theta \)-integration in (5.12) can be reduced to the first quadrant of the \( \xi \)-\( \eta \) plane.

The expansion (5.8) is particularly useful for the analytical evaluation of the tail contribution of slowly converging moment integrals. A useful technique for the computation of infinite integrals with slow rates of convergence is to split them into different parts in the following manner:

\[ \int_0^\infty f(\xi) d\xi = \int_0^A f(\xi) d\xi \]
\[ + \int_{A}^{\infty} [f(\xi) - f_{a}(\xi)] \, d\xi \]
\[ + \int_{A}^{\infty} f_{a}(\xi) d\xi \quad (5.15) \]

where \( f(\xi) \) is a slowly decaying function, \( f_{a}(\xi) \) is its asymptotic form, and \( A \) is a large number. The second integral on the right hand side of equation (5.15) converges very fast, and the third integral, which is in fact the tail contribution, is evaluated analytically. In view of representation (5.8), the tail contribution of the moment integrals (5.10) can generally be reduced to integrals of the following form:

\[ I_{l} = \int_{A}^{\infty} \xi^{l} \mathcal{W}_{m,n}^{*}(\xi,a)\mathcal{W}_{m,n}(\xi,a) d\xi, \quad l \in \mathbb{Z} \quad (5.16) \]

where \( A \) is a large number with \( A > 2^{m_{k} \omega_{k}} \). Then, using expansion (5.8), one can rewrite equation (5.16) in the following manner:

\[ I_{l} = \sum_{k_{i}} \sum_{k_{j}} A_{k_{i}}^{*} A_{k_{j}} \int_{A}^{\infty} \frac{e^{-j(\Theta_{k_{i}} - \Theta_{k_{j}}) \xi}}{\xi^{k_{i} + k_{j} - |l|}} d\xi. \quad (5.17) \]

But the integrals in equation (5.17) are recognized to be generalized exponential integrals, which are formally defined in the following way:

\[ E_{n}(z) = \int_{1}^{\infty} \frac{e^{-zt}}{t^{n}} \, dt, \quad \Re(z) \geq 0. \quad (5.18) \]

Efficient algorithms in the form of series expansions and continued fractions are available for the evaluation of this type of integrals [47]. In particular, the following asymptotic expansion holds [64]:

\[ E_{n}(z) \sim \frac{e^{-z}}{z} \left\{ 1 - \frac{n}{z} + \frac{n(n+1)}{z^{2}} - \frac{n(n+1)(n+2)}{z^{3}} + \ldots \right\}. \quad (5.19) \]

For truncated 2-D scaling functions in which only one of the two \( \phi \) functions in \( x \) or \( y \) is truncated and the other remains intact, it is more convenient to evaluate the tail integrals back in the Cartesian coordinates. In this case, the tail integrals
are separable with respect to $\xi$ and $\eta$ variables. One of the two separated integrals converges fast, and for the other, use is made of equations (5.16)-(5.18). However, in 2-D scaling functions which are located at the corners of the geometry, both $\phi$ functions in $x$ and $y$ are truncated. For interactions involving two basis functions of this type, the tail integrals are no longer separable, and we have to evaluate them in polar coordinates. In this case, the polar counterpart of equation (5.17) will involve quadruple sums corresponding to the product of the four $W_{m,n}$ functions associated with the shift indices $n_{x1}$, $n_{y1}$, $n_{xj}$, and $n_{yj}$.

5.3 A Wavelet-Based Study of Dielectric Resonators

In this section, first we present a three-dimensional integral formulation of a rectangular dielectric resonator embedded in an arbitrary layered substrate configuration. Then, the case of a dielectric resonator immersed in the free space is considered, and explicit expressions for the reduced dyadic Green's function of this geometry are derived. The numerical implementation of the method of moments is described in detail, and numerical results are presented and verified by comparison with other methods.

5.3.1 Integral Formulation

Consider a rectangular dielectric resonator of dimensions $a \times b \times h$ with a uniform relative permittivity of $\epsilon_r$, which is embedded in a planar layered background structure. The geometry of the problem is shown in Fig. 5.1. The rectangular dielectric region can be replaced with a volume polarization current defined in the following
Figure 5.1: Geometry of a rectangular dielectric resonator.

way:

\[ J_p(r) = jk_0 Y_i \delta \varepsilon_r E(r) p_V(r), \]  

(5.20)

where \( \delta \varepsilon_r = \varepsilon_{rg} - \varepsilon_{rc} \) is the index contrast, and \( p_v(r) = p_a(x)p_b(y)p_h(z) \) is the characteristic function of volume \( V \) occupied by the resonator. The cover medium is assumed to be free the space (\( \varepsilon_{rc} = 1 \)). The electric field radiated by this polarization current is then given by:

\[ E(r) = -jk_0 \mathcal{Z}_0 \int \int \int_V \tilde{G}_e(r \mid r') \cdot J_p(r') dv' + E^i(r), \]  

(5.21)

where \( E^i(r) \) is the incident electric field. Note that when the electric field is evaluated inside the source region, i.e. \( r \in V \), the electric field dyadic Green’s function exhibits a singularity at the source point. In view of equations (5.20), (5.21) and (A.2) of appendix A, the following integral equation for the polarization current is obtained:

\[ \left( \tilde{I} + \frac{\delta \varepsilon_r}{\varepsilon_{rc}} \tilde{\mathcal{L}} \right) \cdot J_p(r) = \delta \varepsilon_r k_0^2 p_V(r) \int \int \int_V \tilde{G}_e(r \mid r') \cdot J_p(r') dv'. \]
$$+ j k_0 Y_0 \delta \epsilon_r E^i(r) p_V(r), \quad (5.22)$$

where $\mathbf{L} = \mathbf{\hat{z}} \mathbf{\hat{z}}$ is the source dyadic (see appendix A).

The numerical solution of equation (5.22) through the method of moments requires the expansion of the polarization current in a suitable basis. To this end, a two-dimensional multiresolution expansion in the $x$-$y$ plane in conjunction with a sub-domain pulse expansion along the $z$-axis is utilized. The construction of 2-D multiresolution basis functions was discussed in detail in chapter 3. Using the shorthand notation introduced in this chapter, one can write:

$$J_p(r) = \sum_i \sum_p \alpha_{ip} F_i(\frac{x}{d_0}, \frac{y}{d_0}) p_p(z), \quad (5.23)$$

where $F_i(x, y)$ stands for a 2-D multiresolution basis function, and $d_0$ is a characteristic length. The range of the shift indices $n_x$ and $n_y$ for each resolution level $m$ of expansion (5.23) depends on the size of the cross section of the resonator and is determined with the aid of the wavelet localization lattice. Since in practice dielectric resonators are made of very dense dielectric materials with large permittivities, we choose for the characteristic length the material wavelength defined as

$$d_0 = \frac{\lambda_0}{\sqrt{\varepsilon_{rg}}}, \quad (5.24)$$

In the normal ($z$) direction, the dielectric region is discretized uniformly into $N_h$ sub-layers of thickness $\Delta = h/N_h$. The integrations with respect to variables $z$ and $z'$ are carried out analytically in a similar fashion as in section 4.4 of the preceding chapter. We introduce a reduced planar Green's function in the following manner:

$$\tilde{G}_{pq}(x, y | x', y') = \delta \epsilon_r k_0^2 \int_0^h dz \int_0^h dz' p_p(z) \tilde{G}_e(r | r') p_q(z'). \quad (5.25)$$
Then, the moment integrals can be written in the following form:

\[
\tilde{Z}_{iqlj} = \tilde{P}_{iqlj} - \left( I + \frac{\delta e_r}{\epsilon_{rc}} \tilde{L} \right) \Delta \delta_{ij} \delta_{pq},
\]

where

\[
\tilde{P}_{iqlj} = \int_{-a/2}^{a/2} dx \int_{-b/2}^{b/2} dy \int_{-a/2}^{a/2} dx' \int_{-b/2}^{b/2} dy'
F_1\left( \frac{x}{d_0}, \frac{y}{d_0} \right) \tilde{G}_{pq}(x, y | x', y') F_2\left( \frac{x'}{d_0}, \frac{y'}{d_0} \right).
\]

As pointed out in the preceding section, because of using fast wavelet algorithm, the actual numerical integration is performed only for 2-D scaling functions at the base resolution level. Hence, the integrals of equation (5.27) are reduced to those of equation (5.1). The related spatial quadruple integrals are then converted into spectral double integrals of the form given by equation (5.10). These latter integrals involve the Fourier transform of the reduced dyadic Green’s function defined in (5.25). For the case of a rectangular dielectric resonator embedded in the free space, this Fourier transform is given by the following expressions:

\[
\tilde{G}_r(\xi, \eta) = \frac{\delta e_r k_0^2}{2 \epsilon_c^2} \left\{ \begin{array}{l}
\tilde{D}^+(\xi, \eta, \epsilon_{rc}) + \tilde{D}^-(\xi, \eta, \epsilon_{rc}) \left( 1 - \frac{1-e^{-\epsilon_c \Delta}}{\epsilon_c \Delta} \right) \Delta, \quad r = 0,

\tilde{D}^\pm(\xi, \eta, \epsilon_{rc}) \frac{e^{-\epsilon_c \Delta}}{\epsilon_c} \left( e^{\epsilon_c \Delta} - 1 \right) \left( 1 - e^{-\epsilon_c \Delta} \right), \quad r \neq 0,
\end{array} \right.
\]

where the dyadic functions \( \tilde{D}^\pm \) are defined in equation (A.11), \( r = p - q \), and the upper and lower signs correspond to positive and negative values of \( r \), respectively.

In the beginning of this chapter, mention was made of an alternative approach for the solution of eigenvalue problems like the one at hand, which is especially suitable when large sparse linear systems are involved. The incident field \( E^i(\mathbf{r}) \) retained in the
integrated equation (5.22) serves for this very purpose. The numerical solution of this
integrated equation yields the unknown amplitude coefficients $a_{ip}$ of the polarization
current (or electric field) induced by this excitation inside the dielectric resonator.
Applying the Galerkin technique to the discretized integral equation leads to the
following system of matrix equations:

$$
\left[ \overline{Z}_{pq} \right] \cdot [a_{jq}] = [b_{ip}],
$$

(5.29)

where the vector on the right hand side of (5.29) is the excitation vector, with its
elements given by

$$
b_{ip} = -jk_0 Y_0 \delta \epsilon_r \frac{1}{\pi} \int_{-a/2}^{a/2} dx \int_{-b/2}^{b/2} dy \int_0^b dz \, \mathbf{E}^i(r) F_i \left( \frac{x}{d_0}, \frac{y}{d_0} \right) p_p(z). 
$$

(5.30)

5.3.2 Numerical Procedure and Results

To determine the resonant frequency of the dielectric resonator, the structure is
excited by a normally incident plane wave with a prescribed frequency, and the electric
field induced inside the resonator is examined. When the frequency of the incident
plane wave matches the resonant frequency of one of the resonating characteristic
modes of the resonator, the induced response reaches a maximum. Therefore, the
excitation frequency is varied over a search range, and the local maxima of the induced
electric field corresponding to various resonant modes are determined. The incident
plane wave has the following general form:

$$
\mathbf{E}^i(r) = \hat{u} e^{-jk_0 \hat{\varphi} \cdot r},
$$

(5.31)

where $k_0 = \omega/c$, $c$ is the speed of light in the free space, and $\hat{u}$ and $\hat{\varphi}$ are two unit
vectors. The divergence equation requires that

$$
\hat{u} \cdot \hat{\varphi} = 0.
$$

(5.32)
Note that different polarizations of the incident field excite different modes of the structure. This feature of our alternative approach to the resonator problem is very useful for several reasons. First, the study of degenerate modes in a direct solution of the eigen-problem usually poses numerical difficulties due to instability of the determinants at frequencies close to the resonant frequencies of such modes. Second, by bringing the incident field into the scene, one can also study the problem of excitation and mode coupling in dielectric resonators at no extra effort. It is also important to note that in this alternative approach, the field distribution inside the structure is determined simultaneously with the resonant frequency.

As opposed to the spectral-domain formulation of the preceding chapter, in a space-domain approach, the selection of basis functions is based on physical considerations. Once given the geometry and electrical properties of the resonator, all dimensions are first normalized to the material wavelength according to equation (5.24). The structure is partitioned uniformly into smaller sub-layers along the normal direction, with the number of z-cells depending on the normalized thickness (or height) of the resonator. In most cases, 2-4 pulse functions provide very good results. For each sub-layer, a 2-D multiresolution expansion is constructed in the transverse variables \( x \) and \( y \). For a simple geometry like the rectangular resonator at hand, which has a uniform cross section along the \( z \)-axis, the same multiresolution expansion but with different unknown coefficients can be used for all \( z \)-cells. However, for more complex structures with non-uniform cross sections along the \( z \)-axis, different multiresolution expansions for each sub-layer may be needed.

The initial resolution level \( m_0 \) for the 2-D multiresolution expansion is chosen based on the normalized dimensions of the cross section of the resonator. It is important to remember that multiresolution expansions are very flexible in that if a
certain selected basis does not provide the required accuracy, one can easily enhance it by adding wavelets of higher resolutions. In this process, the original basis functions remain intact and the related computations need not be repeated anew. This is a significant advantage over the conventional MoM schemes, in which the entire expansion basis is changed in the course of fine tuning. We usually choose the initial resolution level such that a few 2-D scaling functions are fitted inside the boundary of the structure. These scaling functions at the initial resolution level provide an crude approximation for the polarization current. Then, 2-D wavelets at this initial level and subsequent higher levels are added to the expansion basis. As described in section 3.5 of chapter 3, the placement of 2-D wavelets can be done in a selective manner to spare those basis functions which are expected to have negligible expansion coefficients. In other words, wavelets of types $\Psi^v$ and $\Psi^h$ are mostly placed in the vicinity of the vertical boundaries at $x = \pm a/2$ and horizontal boundaries at $y = \pm b/2$, respectively. The diagonal wavelets $\Psi^d$ are concentrated primarily at the corners of the rectangular cross section. The highest resolution level $m_a$ is chosen again with physical considerations in mind. This resolution must be compatible with the smallest physical scales involved in the field or current distributions. On the other hand, for efficient numerical evaluation of the moment integrals, the base resolution level, namely $m_b = m_a + 1$, must be high enough so that at least a few 2-D scaling functions stay away from truncation by the boundaries. The number of multiresolution basis functions at each resolution level (including also the base level) can be minimized outside the resonator by considering the fast decay of these functions. The wavelet localization lattice of Fig. 3.6 is especially useful for this purpose.

The case of a rectangular dielectric resonator embedded in the free space has been investigated. Due to the use the free-space dyadic Green's function, the moment inte-
grals are free from surface wave poles; however, they have a branch point singularity of order $1/2$ at $\sigma = D$. To remove this singularity in the course of numerical integration, the method of extraction of singularities have been employed (see appendix B).

The moment integrals involving 2-D scaling functions at the base resolution level are computed numerically using a Gauss-Legendre quadrature. The integration is performed in the spectral domain and in polar coordinates $\sigma$ and $\theta$ as shown in equation (5.12). Due to the spatial integration along the $z$ direction, the integrals of (5.12) converge relatively fast even in the case of severely truncated basis functions such as those located at the corners of the rectangular domain. Therefore, the analytical evaluation of the tail contribution discussed in section 5.2 is not necessary in this problem.

After all $\Phi-\Phi$ interactions at the base resolution level have been evaluated numerically, the elements of the moment (impedance) matrix $[\tilde{Z}]$ are computed using the fast wavelet algorithm (FWA). Note that the numerical integration at the base resolution level must include all the $\Phi-\Phi$ interactions between different sub-layers (pulse basis function in $z$). However, for the free-space Green's function in the present problem, these interactions are a function of the relative distance of the pulse functions, i.e. $r = p - q$, rather than their absolute position $p$ and $q$. Hence, the FWA loop is repeated for different values of $r = 0, 1, 2, \ldots$, yielding the elements of various interpulse submatrices in the moment matrix. In the FWA computation of the moment interactions, the perfect symmetry of the Battle-Lemarie functions are fully exploited in conjunction with the symmetry of the free-space dyadic Green's function. The former symmetry with respect to the shift indices is in the following form:

$$\phi_{m,n}(x) = \phi_{m,-n}(-x),$$
\[ \psi_{m,n}(x) = \psi_{m,-n-1}(-x). \] (5.33)

Due to these symmetries, many of the moment matrix elements are either equal or differ only in a sign. Equation (3.25) of chapter 3 shows how the various elements of the \( \bar{Z} \) matrix are computed recursively from the base-level \( \Phi_{m_b} \cdot \Phi_{m_b} \) interactions. This procedure requires the evaluation of all possible \( \Phi \cdot \Phi \) interactions at each resolution level involved. In practice, the FWA loop starts with the highest resolution level \( m_a = m_b - 1 \), where first all \( \Phi_{m_a} \cdot \Phi_{m_a} \) interactions and then intra-level \( \Psi_{m_a} \cdot \Psi_{m_a} \) interactions are calculated. Next, the inter-level \( \Psi_{m_a} \cdot \Psi_{m} \) interactions with \( m_0 \leq m < m_a \), and the \( \Psi_{m_a} \cdot \Phi_{m_0} \) interactions are computed. This completes all the interactions which involve the resolution level \( m_a \). The FWA loop then proceeds to the resolution level \( m_a - 1 \), and the cycle is repeated again at this resolution. The loop continues downward to the initial resolution level \( m_0 \). Note that in view of reciprocity, there is no need to compute the inter-level \( \Psi_{m_1} \cdot \Psi_{m_2} \) interactions with \( m_1 < m_2 \). It is important to note that, when using equation (3.25), the shift indices \( k_z, k_y, k_x, \) and \( k_y \) at each pair of resolution levels \( m_i \) and \( m_j \) have finite ranges, which are limited by the boundaries of the geometry. Moreover, the coefficient of each term in the related quadruple sum is the product of four \( h_k \) or \( g_k \) coefficients, and for a vast majority of terms, this product becomes negligibly small. Such terms are therefore skipped in the course of the quadruple summation. Finally, in view of the far-field properties of wavelets as discussed in detail in section 3.6, a large number of moment matrix elements correspond to far-field interactions between 2-D wavelet basis functions. These elements are identified in advance and subsequently skipped during the FWA loop.

After the entire impedance matrix \( \bar{Z} \) has been determined, it is scanned for
thresholding. In fact, in addition to all far-field interactions, which are skipped in the FWA loop and replaced with zero elements, it turns out that a large number of other elements of $\mathbf{\tilde{Z}}$ still have magnitudes several orders smaller than its largest entry. Such elements can be discarded by establishing a threshold with respect to the largest entry of the moment matrix. The fact that the accuracy of the solution is not much affected by this threshold process is one of the most interesting features of multiresolution expansions, and it stems from the mathematical properties of the multiresolution analysis [51] (See also section 3.1). The resulting moment matrix after thresholding is very sparsely populated. This sparsity enables us to avoid the storage of the entire matrix, which can be extremely large in practice. Instead, only the non-zero elements are stored using an efficient scheme such as the row-indexed sparse storage method [47]. After computing the excitation vector, the sparse linear system (5.29) is solved iteratively using a pre-conditioned BiCG algorithm, which is described in appendix E. This algorithm is very efficient for this problem, and in most cases less than 20 iterations are sufficient for convergence.

By the numerical solution of linear system (5.29), the amplitude vector $[a]$ which contains the unknown coefficients of expansion (5.23) is determined. Then, the electric field at any point inside the dielectric resonator can be computed in the following way:

$$E(\mathbf{r}) = \frac{1}{jk_0Y_0 \delta \varepsilon_r} \sum_i \sum_p a_{ip} F_i\left(\frac{x}{d_0}, \frac{y}{d_0}\right) p_p(z), \quad \mathbf{r} \in V. \quad (5.34)$$

To determine the resonant frequency of the structure, the frequency of the incident plane wave is varied. In general, if the field distribution of a certain mode is roughly known, then the electric field can be probed at an appropriate point inside the resonator (e.g. at its center) to find the maximum response to the excitation. If such knowledge is not available, then one can compute the stored energy inside the res-
Table 5.1: Resonant frequencies of different modes of a rectangular dielectric resonator

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Mode</th>
<th>$f_{res}$ (This work)</th>
<th>$f_{res}$ (Ref. [65])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$TM_{i111}^x$</td>
<td>5.532 GHz</td>
<td>5.651 GHz</td>
</tr>
<tr>
<td></td>
<td>$TM_{i111}^y$</td>
<td>6.012 GHz</td>
<td>6.104 GHz</td>
</tr>
<tr>
<td></td>
<td>$TE_{i111}^x$</td>
<td>6.378 GHz</td>
<td>6.575 GHz</td>
</tr>
</tbody>
</table>

In view of equation (5.34), it is not difficult to show that the stored electric field energy is given by the following expression:

$$
\mathcal{E}_c = \frac{1}{2} \int \int \int_V \epsilon_{rg} \epsilon_0 |E(r)|^2 \, dv
$$

$$
= \frac{\epsilon_{rg} \epsilon_0 \Delta}{2(k_0 Y_0 \delta \epsilon_r)^2} \sum_p \sum_i \sum_j a_{ip} \cdot a_{jp} \int_{a/2}^{a/2} dx \int_{b/2}^{b/2} dy F_i \left( \frac{x}{d_0}, \frac{y}{d_0} \right) F_j \left( \frac{x'}{d_0}, \frac{y'}{d_0} \right).
$$

To validate the formulation developed above, we consider a rectangular dielectric resonator of dimensions 10mm×8mm×5mm with a relative permittivity of $\epsilon_{rg} = 20$, which is embedded in the free space ($\epsilon_{rc} = 1$). Table 5.1 shows the computed resonant frequencies of the first three modes of this resonator. The results have been compared to those based on Marcatili's approximation [65], and a good agreement is observed. The initial resolution is taken to be $m_0 = 2$. Only two resolution levels ($m = 2, 3$) and 2-4 pulse functions along the normal direction are sufficient to provide very accurate results. To better understand how the resonant frequency is determined by
varying the excitation frequency, Fig. 5.2 shows the variation of the magnitude of electric field at the center of the resonator \((x = y = 0, z = h/2)\) for the dominant \(TM_{111}^z\) mode as a function of the frequency of the incident field. The peak of the curve identifies the resonant frequency of the dielectric resonator. Note that for the dominant mode considered above, the electric field always has a maximum at the center of the resonator. The resulting moment matrix, as expected, is highly sparse in the sense that a very large number of its entries are quite small in magnitude when compared to the largest entry. Fig. 5.3 shows the structure of the moment matrix after applying a threshold of 1%. In this case, the expansion basis consists of 2 pulse functions and a total of 231 2-D multiresolution expansion functions, and the sparsity of the moment matrix is 99.16%. Finally, Fig. 5.4 shows the variation of the resonant frequencies of the first three modes of the dielectric resonator considered above as a function of the aspect ratio \(h/a\).

5.4 A Wavelet-Based Study of Microstrip Patch Antennas

To further validate the wavelet-based space-domain MoM formulation developed in this chapter, we have applied it to 3-D metallic structures with infinite substrate geometries. This type of geometries serve a dual purpose. On the first place, the special problems associated with metallic structures such as enforcement of boundary conditions for conduction currents and difficulties in the convergence of moment integrals are investigated. On the other hand, a different type of Green’s function other than that of the free space is being examined. In this section, we study the geometry of a rectangular microstrip patch antenna. After formulating the integral equation, first we regard the patch as a planar resonator. The resonance character-
Figure 5.2: Variation of $E$-field magnitude at the center of the resonator with the frequency of excitation field.
Figure 5.3: The structure of moment matrix of a dielectric resonator after applying a threshold of 1%.
Figure 5.4: Variation of resonant frequencies of dominant modes of a dielectric resonator as a function of the aspect ratio $h/a$. 
istics of the patch are determined in a similar manner as the dielectric resonator of the preceding section. For this purpose, a plane wave incident field is considered as the excitation. Next, we treat the patch as a radiating structure and determine its input impedance. To this end, we need to model the feed element in a realistic way. Microstrip patch antennas are usually fed by two conventional methods: (1) through a coaxial probe connected to the patch from within the dielectric substrate, or (2) via a microstrip line printed on the same substrate and connected to one edge of the patch [66]. Other more complex feed structures have also been proposed and studied [67, 68]. In the present work, we consider the first method, namely a coaxial feed. To compute the antenna input impedance, the effect of the feed element is modeled as an impressed current. The incident electric field is then assumed to be radiated by this impressed current. After the unknown patch current has been determined, by establishing proper reference voltages and currents, the antenna input impedance is computed.

5.4.1 Integral Formulation

Consider a rectangular metallic patch of dimensions $a \times b$, which has been printed over an infinite conductor-backed dielectric substrate of thickness $d$ and relative permittivity $\varepsilon_r$. The patch is located on the $x$-$y$ plane and the perfectly conducting ground plane is located at $z = -d$ as shown in Fig. 5.5. It is postulated that the incident field excites induced current on the surface of the patch, which in turn radiates an scattered field. The total electric field can be expressed in the following form:

$$E(r) = -jk_0 Z_0 \int \int_S \tilde{G}_e(x, y, z \mid x', y', 0) \cdot J_e(x', y') dx' dy' + E^i(r),$$

(5.36)
where $S$ is the surface of the patch, and $\mathbf{J}_c(x,y)$ is the planar conduction current sustained on this surface. The integral equation for the unknown conduction current is derived in view of the boundary condition on the surface of the metallic patch. Assuming a perfectly conducting patch, this condition requires that the tangential components of the electric field vanish everywhere on $S$. In the real physical problem, the patch has a finite nonzero thickness of $\delta h$, and the planar current is mainly concentrated at the bottom surface of the patch. For numerical purposes which will be explained later, it is convenient to test the field on the top surface of the patch taking into account its nonzero thickness. Then, the boundary condition on $S$ can be written in the following way:

$$ E_t(x,y,\delta h) p_s(x,y) = 0, \quad i = x,y, \quad (5.37) $$

where $p_s(x,y) = p_s(x)p_s(y)$ is the characteristic function of surface $S$. In view of
equations (5.36) and (5.37), the following integral equation for the unknown patch current is obtained:

\[ p_s(x, y) \hat{t} \cdot \left\{ -j k_0 Z_0 \iint_S \tilde{G}_e(x, y, \delta h \mid x', y', 0) \cdot J_e(x', y') \, dx' \, dy' + E^i(x, y, \delta h) \right\} = 0, \]

\[ \hat{t} = \hat{x}, \hat{y}, \quad \delta h \to 0. \quad (5.38) \]

The enforcement of compactness of polarization and conduction currents was emphasized in chapter 3 when discussing the construction of multiresolution expansions for moment method treatment of electromagnetic problems. In chapter 4, we described how to implement this condition in the spectral domain. It was seen that due to the nature of the integral equations for polarization currents, the compactness of this type of currents are automatically guaranteed. However, for conduction currents, we needed to enforce this condition explicitly. An inspection of equations (5.22) and (5.38) leads to the same conclusion for a space-domain formulation. In other words, the integral equation (5.22) implicitly forces the polarization current (and hence its multiresolution expansion) to vanish outside the dielectric region. However, the integral equation (5.38) does not impose any restriction on the compactness of the patch current. This condition is enforced in the following explicit form:

\[ [1 - p_s(x, y)] J_e(x, y) = 0. \quad (5.39) \]

To determine the unknown patch current, equations (5.38) and (5.39) must be solved simultaneously. For the moment method solution of these equations, the patch current is expanded in a two-dimensional multiresolution expansion as discussed in
chapter 3. Using the shorthand notation of this chapter, one can write

\[ J_e(x, y) = \sum_i \alpha_i P_i\left( \frac{x}{d_0}, \frac{y}{d_0} \right), \]  

(5.40)

where the characteristic length \( d_0 \) is chosen to be an effective wavelength defined in the following manner:

\[ d_0 = \frac{\lambda_0}{\sqrt{\epsilon_{r e}}}, \quad \epsilon_{r e} = \frac{\epsilon_{r e} + 1}{2}. \]  

(5.41)

By inserting expansion (5.40), equations (5.38) and (5.39) are discretized. The application of the Galerkin technique to these discretized equations in the usual way obviously results in an overdetermined linear system with the number of equations bigger than the number of unknowns. Another major problem is that testing equation (5.39) with those multiresolution basis functions which are well inside the boundaries and are not truncated leads to trivial or redundant linear equations. Therefore, the following testing scheme is adopted:

- Test integral equation (5.38) with interior basis functions, whose centers are located on the surface of the patch.
- Test the additional equation (5.39) with exterior basis functions, whose centers fall outside the surface of the patch.

This testing scheme produces a consistent linear system in the following form:

\[
\begin{align*}
\sum_j \left[ Z_{ij}^{xx} a_{jx} + Z_{ij}^{xy} a_{jy} \right] &= b_{ix}, \quad (m_i, n_{x_i}, n_{y_i}) \in S, \\
\sum_j \left[ Z_{ij}^{yx} a_{jx} + Z_{ij}^{yy} a_{jy} \right] &= b_{iy}, \quad (m_i, n_{x_i}, n_{y_i}) \in S, \\
\sum_j S_{ij} a_{jx} &= 0, \quad (m_i, n_{x_i}, n_{y_i}) \notin S, \\
\sum_j S_{ij} a_{jy} &= 0, \quad (m_i, n_{x_i}, n_{y_i}) \notin S,
\end{align*}
\]  

(5.42)
where

\[
Z_{ij}^{\mu\nu} = j k_0 Z_0 \int_{-a/2}^{a/2} dx \int_{-b/2}^{b/2} dy \int_{-a/2}^{a/2} dx' \int_{-b/2}^{b/2} dy' F_i \left( \frac{x}{d_0}, \frac{y}{d_0} \right) G_{\mu\nu}(x, y \mid x', y') F_j \left( \frac{x'}{d_0}, \frac{y'}{d_0} \right), \quad \mu, \nu = x, y,
\]

(5.43)

and

\[
S_{ij} = \int_{-a/2}^{a/2} dx \int_{-b/2}^{b/2} dy F_i \left( \frac{x}{d_0}, \frac{y}{d_0} \right) F_j \left( \frac{x'}{d_0}, \frac{y'}{d_0} \right) - \delta_{ij}.
\]

(5.44)

The Green’s function \( \tilde{G}(x, y \mid x', y') \) in equation (5.43) is the dyadic Green’s function of a single-layer conductor-backed substrate evaluated at \( z = \delta h \) and \( z' = 0 \). From section A.3 of Appendix A, the Fourier transform of the transverse components of this Green’s function are given by the following expressions:

\[
\tilde{G}_{xx}(\xi, \eta) = \frac{1}{D_{TE}} \left[ 1 - \frac{\xi^2 D_A}{k_0^2 D_{TM}} \right] e^{-\zeta_c \delta h},
\]

\[
\tilde{G}_{xy}(\xi, \eta) = -\frac{\xi \eta}{k_0^2} \frac{D_A}{D_{TE} D_{TM}} e^{-\zeta_c \delta h} = \tilde{G}_{yx}(\xi, \eta),
\]

\[
\tilde{G}_{yy}(\xi, \eta) = \frac{1}{D_{TE}} \left[ 1 - \frac{\eta^2 D_A}{k_0^2 D_{TM}} \right] e^{-\zeta_c \delta h},
\]

(5.45)

where \( D_{TE} \) and \( D_{TM} \) are defined by equation (A.19) and

\[ D_A = \zeta_c + \zeta_s \tanh \zeta_s d. \]

(5.46)

The excitation vector in the system of (5.42) is given by

\[
b_{i\mu} = \int_{-a/2}^{a/2} dx \int_{-b/2}^{b/2} dy E_{i\mu}^\prime(x, y, \delta h) F_i \left( \frac{x}{d_0}, \frac{y}{d_0} \right), \quad \mu = x, y.
\]

(5.47)
5.4.2 The Microstrip Patch as a Resonating Structure

Determination of the resonant frequency of a microstrip patch is based on the same methodology for the dielectric resonator of the preceding section. The patch is regarded as a 3-D resonating structure, and its response to a prescribed plane wave incident field is examined. The excitation has the same form as equation (5.31). Note that the plane wave must be polarized such that it has a tangential component in the \( x-y \) plane. Otherwise, it would give rise to a zero excitation vector, and the BiCG method would not work.

The numerical procedures for the problem of the patch resonator are quite similar to those of the dielectric resonator. The major difference is that the former involves a surface integral equation, while the latter deals with a volume integral equation and hence requires more intensive computational work. Also, the Green's functions of the two problems are different, each having its own singularities and convergence properties. Apart from this dissimilarity in Green's functions, which manifests itself only in the computation of the base-level moment integrals, the implementation of the fast wavelet algorithm for the two problems is done exactly in the same manner. In fact, all the numerical aspects of the two problems as related to multiresolution expansions are identical. This includes the construction and selection of the 2-D multiresolution basis functions, all possible shortcuts in the calculation of moment interactions, and the final thresholding of moment matrices. The storage of matrices using sparse schemes and the implementation of the BiCG algorithm are also done as before.

It would be appropriate here to discuss some of the special problems associated with the numerical integration of moment integrals for the patch problem. First of
all, the dyadic Green’s function of equation (5.45) contains surface wave poles, which are indeed the eigenvalues of the infinite substrate geometry. These poles, however, are removable, and are treated using the method of extraction of singularities, which is described in detail in appendix B. The main difficulty in the numerical evaluation of the moment integrals in this problem is the slow convergence of some of these integrals which involve truncated basis functions. This problem stems from the fact that the fields are tested right at the location of the current source, or in other words, where the Green’s function exhibits a singularity. The small non-zero patch thickness \( \delta h \), which we have retained in our formulation serves this very purpose. Note that this is a pure mathematical anomaly and does not emerge in the underlying physical problem. The remedy for speeding up the convergence of these ill-behaved moment integrals was prescribed in section 5.2.

The example to be studied in this section consists of rectangular patch of length \( a = 5.95 \text{cm} \) and varying width \( b \) which is printed over a dielectric substrate of thickness \( d = 0.159 \text{cm} \) and relative permittivity \( \varepsilon_r = 2.62 \). For this structure, an \( x \)-polarized plane wave propagating along the negative \( z \)-axis is incident upon the plane of the patch. Fig. 5.6 shows the variation of the resonant frequency of the patch as a function of the patch width \( b \). The results have been compared to those of the regular moment method [69], and a very good agreement is observed. Figs. 5.7 and 5.8 show the patch current distribution in the \( x \) and \( y \) directions, respectively. As expected, the current has a quasi-sinusoidal form in the direction of the incident field polarization, and is almost uniform in the orthogonal direction except at the edges where a singularity is observed. Fig. 5.9 shows the structure of the moment matrix after performing a threshold of 1%. The asymmetry of the moment matrix due to the special testing scheme used is easily noticeable. In this case, the initial resolution
Figure 5.6: Variation of resonant frequency of a microstrip patch antenna as a function of patch width.
is \( m_0 = 2 \), and two resolution levels \( m = 2, 3 \) with a total of 235 2-D multiresolution expansion functions have been used. The sparsity of the moment matrix is 97.3%.

### 5.4.3 The Microstrip Patch as a Radiating Element

The antenna characteristics of the microstrip patch generally depend on its feed mechanism. As mentioned earlier, two popular ways of feeding a patch antenna are through a microstrip line or a coaxial probe. The accurate modeling of the antenna feed is usually a very difficult task and inevitably involves some type of approximation. To this end, the effect of the feed structure is often modeled as an impressed current denoted by \( J_f(r) \). Depending on the type of modeling and the geometry under study, this current may consist of a simple known localized source [70, 71] or may involve a complex unknown distribution, which has to be determined simultaneously with the unknown patch current [67, 72, 73]. In any case, the impressed feed current is responsible for generating the incident field \( E^i(r) \) in the integral equation (5.38). The resulting incident field is then given by the following expression:

\[
E^i(r) = -jk_0Z_0 \int \int \int_{V_f} \mathbf{G}_e(r | r') \cdot J_f(r') dv', \tag{5.48}
\]

where volume \( V_f \) is the domain of the feed current. In the implementation of the method of moments, it is seen that the feed mechanism only affects the excitation vector, and the impedance matrix of a probe-fed patch is exactly the same as that of the patch resonator with a plane wave incident field, which was studied earlier. In other words, the numerical solution of the boundary value problem again reduces to the linear system of equation (5.42). This is of course true only if the feed structure itself is not discretized. The computation of the excitation vector for a given impressed current is by far more difficult than the case of a given incident electric field. It is
Figure 5.7: Patch current distribution along the direction of current.

Figure 5.8: Patch current distribution normal to the direction of current.
Figure 5.9: The structure of moment matrix of a microstrip patch after performing a threshold of 1%.
often more convenient to make use of the reciprocity theorem [74] and interchange
the role of the multiresolution test function and the feed current in equation (5.47).

Assuming a test function of the form \( \hat{\mu} F_i(x/d_0, y/d_0) \), \( \hat{\mu} = \hat{x}, \hat{y} \), one can write

\[
\begin{align*}
    b_{i\mu} &= \int_{-a/2}^{a/2} \int_{-b/2}^{b/2} F_i(\frac{x}{d_0}, \frac{y}{d_0}) \hat{\mu} \cdot E^i(x, y, \delta h) dx dy \\
    &= \int \int \int_{V_f} J_f(r) \cdot E_{i\mu}(r) dv \\
    &= -j k_0 Z_0 \int \int \int_{V_f} dv \int_{-a/2}^{a/2} \int_{-b/2}^{b/2} J_f(r) \cdot \bar{G}_e(x, y, z | x', y', \delta h) \cdot \hat{\mu} F_i(\frac{x'}{d_0}, \frac{y'}{d_0}) dx' dy',
\end{align*}
\]

where \( E_{i\mu}(r) \) is the electric field radiated by the test function. The main reason for
this manipulation is that when the current source is embedded inside the substrate
(as is the case for a probe-fed patch), the dyadic Green’s function may become quite
complicated, while the Green’s function of the last integral in equation (5.49) is due
to a source located on the interface (or in the cover medium).

As mentioned above, various simple or complicated models for a coaxial probe
feed have been developed. Since the primary objective of the present work is rather
to validate the wavelet formulation for 3-D metallic structures, we adopt the simple
model of reference [70]. This model usually provides satisfactory results for thin
substrates with thicknesses limited to a few hundredths of the free-space wavelength.
It assumes a uniform current distribution over the coaxial probe and ignores the effect
of the coaxial aperture. The accurate analysis of thicker substrates with big coaxial
apertures of course require complicated models such as those proposed by [72, 73]. Fig. 5.10 shows the geometry of a coaxial probe-fed patch antenna. The simple model of [70] replaces the coaxial probe with a z-directed current filament in the following form:

\[ \mathbf{J}_f(\mathbf{r}) = \hat{\mathbf{z}} \delta(x - x_f) \delta(y - y_f), \quad -d < z < 0, \]  

(5.50)

which is connected to the patch at point \((x_f, y_f)\). Inserting (5.50) in equation (5.49) leads to the following expression:

\[ b_{i\mu} = -jk_0 Z_0 \int_{-a/2}^{a/2} dx' \int_{-b/2}^{b/2} dy' \int_{-d}^{0} dz \tilde{G}^{II}_{\varepsilon_{\mu}}(x_f, y_f, z \mid x', y', \delta h) F_1 \left( \frac{x'}{d_0}, \frac{y'}{d_0} \right), \quad \mu = x, y, \]  

(5.51)

where the dyadic Green's functions is evaluated with the observation point inside the substrate (See section A.3 of appendix A). In view of numerical integration, the integrals of equation (5.51) are very similar to those of the impedance matrix given by equation (5.43), and one can therefore use the fast wavelet algorithm to facilitate the computation of the \( b_i \) coefficients. The numerical evaluation of these coefficients would therefore be limited to the base resolution level \( m_b \) only. These latter integrals
can be written in the following form:

\[ b_{\mu} = -\frac{j k_0 Z_0}{(2\pi)^2} \int_{-\infty}^{\infty} d\xi \int_{-\infty}^{\infty} d\eta \int_{-d}^{0} dz. \]

\[ \hat{G}_{e_{zz}}(\xi, \eta, z | \delta h) e^{-j(\xi x_f + \eta y_f)} \mathbf{W}_{m_b, n_{ga}}^{*}(\xi, \alpha) \mathbf{W}_{m_b, n_{ga}}^{*}(\eta, b), \]

\[ \mu = x, y, \quad (5.52) \]

Having found the patch current distribution, one can compute the electric field everywhere in the structure. By defining an input voltage and current, the input impedance of the patch antenna can be determined in the following manner:

\[ Z_{in} = \frac{V_{in}}{I_{in}} = -\frac{\int_{-d}^{0} \hat{z} \cdot \mathbf{E}(x_f, y_f, z) dz}{I_0}, \quad (5.53) \]

where the input current is assumed to be \( I_0 = 1A \), and the definition of the input voltage is based on the total electric field inside the substrate, which is the sum of the fields produced by both patch and feed currents. In view of equations (5.36),(5.40) and (5.51), it is not difficult to show that

\[ \int_{-d}^{0} E_{z}^{s}(x_f, y_f, z) dz = \sum_{i} a_i \cdot b_i, \quad (5.54) \]

where \( E^s(r) \) denotes the scattered field radiated by the patch current. On the other hand, the contribution of the feed current to the input voltage can be expressed in the following form:

\[ \int_{-d}^{0} E_{z}^{f}(x_f, y_f, z) dz = -j k_0 Z_0 \int_{-d}^{0} \int_{-d}^{0} \hat{G}_{e_{zz}}(x_f, y_f, z | x_f, y_f, z') dz dz'. \quad (5.55) \]

where \( \hat{G}_{e_{III}}(r | r') \) is the dyadic Green's function due to a source embedded inside the substrate, with the observation point being also located inside the substrate. The
Fourier transform of the $zz$ component of this Green's function is given by

$$G_{zz}^{III}(\xi, \eta, z | z') = \frac{1}{\epsilon_{rs} k_0^2 D_{TM}} \begin{cases} \frac{\cosh \zeta_z(z+d)}{\cosh \zeta_z d} \left[ \epsilon_{rc} \cosh \zeta_z z' - \epsilon_{rs} \frac{\zeta_z}{\zeta_s} \sinh \zeta_s z' \right] - \delta(z - z'), \\ \frac{\cosh \zeta_z(z'+d)}{\cosh \zeta_z d} \left[ \epsilon_{rc} \cosh \zeta_z z - \epsilon_{rs} \frac{\zeta_z}{\zeta_s} \sinh \zeta_s z \right], \\ z < z', \\ z > z', \end{cases}$$

(5.56)

where the various quantities are defined in section A.3 of appendix A. The contribution of the excitation field to the input impedance is usually very small around the resonance of the patch antenna. However, it becomes important at low frequencies [75]. Note that references [70, 71] have ignored this effect in the computation of the input impedance, and to account for the self-inductance of the probe, they add an additional reactance term $jX_p$ given by (see [66])

$$X_p = \frac{Z_0}{\sqrt{\epsilon_{rs}}} \tan(\sqrt{\epsilon_{rs} k_0 d}).$$

(5.57)

The first numerical example of this section consists of a rectangular patch antenna with $a = 13.97\text{cm}$, $b = 20.45\text{cm}$, $\epsilon_{rc} = 1$, $\epsilon_{rs} = 2.59$, and $d = 0.1588\text{cm}$. The location of the coaxial feed is at $x_f = -6.35\text{cm}$ and $y_f = 0$. The resonant frequency of the patch is $f_r = 658\text{MHz}$. Fig. 5.11 shows the variation of the patch input impedance (normalized to $50\Omega$) as a function of frequency. This figure also compares our results with those of [70], and very good agreement is observed.

The next example is that of a rectangular patch antenna with $a = 7.62\text{cm}$, $b = 11.43\text{cm}$, $\epsilon_{rc} = 1$, $\epsilon_{rs} = 2.64$, and $d = 0.159\text{cm}$. The location of the coaxial feed in this case is at $x_f = -3.05\text{cm}$ and $y_f = 0.385\text{cm}$, and the antenna resonates at $f_r = 1189\text{MHz}$. Fig. 5.12 shows the variation of the normalized input impedance...
Figure 5.11: Variation of patch input impedance as a function of frequency. Increment: 5MHz (increasing clockwise).
of this antenna as a function of frequency, where the results have been compared to those of [71].

5.5 Concluding Remarks

In this chapter, we developed a general wavelet-based space-domain formulation for the analysis of three-dimensional planar microwave structures. To validate the formulation, it was applied to two different 3-D geometries: (1) a rectangular dielectric resonator embedded in the free space, and (2) a rectangular microstrip patch antenna printed over an infinite grounded substrate. The study of these two structures enables us to investigate various computational aspects of our wavelet-based formulation in view of accuracy, efficiency and convergence issues. In both cases, it was demonstrated that the use of 2-D multiresolution expansions with the method of moments leads to the generation of very sparsely populated moment matrices. Although the sizes of the matrices involved are quite big, due to the resulting sparsities, one can take advantage of highly efficient numerical tools such as the bi-conjugate gradient method. Moreover, the use of special sparse storage schemes makes the numerical treatment of large-scale problems involving thousands of unknowns practically feasible. In addition to the sparsity of moment matrices, the combination of fast wavelet algorithm and the special features of the Battle-Lemarie multiresolution analysis make a dramatic improvement in the computational efficiency of our wavelet analysis. The overall outcome is a very accurate, efficient and versatile, rigorous full-wave technique, which can easily compete with heavily intensive differential-based approaches while maintaining all the advantages of integral-based formulations.

Before closing this chapter, it is worth noting that the formulations presented in
Figure 5.12: Variation of patch input impedance as a function of frequency. Increment: 10MHz (increasing clockwise).
this work are the first steps in the application of wavelet theory to the numerical modeling of 3-D electromagnetic problems. This is of course a starting point for the development of a general-purpose wavelet-based MoM formulation for more complex geometries of arbitrary shapes and with possible material inhomogeneities. The methodology described in this chapter is very general in nature, and easily renders itself to geometrical extensions. Moreover, although the Battle-Lemarie expansions were used throughout this work, the basic formulation is independent of the type of the multiresolution analysis used. The only limiting aspect of the procedures discussed in this chapter is due to the use of semi-closed-form expressions for the Fourier transforms of windowed basis functions, which drastically speeded up the numerical evaluation of base-level moment integrals. These expressions are based on the special mathematical properties of the Battle-Lemarie functions, and do not apply to other types of multiresolution expansions.
CHAPTER VI

CONCLUSION

6.1 Summary of Achievements

This dissertation is concerned with the numerical modeling of planar passive microwave structures using integral-based techniques. Although for many electromagnetic problems, especially those involving open geometries, the integral equation approach provides the most accurate formulation of the underlying boundary value problem, its practical use has been traditionally limited to small-scale or medium-scale problems. This limitation is due to the fact that all conventional types of basis functions regularly used in the method of moments generate full moment matrices. The analysis of large and complex structures is usually accompanied by matrices of prohibitively large sizes, whose numerical handling may easily exceed the capability of the available computing resources. The present work proposes two different approaches to eliminate this major limitation.

The first approach involves the derivation of a new integral equation for planar dielectric structures. This technique, which has been named the integral transform technique, employs higher-order boundary conditions in conjunction with Taylor expansions of the fields in an appropriate integral transform domain. In this way, an equivalent system of integral equations with reduced dimensionality are obtained. By
using a proper expansion basis such as the set of orthogonal Hermite-Gauss functions, it is possible to achieve very accurate results with only a few expansion terms. This technique was validated for a variety of planar dielectric waveguides. The primary limitation of this highly efficient approach is its critical dependence on the geometry of the structure as well as availability of amicable Green's functions with certain properties.

The second approach to improve the computational efficiency of the method of moments exploits the newly developed orthonormal wavelet expansions. In contrast to the first technique, this approach is very general in nature and can be generalized to any arbitrary geometry or arbitrary material inhomogeneity. In this work, first we presented a spectral-domain wavelet-based formulation for integrated planar waveguides with arbitrary numbers of dielectric and metallic sections. Extensive numerical results were given for various two-dimensional structures, and the accuracy of the results was verified by comparison with other techniques. Then, acknowledging the limitations of spectral-domain formulations in view of geometrical variety, we developed a wavelet-based space-domain formulation for three-dimensional planar microwave structures. This latter formulation, of course, can also be specialized to two-dimensional geometries. The 3-D space-domain MoM formulation is based on the use of 2-D multiresolution expansions for approximation of the unknown fields and currents. Two different 3-D open geometries, namely a rectangular dielectric resonator and a microstrip patch antenna, were studied in detail to examine the accuracy and efficiency of our novel formulation. In both cases, highly sparse moment matrices were generated, which easily render themselves to efficient iterative techniques such as the bi-conjugate gradient method. It was found out that using fast wavelet algorithm in the numerical implementation of the method of moments dramatically improves
the computational efficiency of the overall procedure.

6.2 Recommendations for Future Work

Both of the two approaches proposed in this dissertation for the improvement of the computational efficiency of the method of moments are quite recent and have been developed by the author during the past four years. Although the scope of the integral transform technique is practically limited, it is highly effective within its range of applicability. This technique can easily be extended to three-dimensional dielectric structures, for which it is expected to yield a very high degree of computational efficiency. It can also be combined with regular planar integral equations for metallic structures to treat hybrid configurations involving both dielectric and metallic sections. Another possibility is the application of the integral transform technique to three-dimensional planar geometries with circular cross sections. In this case, the appropriate integral transform is of course a generalized Hankel transform.

As for the wavelet-based MoM formulations, the present work is one of the pioneering research efforts in this field. In particular, the study of the three-dimensional planar structures are being reported for the first time. The entire field of wavelet theory itself is very young, and in the near future many new developments will certainly be witnessed. The present dissertation lays a firm foundation for the application of multiresolution analysis theory to electromagnetic problems. Although we treated only planar structures, the scope of wavelet-based formulations is obviously much wider than this type of microwave circuits as evidenced by other recent works reported in the literature. In fact, the methodology developed in this thesis can directly be applied to many other disciplines of engineering and applied sciences, where the
numerical modeling of various phenomena lies upon the integral equation technique. With regard to electromagnetic problems, the application of 3-D multiresolution expansions for the study of non-planar structures may open further new possibilities for the application of integral-based techniques to highly complex large-scale problems. The development of a general-purpose wavelet-based numerical code for the analysis of electromagnetic problems can be a very important milestone in the field of computational electromagnetics. From a numerical point of view, the implementation of the fast wavelet algorithm renders itself to code parallelization. A parallelized version of the present formulation will definitely surpass new limits of computational speed and efficiency. Finally, various interesting mathematical properties of wavelet expansions give an incentive to investigate the potential application of multiresolution analysis theory to other types of numerical techniques, especially differential-based methods.
APPENDICES
APPENDIX A

DYADIC GREEN’S FUNCTIONS FOR PLANAR LAYERED GEOMETRIES

In this appendix, the dyadic Green’s functions of some planar layered background geometries are discussed. Although there are general recursive algorithms to derive the dyadic Green’s functions of multilayered structures [41, 52], in the following we present explicit expressions for the Green’s functions of some simple background structures, which have been considered throughout the present work. The electric-field Green’s functions can be obtained by introducing different types of potentials [11]. We adopt the Sommerfeld representation based on the magnetic vector potential $A$. The dyadic Green’s function corresponding to this potential is denoted simply by $\tilde{G}(r | r')$. Then, the electric field dyadic Green’s function of the structure is given by

$$\tilde{G}_o(r | r') = \left( \mathbf{I} + \frac{1}{\epsilon_r k_0^2} \nabla \nabla \right) \cdot \tilde{G}(r | r').$$  \hspace{1cm} (A.1)

Note that $\tilde{G}(r | r')$ has a singularity at $r = r'$, where the observation and source points coincide. Then, the second derivatives involved in equation (A.1) become undefined at the singular point. However, this singularity is removable and contributes a residual term after integration of the Green’s function. It has been shown that
this integration can be performed in the Cauchy sense and the contribution of the singularity can be embodied in the form of a source dyadic $\bar{L}$ as follows [76, 77]:

$$\bar{G}_c(r | r') = P.V. \left( I + \frac{1}{\epsilon_r k_0^2} \nabla \nabla \right) \cdot \bar{G}(r | r') - \frac{\bar{L}}{\epsilon_r k_0^2} \delta(r - r'),$$

(A.2)

where $P.V.$ stands for the Cauchy principal value. The source dyadic $\bar{L}$ depends on the infinitesimal volume around the singular point, which is excluded in the course of Cauchy integration. However, the final result of the integration, i.e. the sum of the principal value and the residual term, is of course independent of the shape of the excluded volume. For the Sommerfeld representations used in this work, the source dyadic is given by [77]

$$\bar{L} = \hat{z} \hat{z}.$$

(A.3)

It is well known that in an unbounded medium, an infinitesimal dipole produces a vector magnetic potential which is parallel to itself. It has been shown by Sommerfeld that in the presence of an infinite substrate, an infinitesimal vertical dipole produces a vertical magnetic potential, while an infinitesimal horizontal dipole produces a vector magnetic potential which has both horizontal and vertical components [78]. For an arbitrarily oriented dipole, the potential can be expressed as the superposition of the two horizontal and vertical cases. It is advantageous to decompose the total vector magnetic potential into two components: a primary component which is equal to the potential of the same dipole in an unbounded medium, and a secondary component which accounts for the presence of the substrate. This is written in the following manner:

$$\bar{G}(r | r') = \bar{G}_p(r | r') + \bar{G}_s(r | r').$$

(A.4)

In this form, the primary component contains the source singularity, while the secondary component contains substrate poles.
The dyadic Green's function of layered structures are usually expressed as a spectral decomposition into elementary plane waves as follows:

\[
\tilde{\mathbf{G}}(\mathbf{r} | \mathbf{r}') = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{\mathbf{g}}(\xi, \eta, z | z') e^{-j\xi(x-x')} e^{-j\eta(y-y')} d\xi d\eta,
\]

(A.5)

where the substrate layers have been assumed to be parallel to the x-y plane and normal to the z-axis. Equation (A.5) is indeed a two-dimensional inverse Fourier transform, with \( \tilde{\mathbf{g}}(\xi, \eta, z | z') \) being the Fourier transform of the Green's function. It is seen that the x- and y-dependences in this equation are of convolutional type. The Fourier transform of the electric field Green’s function is then given by

\[
\tilde{\mathbf{G}}_e(\xi, \eta, z | z') = \left( \mathbf{I} + \frac{1}{\epsilon_r k_0^2} \tilde{\nabla} \tilde{\nabla} \right) \tilde{\mathbf{G}}(\xi, \eta, z | z') - \frac{\tilde{\mathbf{L}}}{\epsilon_r k_0^2} \delta(z - z').
\]

(A.6)

where \( \tilde{\nabla} \) denotes the Fourier transform of the gradient operator.

Before proceeding to examine specific background geometries, note that for a two-dimensional geometry of infinite extent along the y-axis with a propagating mode of propagation constant \( \beta \) along this direction, the y-dependence of the fields will be in the form of \( e^{-j\beta y} \). In this case, equation (A.5) can be integrated analytically with respect to variable \( y \), and using the identity:

\[
\int_{-\infty}^{\infty} e^{j(\eta-\beta)y} dy = 2\pi \delta(\eta - \beta),
\]

(A.7)

one can obtain the two-dimensional dyadic Green’s function in the following manner:

\[
\tilde{\mathbf{G}}(\mathbf{r} | \mathbf{r}') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{\mathbf{g}}(\xi, \beta, z | z') e^{-j\xi(x-x')} d\xi.
\]

(A.8)

A.1 The Unbounded Space

For an unbounded medium filled with a dielectric material of relative permittivity \( \epsilon_r \), the secondary component is equal to zero. The dyadic Green’s function for this
medium is given by the well-known formula:

\[
\tilde{G}(r \mid r') = \frac{\tilde{I} e^{-jk_c |r-r'|}}{4\pi |r-r'|}
\]

\[
= \tilde{I} \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\zeta_c |\xi-\xi'|} e^{-j\xi(y-y')} e^{-j\eta(y-y')} d\xi d\eta, \tag{A.9}
\]

where \( k_c = \sqrt{\varepsilon_c k_0} \), and

\[
\zeta_c = \begin{cases} 
\sqrt{\xi^2 + \eta^2 - \varepsilon_{cc} k_0^2}, & \xi^2 + \eta^2 \geq \varepsilon_{cc} k_0^2, \\
-j\sqrt{\varepsilon_{cc} k_0^2 - \xi^2 - \eta^2}, & \xi^2 + \eta^2 < \varepsilon_{cc} k_0^2.
\end{cases} \tag{A.10}
\]

It is useful to introduce the following spectral matrices:

\[
\tilde{D}^{\pm}(\xi, \eta, \varepsilon_r) = \begin{pmatrix} 
1 - \xi^2/(\varepsilon_r k_0^2) & -\xi\eta/(\varepsilon_r k_0^2) & \pm j\xi\zeta/(\varepsilon_r k_0^2) \\
-\xi\eta/(\varepsilon_r k_0^2) & 1 - \eta^2/(\varepsilon_r k_0^2) & \pm j\eta\zeta/(\varepsilon_r k_0^2) \\
\pm j\xi\zeta/(\varepsilon_r k_0^2) & \pm j\eta\zeta/(\varepsilon_r k_0^2) & (\xi^2 + \eta^2)/(\varepsilon_r k_0^2)
\end{pmatrix}. \tag{A.11}
\]

Then, the Fourier transform of the electric field Green's function of the unbounded medium can be written in the following form:

\[
P.V. \tilde{G}_e(\xi, \eta, z \mid z') = \tilde{D}^{\pm}(\xi, \eta, \varepsilon_r) \frac{e^{-\zeta_c |\xi-\xi'|}}{2\zeta_c}, \tag{A.12}
\]

where the + and − signs correspond to the cases \( z \geq z' \) and \( z < z' \), respectively.

### A.2 Unbounded Half-space

For an unbounded half-space with an infinite perfectly conducting ground plane located at \( z = 0 \), the dyadic Green's function can easily be found by employing
the image theory. In this case, the dyadic Green’s function for the vector magnetic potential in the upper half-space is given by

$$
\tilde{G}(\mathbf{r} \mid \mathbf{r}') = \frac{\bar{1}}{4\pi R_{s0}} e^{-jk_c R_{s0}} + \bar{I}_i \frac{e^{-jk_c R_{i0}}}{4\pi R_{i0}},
$$

(A.13)

where \( R_{s0} = \sqrt{(x - x')^2 + (y - y')^2 + (z - z')^2} \) is the distance from the source point, \( R_{i0} = \sqrt{(x - x')^2 + (y - y')^2 + (z + z')^2} \) is the distance from the image point, and the dyadic \( \bar{I}_i \) is defined in the following way:

$$
\bar{I}_i = \begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$

(A.14)

The Fourier transform of equation (A.13) is given by

$$
\tilde{\tilde{G}}(\xi, \eta, z \mid z') = \frac{1}{2\zeta_c} \left[ \bar{I} e^{-\zeta_c |z - z'|} + \bar{I}_i e^{-\zeta_c (z + z')} \right].
$$

(A.15)

### A.3 Single-layer Conductor-backed Substrate

Consider a single-layer dielectric substrate of thickness \( d \), with a perfectly conducting ground plane located at \( z = -d \). The relative permittivities of the substrate and the unbounded cover medium are denoted by \( \varepsilon_r \) and \( \varepsilon_{rc} \), respectively. The dyadic Green’s function for the vector magnetic potential has the following general form:

$$
\tilde{G}(\mathbf{r} \mid \mathbf{r}') = \begin{pmatrix}
G_{xx} & 0 & 0 \\
0 & G_{yy} & 0 \\
G_{zx} & G_{zy} & G_{zz}
\end{pmatrix}.
$$

(A.16)
In the cover medium (region 1), i.e. \( z \geq 0 \), the Fourier transform of components of the dyadic Green’s function are given by

\[
\tilde{G}_{\nu \nu}^I = \frac{1}{2\zeta_c} \left[ e^{-\zeta_c\xi - \zeta_c\eta'} + R_{TE} e^{-\zeta_c(z + z')} \right], \quad \nu = x, y,
\]

\[
\tilde{G}_{zz}^I = \frac{1}{2\zeta_c} \left[ e^{-\zeta_c\xi - \zeta_c\eta'} + R_{TM} e^{-\zeta_c(z + z')} \right],
\]

\[
\frac{\tilde{G}_{xx}^I}{\xi} = \frac{\tilde{G}_{yy}^I}{\eta} = \frac{-j(\epsilon_{rs} - \epsilon_{rc})}{D_{TM} D_{TE}} e^{-\zeta_c(z + z')},
\]

where the source point is assumed to be in the upper half-space, and the various quantities in the above equations are defined as follows:

\[
D_{TE} = \zeta_c + \zeta_s \coth \zeta_s d,
\]

\[
D_{TM} = \epsilon_{rs} \zeta_c + \zeta_s \tanh \zeta_s d,
\]

\[
N_{TE} = \zeta_c - \zeta_s \coth \zeta_s d,
\]

\[
N_{TM} = \epsilon_{rs} \zeta_c - \zeta_s \tanh \zeta_s d,
\]

\[
R_{TE} = \frac{N_{TE}}{D_{TE}},
\]

\[
R_{TM} = \frac{N_{TM}}{D_{TM}}.
\]

Note that the Green’s function has first-order poles which are the roots of the following characteristic equations:

\[
D_{TE}(\xi, \eta) = 0,
\]

\[
D_{TM}(\xi, \eta) = 0.
\]

These roots are identical to the propagation constants of the \( TE \) and \( TM \) surface wave modes of the substrate [80]. Since the dominant \( TM_0 \) mode of an infinite conductor-
backed dielectric layer has zero cut-off, the Green's function of this structure always has at least one surface wave pole. From equations (A.17), it is seen that the Green's function in the cover medium is in the form of the superposition of primary and secondary components, and the functions $R_{TE}$ and $R_{TM}$ may be interpreted as the reflection coefficients of the interface between the cover medium and the dielectric substrate. Then, in view of definition (A.11), the Fourier transform of the electric field Green's function in this region can be written in the following form:

$$
\tilde{G}_e(\xi, \eta, z | z') = \tilde{D}^\pm(\xi, \eta, \epsilon_{rc}) \cdot \tilde{G}_P(\xi, \eta, z | z') + \tilde{D}^+(\xi, \eta, \epsilon_{rc}) \cdot \tilde{G}_S(\xi, \eta, z | z').
$$

(A.20)

Inside the substrate (region II), i.e. $-d < z < 0$, the components of the dyadic Green's function are given by

$$
\tilde{G}^{II}_{\nu\nu} = \frac{1}{D_{TE}} \frac{\sinh \zeta_s(z + d)}{\sinh \zeta_s d} e^{-\zeta_s z'}, \quad \nu = x, y,
$$

$$
\tilde{G}^{II}_{zz} = \frac{\epsilon_{rs}}{D_{TM}} \frac{\cosh \zeta_s(z + d)}{\cosh \zeta_s d} e^{-\zeta_s z'},
$$

$$
\frac{\tilde{G}^{II}_{zz}}{\xi} = \frac{\tilde{G}^{II}_{yy}}{\eta} = -j(\epsilon_{rs} - \epsilon_{rc}) \frac{\cosh \zeta_s(z + d)}{D_{TM} D_{TE} \cosh \zeta_s d} e^{-\zeta_s z'}.
$$

(A.21)

A.4 Double-layer Conductor-backed Substrate

Fig. A.1 shows the geometry of an infinite two-layer substrate with a perfectly conducting ground plane. The thickness and relative permittivity of the two layers are denoted by $d_1$, $\epsilon_{rs1}$, $d_2$, and $\epsilon_{rs2}$, respectively, and a cover medium of relative permittivity $\epsilon_{rc}$ is assumed to fill the upper half-space. Here again, we assume that
the source point is located in the upper half-space. Then, in the cover medium (region I), i.e. \( z \geq 0 \), the Fourier transform of components of the dyadic Green's function are given by

\[
\tilde{G}^I_{\nu\nu} = \frac{1}{2\zeta} \left[ e^{-\zeta|z-z'|} + R_{\text{TE}} e^{-\zeta(z+z')} \right], \quad \nu = x, y,
\]

\[
\tilde{G}^I_{zz} = \frac{1}{2\zeta} \left[ e^{-\zeta|z-z'|} + R_{\text{TM}} e^{-\zeta(z+z')} \right],
\]

\[
\tilde{G}^I_{zz} \xi \eta \frac{\tilde{G}^I_{yy}}{\eta} = -\frac{j\varepsilon_r}{D_{TM} D_{TE}} \left[ F_4 F_5 + \left( \frac{\varepsilon_{rs1}}{\varepsilon_{rs2}} - 1 \right) F_3 \right] e^{-\zeta(z+z')},
\]

\[\text{(A.22)}\]

and in the first substrate layer (region II), i.e. \(-d_1 < z < 0\), we have the following expressions:

\[
\tilde{G}^{II}_{\nu\nu} = \frac{1}{D_{\text{TE}}} \frac{\sinh \zeta_{s1}(z + d_1)}{\sinh \zeta_{s1} d_1} \left[ \zeta_{s1} \coth \zeta_{s1}(z + d_1) + \zeta_{s2} \coth \zeta_{s2} d_2 \right] e^{-\zeta(z+z')}, \nu = x, y,
\]

\[
\tilde{G}^{II}_{zz} = \frac{\varepsilon_{rs1}}{D_{\text{TM}}} \frac{\cosh \zeta_{s1}(z + d_1)}{\cosh \zeta_{s1} d_1} \left[ 1 + \frac{\varepsilon_{rs1}}{\varepsilon_{rs2}} \frac{\zeta_{s1}}{\zeta_{s1}} \tanh \zeta_{s1}(z + d_1) \tanh \zeta_{s2} d_2 \right] e^{-\zeta(z+z')},
\]
\[
\frac{\tilde{g}_{zz}}{\xi} = \frac{\tilde{g}_{zy}}{\eta} = \frac{-j\epsilon_{rs1}}{D_{TM} D_{TE}} \frac{\cosh \zeta \cosh \zeta_1(z + d_1)}{\cosh \zeta_1 d_1} \left[ F_6 + F_7 \frac{\tanh \zeta_1(z + d_1)}{\tanh \zeta_1 d_1} \right] e^{-\zeta c^*},
\]

(A.23)

where the various quantities are defined as follows:

\[
D_{TE} = \zeta c F_1 + \zeta_1^2 F_2,
\]

\[
D_{TM} = \epsilon_{rs1} \zeta c F_4 + \epsilon_{rc} F_3,
\]

\[
N_{TE} = \zeta c F_1 - \zeta_1^2 F_2,
\]

\[
N_{TM} = \epsilon_{rs1} \zeta c F_4 - \epsilon_{rc} F_3,
\]

\[
R_{TE} = N_{TE}/D_{TE},
\]

\[
R_{TM} = N_{TM}/D_{TM},
\]

\[
F_1 = \zeta_1 \coth \zeta_1 d_1 + \zeta_2 \coth \zeta_2 d_2,
\]

\[
F_2 = 1 + \frac{\zeta_2}{\zeta_1} \coth \zeta_1 d_1 \coth \zeta_2 d_2,
\]

\[
F_3 = \zeta_1 \tanh \zeta_1 d_1 + \frac{\epsilon_{rs1}}{\epsilon_{rs2}} \zeta_2 \tanh \zeta_2 d_2,
\]

\[
F_4 = 1 + \frac{\epsilon_{rs1}}{\epsilon_{rs2}} \frac{\zeta_2}{\zeta_1} \tanh \zeta_1 d_1 \tanh \zeta_2 d_2,
\]

\[
F_5 = \epsilon_{rs1} \left( \frac{1}{\epsilon_{rc}} - \frac{1}{\epsilon_{rs2}} \right) \zeta_1 \coth \zeta_1 d_1 + \left( \frac{\epsilon_{rs1}}{\epsilon_{rc}} - 1 \right) \zeta_2 \coth \zeta_2 d_2,
\]

\[
F_6 = \frac{\epsilon_{rc}}{\epsilon_{rs1}} F_5 - \left( \frac{\epsilon_{rs1}}{\epsilon_{rs2}} - 1 \right) \zeta c,
\]

\[
F_7 = \frac{\epsilon_{rc}}{\epsilon_{rs2}} \frac{\zeta_2}{\zeta_1} \tanh \zeta_1 d_1 \tanh \zeta_2 d_2 F_5 + \left( \frac{\epsilon_{rs1}}{\epsilon_{rs2}} - 1 \right) \left( \frac{\epsilon_c}{\epsilon_{rs1}} \right) F_3,
\]

(A.24)

and

\[
\zeta_i^2 = \xi^2 + \eta^2 - \epsilon_{ri} k_0^2, \quad i = c, s_1, s_2.
\]

(A.25)
APPENDIX B

METHOD OF EXTRACTION OF SINGULARITIES

The Green’s function encountered in the present work have weak singularities in the form of surface wave poles or branch points. The evaluation of the elements of moment matrices involves numerical integration of these Green’s functions. Although this type of singularities are removable in the course of integration, ignoring them may lead to numerical instability and serious convergence problems. There are several methods for the treatment of removable singularities. In this work, we have used the method of extraction of singularities, which is based on the idea of decomposing the improper integral into a well-behaved part plus another part with an explicit singularity and evaluating the latter integral analytically [79]. In the following, note that the integration is carried out on the real axis, but the singularities may be complex in general, and necessary contour deformation must be performed to capture the singularities.
B.1 Extraction of Branch Point Singularities

This type of singularities often appear in the form of the following improper integral:

\[ I_1 = \int_{z_1}^{z_2} \frac{f(z)}{(z^2 - z_0^2)^{\alpha/2}} \, dz, \quad \alpha \geq 1, \quad \alpha \in \mathbb{Z}, \]
\[ Im\, z_1 = Im\, z_2 = 0, \quad z_1 < Re\, z_0 < z_2, \quad (B.1) \]

where \( f(z) \) is an analytic function free from any singularities. Then, letting \( F(z) = f(z)(z + z_0)^{-\alpha/2} \), one can write

\[ I_1 = \int_{z_1}^{z_2} \frac{F(z) - F(z_0)}{(z - z_0)^{\alpha/2}} \, dz + F(z_0) \int_{z_1}^{z_2} \frac{dz}{(z - z_0)^{\alpha/2}}. \quad (B.2) \]

The first integral of equation (B.2) is well-behaved and can be evaluated numerically without any difficulty. In fact, at the singular point \( z = z_0 \), the integrand of this integral vanishes provided that \( F(z) \) has an analytic derivative at this point. The second integral of (B.2) is evaluated analytically to yield the following expression:

\[ \frac{F(z_0)}{1 - \alpha/2} \left[ (z_2 - z_0)^{1-\alpha/2} - (z_1 - z_0)^{1-\alpha/2} \right]. \quad (B.3) \]

It is important to choose the right branches of the square roots in equation (B.3).

B.2 Extraction of Surface Wave Poles

As discussed in appendix A, the Sommerfeld integrals contain first-order poles, which are identical to the TE and TM eigenvalues of the infinite substrate geometry. Consider the following integral:

\[ I_2 = \int_{z_1}^{z_2} f(z) \, dz, \quad f(z) = \frac{N(z)}{D(z)}, \quad (B.4) \]
where

\[ D(z_0) = 0, \quad \text{Im} \, z_1 = \text{Im} \, z_2 = 0, \quad z_1 < \text{Re} \, z_0 < z_2. \quad (B.5) \]

This integral can be rewritten in the following manner:

\[ I_2 = \int_{z_1}^{z_2} \left[ f(z) - \frac{\text{Res} \ f(z)|_{z=z_0}}{z-z_0} \right] \, dz + \text{Res} \ f(z)|_{z=z_0} \cdot \int_{z_1}^{z_2} \frac{dz}{z-z_0}, \quad (B.6) \]

where

\[ \text{Res} \ f(z)|_{z=z_0} = \lim_{z \to z_0} (z-z_0)f(z) = \frac{N(z_0)}{D'(z_0)}. \quad (B.7) \]

The first integral of equation (B.6) is again well-behaved and is computed numerically. The second integral is evaluated analytically to yield:

\[ \text{Res} \ f(z)|_{z=z_0} \cdot [\ln(z_2 - z_0) - \ln(z_1 - z_0)]. \quad (B.8) \]

The logarithmic function \( \ln(z - z_0) \) is a multi-valued function, and the right branch must be selected. Fig. B.1 shows the branch cut for this function at \( z = z_0 \). Setting

\[
\begin{align*}
  z_1 - z_0 &= |z_1 - z_0| \, e^{i \theta_1}, \\
  z_2 - z_0 &= |z_2 - z_0| \, e^{i \theta_2},
\end{align*}
\quad (B.9)
\]
where
\[
\theta_1 = \tan^{-1} \frac{Im \ z_0}{|z_1 - Re \ z_0|} + \pi,
\]
\[
\theta_2 = \tan^{-1} \frac{Im \ z_0}{|z_2 - Re \ z_0|},
\]
\[
\text{equation (B.10)}
\]

\[
\text{Res} \ f(z) \big|_{z=z_0} \cdot \left\{ \ln \left| \frac{z_2 - z_0}{z_1 - z_0} \right| - j \left[ \pi + \tan^{-1} \frac{Im \ z_0}{|z_1 - Re \ z_0|} + \tan^{-1} \frac{Im \ z_0}{|z_2 - Re \ z_0|} \right] \right\}.
\]
\[
\text{equation (B.11)}
\]

Note that when the pole is located on the real axis, the two \( \tan^{-1} \) terms of equation (B.11) vanish and we have the usual \( j\pi \) residual contribution.
APPENDIX C

THE BATTLE-LEMARIE MULTiresolution ANALYSIS

One of the most interesting properties of multiresolution expansions is that the entire basis functions are generated by simple dilation and shifting of the two characteristic functions $\phi$ and $\psi$. The construction of these characteristic functions, however, is itself a complicated task in general. Reference [50] presents a general procedure for the construction of the scaling function and mother wavelet of a multiresolution analysis (MRA) based on the properties listed in the beginning of chapter 3. In signal processing applications, wavelets are usually employed in the context of discrete transforms, and the expansion coefficients are obtained through convolution with the discrete filters $\{h_n\}$ and $\{g_n\}$ as discussed in section 3.3 of chapter 3. A procedure, called the cascade algorithm, which is based on the two-scale properties (3.8), is often used to construct the scaling function and mother wavelet given the sequences $\{h_n\}$ and $\{g_n\}$ [50]. This algorithm provides an efficient way of constructing complicated wavelets such as Daubechies’ compactly supported wavelets. In the present work, we have used cubic spline Battle-Lemarie wavelets. These wavelets have good regularity, perfect symmetry and sufficient decay. Most important of all, there exist analytical expressions for the Fourier transforms of the Battle-Lemarie scaling function and
mother wavelet.

This appendix briefly describes the construction of the Battle-Lemarie family of orthonormal wavelets. For the mathematical proofs, the reader is referred to the monograph [50]. The polynomial spline functions are the building blocks for the construction of this type of multiresolution analysis. We denote by \( B_N(x) \) the \( N \)th-order B-spline function. The Fourier transform of this function is given by

\[
\hat{B}_N(\xi) = \left( \frac{\sin \xi / 2}{\xi / 2} \right)^{N+1}.
\]

(C.1)

Note that the zeroth- and first-order B-splines are in fact the usual pulse and triangular basis functions, respectively, which are traditionally used in the method of moments. Based on an orthonormalization process which is described in [50], the Fourier transform of the \( N \)th-order Battle-Lemarie scaling function can be expressed in terms of the Fourier transform of the \( N \)th-order B-spline function in the following way:

\[
\hat{\phi}^{(N)}(\xi) = \frac{\hat{B}_N(\xi)}{\left[ \sum_{l=-\infty}^{\infty} |\hat{B}_N(\xi + 2\pi l)|^2 \right]^{1/2}}.
\]

(C.2)

Note that the denominator on the right hand side of equation (C.2) is a \( 2\pi \)-periodic function of \( \xi \), and can be expressed in the form of an \( N \)th-order polynomial in \( \sin^2(\xi/2) \). Now define

\[
\mathcal{M}_N(\xi) = \frac{\hat{\phi}^{(N)}(2\xi)}{\hat{\phi}^{(N)}(\xi)}.
\]

(C.3)

This function is also \( 2\pi \)-periodic and has the following Fourier series expansion:

\[
\mathcal{M}_N(\xi) = \frac{1}{\sqrt{2}} \sum_{n \in \mathbb{Z}} h_n^{(N)} e^{-jnx},
\]

(C.4)

where \( \mathbb{Z} \) is the set of integers. The Fourier coefficients of (C.4) are indeed identical to the discrete sequence \( \{h_n\} \) of equation (3.8). It can be shown, albeit through
a complicated proof, that the Fourier transform of the \( N \)th-order Battle-Lemarie mother wavelet is then given by the following equation:

\[
\tilde{\psi}^{(N)}(\xi) = e^{i\xi/2} \mathcal{M}_N^*(\frac{\xi}{2} + \pi) \tilde{\phi}^{(N)}(\frac{\xi}{2}),
\]

where \( \mathcal{M}_N^*(\xi) \) denotes the complex conjugate of \( \mathcal{M}_N(\xi) \).

Throughout this thesis, the cubic spline Battle-Lemarie multiresolution analysis \((N = 3)\) has been used for the moment method expansions. The Fourier transforms of the cubic spline Battle-Lemarie scaling function and mother wavelet are given by the following closed-form expressions:

\[
\tilde{\phi}^{(3)}(\xi) = \frac{\hat{B}_3(\xi)}{\left[ P\left(\sin^2 \frac{\xi}{2}\right) \right]^{1/4}},
\]

and

\[
\tilde{\psi}^{(3)}(\xi) = e^{i\xi/2} \sin^4 \frac{\xi}{4} \hat{B}_3(\xi) \left[ \frac{P\left(\cos^2 \frac{\xi}{4}\right)}{P\left(\sin^2 \frac{\xi}{2}\right) P\left(\sin^2 \frac{\xi}{4}\right)} \right]^{1/4},
\]

where \( P(x) \) is a cubic polynomial given by

\[
P(x) = 1 - \frac{4}{3} x + \frac{2}{5} x^2 - \frac{4}{315} x^3.
\]

In view of equations (C.6) and (C.7), it is not difficult to show that the cubic spline Battle-Lemarie scaling function and mother wavelet can be expressed in terms of cubic B-spline functions in the following way:

\[
\phi^{(3)}(x) = \sum_{k \in \mathbb{Z}} b_k^{(3)} B_3(x - k),
\]

\[
\psi^{(3)}(x) = \sum_{k \in \mathbb{Z}} c_k^{(3)} B_3(2x - k).
\]
<table>
<thead>
<tr>
<th>$k$</th>
<th>$b_k^{(3)}$</th>
<th>$c_k^{(3)}$</th>
<th>$h_k^{(3)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.96976160</td>
<td>-2.00521039</td>
<td>0.76613005</td>
</tr>
<tr>
<td>1</td>
<td>-0.67243039</td>
<td>2.89173391</td>
<td>0.43392265</td>
</tr>
<tr>
<td>2</td>
<td>0.26870415</td>
<td>-2.00521039</td>
<td>-0.05020169</td>
</tr>
<tr>
<td>3</td>
<td>-0.11851986</td>
<td>0.54227884</td>
<td>-0.11003702</td>
</tr>
<tr>
<td>4</td>
<td>0.05519138</td>
<td>-0.01207123</td>
<td>0.03205086</td>
</tr>
<tr>
<td>5</td>
<td>-0.02652026</td>
<td>0.14408849</td>
<td>0.04206833</td>
</tr>
<tr>
<td>6</td>
<td>0.01299809</td>
<td>-0.14591233</td>
<td>-0.01717627</td>
</tr>
<tr>
<td>7</td>
<td>-0.00645742</td>
<td>0.00301822</td>
<td>-0.01798229</td>
</tr>
<tr>
<td>8</td>
<td>0.00323979</td>
<td>0.02834407</td>
<td>0.00868520</td>
</tr>
<tr>
<td>9</td>
<td>-0.00163770</td>
<td>0.01914911</td>
<td>0.00820140</td>
</tr>
<tr>
<td>10</td>
<td>0.00083276</td>
<td>-0.02246183</td>
<td>-0.00435366</td>
</tr>
</tbody>
</table>

Table C.1: Characteristic coefficients of the Battle-Lemarie multiresolution analysis.

with $b_k^{(3)} = b_{-k}^{(3)}$ and $c_k^{(3)} = c_{2-k}^{(3)}$. Table C.1 gives the values of some of these expansion coefficients. Equations (C.9) imply that the Battle-Lemarie functions are essentially superpositions of simple polynomial functions (see [63]).
APPENDIX D

METHOD OF STATIONARY PHASE

The numerical integration of complex functions with very rapid oscillations is a difficult computational task and often leads to erroneous results due to the cancellation effect. This type of integrals are frequently encountered in certain problems such as the evaluation of far fields, which involve complex exponentials of very large arguments. In such cases, it is possible to derive asymptotic forms of the relevant integrals in an analytical fashion. To this end, we use the method of stationary phase which is described as follows [52, 53].

First, we consider the following one-dimensional integral:

\[ I_1(\Omega) = \int_{x_1}^{x_2} f(x) e^{i\Omega g(x)} \, dx, \quad \Omega > 0, \quad (D.1) \]

where \( f(x) \) is a slowly varying, well-behaved function, \( \Omega \) is a large parameter, and \( g(x) \) is a real function with a continuous derivative in \( x_1 \leq x \leq x_2 \), and a stationary point at \( x = x_s \), i.e.,

\[ g'(x_s) = 0, \quad x_1 \leq x_s \leq x_2. \quad (D.2) \]

In the vicinity of the stationary point, the Taylor expansion of the function \( g(x) \) is given by

\[ g(x) = g(x_s) + \frac{1}{2} g''(x_s)(x - x_s)^2 + \ldots \quad (D.3) \]
By extracting the neighborhood of the stationary point from integral (D.1) and applying integration by parts to the two resulting integrals, it can be shown that the following asymptotic expression for equation (D.1) is obtained:

\[ I_1(\Omega) \sim f(x_s) \sqrt{\frac{2\pi}{\| \Omega g'(x_s) \|}} e^{i[\Omega g(x_s) + \frac{\pi}{2} \sigma]} \]

\[ + \frac{e^{-i\frac{\pi}{2}}}{\Omega} \left[ \frac{f(x_2)}{g'(x_2)} e^{i\Omega g(x_2)} - \frac{f(x_1)}{g'(x_1)} e^{i\Omega g(x_1)} \right] \]

\[ + O\left(\Omega^{-\frac{3}{2}}\right), \quad (D.4) \]

where

\[ \sigma = \text{sgn} \ g''(x_s). \quad (D.5) \]

Note that the contributions from the stationary point and the two endpoints are of orders \(1/\sqrt{\Omega}\) and \(1/\Omega\), respectively.

The above result can be extended to the two-dimensional case in a straight-forward manner. In particular consider the double integral

\[ I_2(\Omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{i\Omega g(x, y)} \, dx \, dy, \quad \Omega > 0, \quad (D.6) \]

where \(f(x, y)\) is a slowly varying function, and \(g(x, y)\) is a real function with a stationary point at \((x_s, y_s)\) given by

\[ \frac{\partial g(x_s, y_s)}{\partial x} = \frac{\partial g(x_s, y_s)}{\partial y} = 0. \quad (D.7) \]

Then, the asymptotic form of integral (D.6) is given by

\[ I_2(\Omega) \sim f(x_s, y_s) \left[ \frac{2\pi}{\Omega \left| \text{det}(D) \right|^{1/2}} \right] e^{i[\Omega g(x_s, y_s) + \frac{\pi}{2} \sigma]}, \quad (D.8) \]
where the matrix $D$ is defined as

$$D = \begin{pmatrix}
\frac{\partial^2 g(x,y)}{\partial x^2} & \frac{\partial^2 g(x,y)}{\partial x \partial y} \\
\frac{\partial^2 g(x,y)}{\partial y \partial x} & \frac{\partial^2 g(x,y)}{\partial y^2}
\end{pmatrix},$$

(D.9)

and

$$\sigma = \text{sgn} \ d_1 + \text{sgn} \ d_2,$$

(D.10)

with $d_1$ and $d_2$ being the eigenvalues of $D$. In this case, the endpoint contributions vanish.
APPENDIX E

THE BI-CONJUGATE GRADIENT METHOD

The solution of linear systems of equations is one of the oldest problems of numerical analysis. There are a large number of technique to solve linear system of the form

\[ A \cdot x = b, \]  
(E.1)

where \( A \) is the coefficient matrix, and \( x \) and \( b \) are the unknown and constant vectors, respectively. In the context of the present work, these quantities correspond to the moment (impedance) matrix, and amplitude and excitation vectors, respectively. The methods of solution of equation (E.1) are traditionally divided into two categories: direct methods and iterative methods. Based on these two general categories, specialized techniques have been developed for solving very large sparse linear systems like those encountered in chapter 5 [55]. In this work, we have used a pre-conditioned Bi-Conjugate Gradient (BiCG) method, which belongs to the second category and offers a very high degree of efficiency for the type of matrices encountered in electromagnetic problems [59, 60]. In the following, the adjoint of a matrix is defined as

\[ A^a = A^{*T}, \]  
(E.2)
where $*$ denotes the complex conjugate, and the superscript $^T$ denotes the transpose of a matrix. Moreover, the following inner product is defined:

$$< x_1, x_2 > = x_1^* x_2 .$$  \hspace{1cm} (E.3)

The iteration process starts with an initial solution $x_0$ (guess vector). An intuitive choice is $x_0 = 0$. Let $\tilde{A}$ denote a pre-conditioner matrix, which must be fairly close in form to $A^{-1}$. Then, we have

$$\tilde{A} . A . x = \tilde{A} . b .$$  \hspace{1cm} (E.4)

If $\tilde{A}$ happens to be identical to the inverse of $A$, then the solution is complete. Since the moment matrices in wavelet formulations are highly sparse with the biggest elements on their diagonals, a good choice for the pre-conditioner matrix is the inverse of the diagonal part of $A$.

We introduce the vector pairs $(r_k, \tilde{r}_k), (z_k, \tilde{z}_k), \text{and} (p_k, \tilde{p}_k)$. The initial choices for these vectors are as follows:

$$r_0 = b - A . x_0$$

$$\tilde{r}_0 = r_0^*$$

$$\tilde{A} . z_0 = r_0$$

$$\tilde{A}^a . \tilde{z}_0 = \tilde{r}_0$$

$$p_0 = z_0$$

$$\tilde{p}_0 = \tilde{z}_0$$  \hspace{1cm} (E.5)

Then the iteration process proceeds in the following order:

$$\alpha_k = \frac{< \tilde{r}_k, z_k >}{< \tilde{p}_k, \tilde{A} . p_k >} ,$$
\[ x_{k+1} = x_k + \alpha_k p_k, \]
\[ r_{k+1} = r_k - \alpha_k A \cdot p_k, \]
\[ \bar{r}_{k+1} = \bar{r}_k - \alpha_k^a A^a \cdot \bar{p}_k, \]
\[ \tilde{A} \cdot z_{k+1} = r_{k+1}, \]
\[ \tilde{A}^a \cdot \bar{z}_{k+1} = \bar{r}_{k+1}, \]
\[ \beta_k = \frac{\langle \bar{r}_{k+1}, z_{k+1} \rangle}{\langle \bar{r}_k, z_k \rangle}, \]
\[ p_{k+1} = z_{k+1} + \beta_k p_k, \]
\[ \bar{p}_{k+1} = \bar{z}_{k+1} + \beta_k^* \bar{p}_k. \] (E.6)

A relative error of the following typical form is defined and tested in each cycle of iteration:

\[ E_k = \frac{|b - A \cdot x_{k+1}|}{|b|}. \] (E.7)

The mathematical proof of convergence of this scheme can be found in [81].
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