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ABSTRACT

Electromagnetic Scattering from Jet Engine Inlets Using Analytical and Fast Integral Equation Methods

by

Hristos Thomas Anastassiu

Chair: John L. Volakis

Analytical and numerical techniques are employed for the evaluation of the Radar Cross-Section (RCS) of jet engine inlets. Initially, the Mode Matching technique is used for the extraction of reference data associated with canonical engine-like structures. Of most importance in this work is the utilization of the inherent cylindrical periodicity of the geometry to reduce the CPU time and memory requirements of rigorous integral equation methods for the characterization of jet engines. Finally, the Adaptive Integral Method (AIM) is applied to the RCS calculations of large, non-canonical geometries. The low computational complexity and storage requirements of AIM, combined with the exploitation of the structure periodicity, are especially attractive properties that allow the RCS analysis of very complex and electrically large jet engine inlets for the first time.
CHAPTER I

INTRODUCTION

1.1 Motivation and Previous Research

One of the most challenging problems in modern computational electromagnetics is the scattering characterization of aircraft configurations. Our interest in such an analysis is due to the fact that reliable target identification, a very important task in both military and civilian applications, is based on accurate Radar Cross-Section (RCS) calculations. Among the various contributors to the RCS, measurements have shown that the jet engine inlets have very significant impact to the overall signature of the airplane structure. As a result, over the years numerous studies have been initiated for the analysis of jet engine inlets and their components.

Numerous studies have been published on the analysis of propagation through ducts of rectangular and cylindrical cross-sections. Among them, Johnson and Moffat [1] presented a rigorous Wiener-Hopf analysis for the circular straight duct terminated by a short, and Ching-Chao Huang [2, 3] considered a GTD/modal analysis of circular ducts terminated by a simple blade configuration. The case of coated circular waveguides was investigated in [4] while the relative significance of the modes within the cavity was studied in [5]. In the case of large size, arbitrary cross-section ducts, high frequency (asymptotics) methods have been introduced. Among them,
the Shooting and Bouncing Ray (SBR) method [6] has been successfully employed to track the ray fields within the duct. The SBR decomposes the aperture fields into a set of parallel rays which are then tracked into the duct in accordance with Geometrical Optics (GO) laws. An important advantage of the SBR is its simplicity and ease of interfacing with solid modeling packages [7]. However, although the SBR is attractive for general-purpose calculations, it lacks accuracy because it neglects rim diffraction and fails at caustics. Some of the disadvantages of the SBR method can be overcome by subdividing the aperture into smaller subapertures, and this is the basic concept of the Generalized Ray Expansion (GRE) method [8, 9]. Unlike the SBR, the rays are not necessarily parallel to each other, and consequently the GRE is capable of tracing non-planar wavefronts. Finally, Lu and Bansal [10] proposed a Boundary Relaxation Method (BRM) to numerically evaluate the model reflection coefficients at the duct termination.

Although the above ray methods have been quite successful in modeling the field propagation through large cross section ducts, they are not suited for characterizing ray reflections from complex jet engine terminations which have irregular boundaries and edges. With this in mind, our motivation in our research is to present methods for the characterization of irregular engine-like terminations placed at the back end of the duct.

1.2 Methods of Analysis

The jet engine problem is considered extremely difficult and challenging, mainly due to two reasons: large size and geometrical complexity. A typical jet engine inlet has a diameter of about 50 wavelengths in the X band, thus ruling out the use of any brute-force standard numerical techniques, which are typically suited for
3 – 5λ structures on non-distributed platforms. On the other hand, high frequency techniques may accurately model the field propagation within the hollow duct, but fail to characterize the termination region which includes the electrically small details of the engine blades. Modal methods can treat some canonical blade configurations, but cannot be applied to realistic engines with more complex termination geometries. So far no single method has been adopted for the characterization of the entire engine, therefore hybridization of several techniques is absolutely essential for a complete analysis.

One of the most serious drawbacks encountered during our investigation of the problem was lack of reference data. All previous analytical or numerical results were associated with either overly simplistic or too small geometries. Specifically, no data had ever been published regarding the presence of engine blades inside the cylindrical inlet. Since complex computer codes based on the Finite Element Method (FEM) were the original main focus of our research [11, 12], our need for code validation urged us to actually develop reference results on our own.

The first objective of the thesis is to develop a rigorous method applicable to scattering from engine-like canonical structures. The purpose of this effort was to develop an understanding of the scattering mechanisms within the inlet (coupling patterns among modes, dependence of fields on blade geometry, e.t.c.), as well as to calculate RCS results of some canonical configurations that can be used as reference data. Since rigor and best possible accuracy was our goal, modal techniques was our choice. Specifically, the Mode Matching (MM) method [13, 14] was applied to three different cavity terminations (cylindrical hub, array of straight blades, array of curved blades). The results were found to be in excellent agreement with the pertinent measurements, and therefore the developed MM code has since been an
indispensable tool for the validation of other, more versatile numerical techniques. Our calculated RCS patterns for inlets terminated with engine-like structures were published for the very first time in the literature [15, 16].

Due to its limitations, the MM method can only be applied to canonical geometries, where analytical expansions of the fields in terms of modes are possible for some critical sections of the termination. On the contrary, the geometry of realistic engines is irregular, and not amenable to modal representations. Furthermore, even among various canonical geometries, the MM technique must be reformulated for each particular case. Also, memory and CPU time considerations for modern computer facilities restrict its performance to inlets smaller than 20 wavelengths in diameter. To address the limitations of the MM code, a Finite Element (FEM) code was developed [11, 12], but because of its volumetric nature, this approach also has exorbitant memory requirements. Finally, standard integral equation methods, such as the Moment Method (MoM), is completely out of question, for the same reasons.

Our need for versatile numerical techniques with low computational complexity urged us to investigate a few of the so-called “fast integral equation methods”. Specifically, the Adaptive Integral Method (AIM) [17, 18] is given particular attention, due to its very low computational requirements for flat surfaces, such as jet engine blades.

The application of AIM to the problem of scattering from jet engine inlets was extensively studied leading to very successful simulations of the jet engine. Originally, a free space AIM analysis was developed and validated, and the method was subsequently applied to field calculations inside the engine. Several fundamental modifications of the method were necessary before the technique could be used within a circular waveguide geometry. It is shown that very significant reduction of computational requirements can be achieved over the expensive Moment Method (MoM)
without accuracy compromise. Crucially important to this work is the exploitation of the jet engine cylindrical periodicity to reduce the computational domain down to a single periodic sector ("slice") of the structure. The versatility and inherently low computational complexity of AIM, combined with the "slicing scheme" enables us to analyze electrically large, realistic engines for the first time.

1.3 Format of the Thesis

Chapter II presents the application of the Mode Matching Technique to a number of canonical engine-like structures. Three different types of termination are considered, and in the case of curved blades a novel analysis based on generalized modes is performed. Several comparisons with measurements are shown, and the excellent agreement establishes the method as a reliable source of reference data.

The basics of the Adaptive Integral Method (AIM) are discussed in Chapter III. The method is presented in a mathematically rigorous way, along with considerations regarding its application to relatively flat surfaces. Numerical results and comparisons with the MoM show the impressive accuracy of the method. Parallelization schemes are also developed and the significant advantages of AIM over the MoM in terms of storage requirements and computational complexity are clearly demonstrated.

In Chapter IV the circular periodicity of the jet engine geometry is exploited to reduce the effective size of the engine by a factor equal to the number of blades. Analytical results are derived for both perfectly conducting and dielectric materials. The immediate consequence of this analysis is a very significant reduction in memory and CPU time requirements of any integral equation method applied to the jet engine geometry.
In Chapter V AIM is directly applied to field calculations inside the cylindrical duct. The basic AIM concepts are substantially modified and a cylindrical AIM grid is introduced in conjunction with the "slicing scheme" for further storage and CPU time savings. Various resulting RCS patterns are shown, proving the validity and computational efficiency of the method.

Several appendices describe pertinent mathematical details not given in the main text.
2.1 Background of the Method

The Mode Matching (MM) method [13, 14] is an analytical technique applicable to the modeling of electromagnetic propagation through waveguide junctions. The fundamental requirement of the method is that the geometries of the waveguide sections be separable. In the associated coordinate systems the Helmholtz equation can therefore be solved analytically and the fields can be expressed as superpositions of modes (eigenfunctions). The unknown coefficients of the field expansions are determined by invoking the appropriate boundary conditions at the interface between the waveguide regions, i.e. continuity of the tangential components of both the electric and magnetic fields. Application of the latter conditions, in conjunction with the orthogonality properties of the eigenfunctions leads to an infinite linear system of equations, the solution of which yields the undetermined coefficients. A closed form solution is possible in a few simple cases [13], but in general, approximate, numerical solvers must be used, after careful truncation of the system.

The method has been successfully applied to several microwave waveguide problems [19, 20, 21, 22, 23, 24], but usually the analyzed structures have been fairly small, supporting only few propagating modes. In this chapter we apply the method
to jet engine inlets, where a much larger number of propagating modes exists, requiring much more intense and challenging calculations.

2.2 Cylindrical Hub Termination

2.2.1 Mode Matching Formulation

In this section we apply the MM technique to the geometry of Fig. 2.1. We assume that a plane wave is incident on the open end of the cylindrical duct and we are interested in evaluating the scattered field as a function of the incidence angle. In accordance with the MM technique, the fields in regions 1 and 2 are first expressed as a weighted sum of waveguide modes propagating either along the positive or negative z direction. Of course, the coefficients of the expansion are then determined by enforcing tangential field continuity across the interface separating regions 1 and 2. Before the application of the method it is necessary to evaluate the coupling of the incident plane wave with the forward propagating modes of region 1.

The geometries of regions 1 and 2 are separable, and therefore Helmholtz’s equation can be solved analytically to yield the appropriate mode representations in each region [25]. These representations are given explicitly in Appendix A. As in Appendix A, the transverse fields of each mode are denoted by \( e_i, n \), \( h_i, n \), where \( e \) stands for the electric field, and likewise \( h \) stands for the magnetic field. The subscript \( i \) may be either 1 or 2, corresponding to regions 1 and 2 respectively, and \( n \) is the characteristic integer of the mode. In region 1 the modes can be TM or TE, whereas in region 2 they are TM, TE or TEM.

Using the mode functions given in Appendix A, the transverse components of the incident field are represented as a superposition of modes propagating along the \(-z\) direction, viz.
Figure 2.1: Cylindrical inlet terminated by a cylindrical hub

\[ E_{i}^{i} = \sum_{n=1}^{\infty} a_{n} e_{1,n} \exp \{ j \beta_{1,n} z \} \]  \hspace{1cm} (2.1)  \\
\[ H_{i}^{i} = \sum_{n=1}^{\infty} a_{n} h_{1,n} \exp \{ j \beta_{1,n} z \} \]  \hspace{1cm} (2.2)

where the \( a_{n} \) coefficients can be found in terms of the incident plane wave as [2, 3]:

\[ a_{n} = \frac{\pi r e^{ikr}}{j \omega \mu} E_{inc}(0) \cdot E_{rad,n}(r) \]  \hspace{1cm} (2.3)

where \( r \) is the spherical far zone distance from the center of the open end of the cavity, \( E_{inc}(0) \) denotes the incident plane wave at the center of the open end before it couples into the cylinder and \( E_{rad,n}(r) \) is the radiated field of the \( n^{th} \) outgoing mode of unit power impinging at the inlet mouth from the interior of the waveguide (see Appendix A). Eq. (2.3) can be proven via the reciprocity theorem [26], by using
a delta current test source at a far field location \( \mathbf{r} \). The transverse fields reflected at the interface take similar forms, namely

\[
\mathbf{E}_1^{tr} = \sum_{n=1}^{\infty} b_n \mathbf{e}_{1,n} \exp \{-j \beta_{1,n} z\} \tag{2.4}
\]

\[
\mathbf{H}_1^{tr} = -\sum_{n=1}^{\infty} b_n \mathbf{h}_{1,n} \exp \{-j \beta_{1,n} z\} \tag{2.5}
\]

where \( b_n \) are unknown coefficients to be determined. The transverse fields in region 2 can be expressed as

\[
\mathbf{E}_2^t = \sum_{m=1}^{\infty} c_m \mathbf{e}_{2,m} \exp \{j \beta_{2,m} z\} +
\]

\[
+ \sum_{m=1}^{\infty} d_m \mathbf{e}_{2,m} \exp \{-j \beta_{2,m} z\} \tag{2.6}
\]

\[
\mathbf{H}_2^t = \sum_{m=1}^{\infty} c_m \mathbf{h}_{2,m} \exp \{j \beta_{2,m} z\} -
\]

\[
- \sum_{m=1}^{\infty} d_m \mathbf{h}_{2,m} \exp \{-j \beta_{2,m} z\} \tag{2.7}
\]

The latter are sums of +z and -z propagating modes, where the coefficients \( c_m, d_m, b_m \) must be determined by enforcing continuity of the tangential fields at the interface \( (z = 0) \) and the required boundary condition at the back of the guide \( (z = -L_2) \). Mathematically, field continuity at \( z = 0 \) implies

\[
\mathbf{E}_{1t}^{t}|_{z=0} + \mathbf{E}_{1}^{tr}|_{z=0} = \mathbf{E}_{2}^{t}|_{z=0} \tag{2.8}
\]

\[
\mathbf{H}_{1t}^{t}|_{z=0} + \mathbf{H}_{1}^{tr}|_{z=0} = \mathbf{H}_{2}^{t}|_{z=0} \tag{2.9}
\]

\[\forall \rho \in [a, b], \forall \phi \in [0, 2\pi]\]

and
\[ E^i_0 |_{z=0} + E^i_+ |_{z=0} = 0 \]  \hspace{1cm} (2.10)

\[ \forall \rho \in [0, a], \forall \phi \in [0, 2\pi] \]

To facilitate the analysis, we introduce the vectors

\[ \{a\} \equiv [a_1, ..., a_{M_1}]^T \]  \hspace{1cm} (2.11)

\[ \{b\} \equiv [b_1, ..., b_{M_1}]^T \]  \hspace{1cm} (2.12)

\[ \{c\} \equiv [c_1, ..., c_{M_2}]^T \]  \hspace{1cm} (2.13)

\[ \{d\} \equiv [d_1, ..., d_{M_2}]^T \]  \hspace{1cm} (2.14)

where \(M_i\) is the number of modes in the \(i^{th}\) region. Evidently, for an exact modal representation, an infinite number of modes has to be used, i.e. for both regions \(M_{1,2} \to \infty\).

Substituting (2.1), (2.4) and (2.6) into (2.8) and (2.10), taking the dot product of the resulting equations with \(e_{1,m}\), and then integrating over the cross-section of the interface yields

\[ [U](\{a\} + \{b\}) = [P]^T (\{c\} + \{d\}) \]  \hspace{1cm} (2.15)

where the superscript \(T\) denotes the transpose of the matrix. The elements of the square matrices \([P]\) and \([U]\) are given by

\[ P_{mn} \equiv \int_a^b \int_0^{2\pi} e_{2,m} \cdot e_{1,n} \rho d\rho d\phi \]  \hspace{1cm} (2.16)

\[ U_{mn} \equiv \delta_{mn} \int_0^b \int_0^{2\pi} e_{1,m} \cdot e_{1,n} \rho d\rho d\phi \]  \hspace{1cm} (2.17)
in which $\delta_{mn}$ is the Kronecker delta. Next, on substituting (2.2), (2.5) and (2.7) into (2.9), upon taking the dot product of (2.9) with $h_{2,m}$ and integrating over the portion of the interface which excludes the perfectly conducting disk defined by $\rho \leq a$ yields

$$[R](\{a\} - \{b\}) = [V](\{c\} - \{d\})$$  \hspace{1cm} (2.18)

where

$$R_{mn} \equiv \int_{a}^{b} \int_{0}^{2\pi} h_{2,m} \cdot h_{1,n} \rho d\rho d\phi$$ \hspace{1cm} (2.19)

$$V_{mn} \equiv \delta_{mn} \int_{a}^{b} \int_{0}^{2\pi} h_{2,m} \cdot h_{2,m} \rho d\rho d\phi$$ \hspace{1cm} (2.20)

Finally, upon enforcing the boundary condition at the back end ($z = -l_2$) we obtain the system

$$[D]^{-1}\{d\} = [S_{end}][D]\{c\}$$ \hspace{1cm} (2.21)

where

$$D_{mn} \equiv \delta_{mn} \exp\{-j\beta_{2,m}l_2\}$$ \hspace{1cm} (2.22)

and $[S_{end}]$ denotes the scattering matrix at the back end of the termination.

It can be shown that

$$[P][U]^{-1} = [V]^{-1}[R] \equiv [L]$$ \hspace{1cm} (2.23)

provided the modes in both regions are normalized to unity power according to (A.10) of Appendix A. Using this identity, it follows from (2.15), (2.18), (2.21) and (2.23) that
\{b\} = ([W] + [I])^{-1} ([W] - [I]) \{a\} \equiv [S] \{a\} \quad (2.24)

where

\[ W = [L]^T \left( [I] + [D] [S_{end}] [D] \right) \left( [I] - [D] [S_{end}] [D] \right)^{-1} [L] \quad (2.25) \]

and [I] is the unit matrix. The matrix

\[ [S] = ([W] + [I])^{-1} ([W] - [I]) \quad (2.26) \]

is the generalized scattering matrix of the termination and is independent of the excitation. It is worth mentioning that the elements of [L] for this geometry can be evaluated in closed form (see Appendix A for the relevant analytical expressions).

It is evident from (2.24) that the infinite modal scattering matrix must be truncated for a numerical evaluation of the vector \{b\} and extreme care is necessary to achieve an appropriately convergent result. Mittra and Lee [13] and Shih [14] discuss these difficulties, and point out that reliable convergence can be achieved by choosing an appropriate ratio \(M_1/M_2\) of the number of modes used in the two regions. This ratio depends on the geometry, and it can be shown [27] that once the relative convergence problem is resolved by appropriately choosing the ratio \(M_1/M_2\), good conditioning of the system is guaranteed.

Once \{b\} is determined, the far zone radiated fields from the open end are obtained by integrating the modal fields over the aperture (Kirchhoff approximation) and the appropriate expressions are given in Appendix A. Summing over all the modes, using the \(b_m\) coefficients as weights, yields the total scattered field of the structure.
2.2.2 Numerical Results

Figure 2.2 shows some numerical results for the geometry shown in Fig. 2.1. In generating the calculated data, 420 modes were used to represent the fields in each region, i.e. the order of the cylindrical functions ranged from \( n = 0 \) to \( n = 14 \) and 7 modes for each \( n \) were taken into account (i.e. we used \( 15 \cdot 7 = 105 \) TM modes, plus 105 TE modes, multiplied by 2 for even and odd angular behavior. For region 2, the TEM mode substituted one of the less important evanescent TM modes). Clearly, the MM calculations are in good agreement with data based on the Hybrid Modal Technique [28], where the termination is modeled by the method of moments. It is worth noting that the MM results converge rather slowly, and a smaller number of modes may not yield correct values for the RCS. On the other hand, the inclusion of more modes requires the inversion of larger matrices which may be possibly associated with worse matrix condition numbers.

Figure 2.3 depicts the amplitudes of the elements of the generalized scattering matrix \([S]\) corresponding to the above geometry. It is evident that coupling exists only among modes of the same order (of the cylindrical function), and this can be proven analytically. Also, TM and TE modes do not couple to TM and TE modes (respectively) of different angular variation, e.g. a TM mode of \( \cos n\phi \) variation does not couple to a TM of \( \sin n\phi \) variation. However, intercoupling among TM and TE modes does occur \textit{only} for modes having different angular variation (i.e. one of them having a \( \cos n\phi \) and the other a \( \sin n\phi \) variation). Moreover, the coupling between any two given modes is invariant if the angular variations of both modes are switched. Finally, all modes couple significantly only to their closest neighbors, resulting to almost banded scattering matrices. Large off-diagonal elements (whenever they occur) correspond to evanescent modes.
Figure 2.2: RCS (dB/λ²) pattern calculated by the Mode Matching Technique (solid line) and the Hybrid Modal Technique (dashed line) for the geometry shown in Fig. 2.1. The specific dimensions for this calculation are: 
\[ a = 1.5\lambda, \; b = 3\lambda, t_1 = 16.595\lambda, t_2 = \lambda \] 
a) \( \phi \) polarization, b) \( \theta \) polarization.
Figure 2.3: Amplitudes of the elements of the generalized scattering matrix calculated by Mode Matching for a hub termination with $a = 0.503\lambda$, $b = 1.66\lambda$, $l_1 = 16.595\lambda$, $l_2 = 0.335\lambda$
2.3 Periodic Array of Grooves Termination

2.3.1 Mode Matching Formulation

In this section we apply the Mode Matching (MM) technique to the more complicated geometry of a hollow cylinder terminated by a cylindrical array of grooves as shown in Fig. 2.4. Evidently, the modes in region 1 are identical to those of the previous geometry. To provide a modal representation of the fields in region 2, we will assume that the array consists of \( J \) grooves, that are essentially cylindrical (pie-shell) sectors of angular extent \( \phi_w \). In each of the pie-shell sectors the wave equation can be solved analytically, leading to the modal solution given in Appendix A. The modes in Appendix A refer to the \( \kappa^{th} \) groove whose rightmost edge makes an angle

\[
\phi_\kappa = \phi_1 + (\kappa - 1) \frac{2\pi}{J}
\]  

(2.27)

with the x-axis. Note that no TEM mode exists within the grooves, since there is no separation among the conducting surfaces of each groove.

The fields in each region can be again represented by (2.1)- (2.7), with the understanding that \( e_{2,n} \) and \( h_{2,n} \) are different. To find the coefficients \( c_m, d_m, b_m \) we proceed with the enforcement of the continuity conditions of the tangential fields at the interface \( (z = 0) \), viz.

\[
E^t_i|_{z=0} + E^r_i|_{z=0} = E^t_2|_{z=0} 
\]  

(2.28)

\[
H^t_i|_{z=0} + H^r_i|_{z=0} = H^t_2|_{z=0} 
\]  

(2.29)

\[\forall \rho \in [a, b], \forall \phi \in [\phi_\kappa, \phi_\kappa + \phi_w], \forall \kappa \in \{1, \ldots, J\}\]

and to these we must add
Figure 2.4: Cylindrical inlet terminated by an array of straight blades.
\[ E_{t1}^{i}|_{z=0} + E_{t1}^{r}|_{z=0} = 0 \quad \text{elsewhere} \quad (2.30) \]

i.e. on the metallic portion of the interface. Following the same mode matching procedure used for the previous geometry, (2.28)-(2.30) can be used to determine the scattering matrix of the structure. As before, upon applying the MM technique at the interface we obtain a system of equations for the mode coefficients. Then, on eliminating the coefficients of the modes in region 2 (groove region) we deduce that (2.26) is again valid except that the matrix \([W]\) must be replaced by

\[ [W] = \sum_{\kappa=1}^{J} [L_\kappa]^T ([I] + [D][S_{\kappa,end}][D])([I] - [D][S_{\kappa,end}][D])^{-1} [L_\kappa] \quad (2.31) \]

in which \([I]\) is the unit matrix and \([S_{\kappa,end}]\) is the modal scattering matrix of the back end of each groove. The elements of the \([L_\kappa]\) and \([D]\) matrices are given by

\[ L_{\kappa,mn} \equiv \frac{P_{\kappa,mn}}{U_n} \quad (2.32) \]

\[ P_{\kappa,mn} \equiv \int_{\beta_0}^{\beta_\pi} \int_{\phi_\kappa}^{\phi_\kappa+\phi_w} e_{2,\kappa,m} \cdot e_{1,n} \rho d\rho d\phi \quad (2.33) \]

\[ U_n \equiv \int_{0}^{b} \int_{0}^{2\pi} e_{1,n} \cdot e_{1,n} \rho d\rho d\phi \quad (2.34) \]

\[ D_{mn} \equiv \delta_{mn} \exp \{-j\beta_{2,m}l_2\} \quad (2.35) \]

Clearly, the expressions derived for the scattering matrix of the periodic groove termination are quite similar to the corresponding ones for the cylindrical hub. However, apart from the sum in (2.31) over the total number of grooves, there are a few additional important differences. The order of the cylindrical functions in region 2 is, in general, non-integer and, of course, the \(\phi\)-integration is performed only over the angular extent of the groove. Consequently, in general, all modes between regions 1
and 2 couple to each other, leading to a fully populated matrix \([L_n]\). In the case of the stub termination, orthogonality among the trigonometric functions resulted in coupling only among those modes of the same order (i.e. same order of the Bessel functions), leading to banded matrices. Nevertheless, the scattering matrix \([S]\) must be banded [12], and this indeed occurs after carrying out the matrix operations specified in (2.26),(2.31). Finally, we note that as opposed to the single hub termination, the elements of the \([L_n]\) matrix must be evaluated by numerical integration.

### 2.3.2 Numerical Results

When our method was first developed (Fall 1993), no reference data existed for this geometry, and to validate the computer code we computed and compared the transverse electric fields at both sides of the interface separating regions 1 and 2. Fig. 2.5 depicts the \(\rho\) (a) and \(\phi\) component (b) of the total electric field at both sides of the interface. The dimensions for this calculation are: \(b = 3.5\lambda, a = 2.5\lambda, l_1 = \lambda, l_2 = \lambda, 4\) blades, \(\phi_w = 45^\circ, \phi_1 = 0^\circ\). The waveguide field is plotted at \(\rho = 3\lambda\), as a function of \(\phi\), for an incidence angle of \(\theta_i = 0^\circ\) and \(\phi\) polarization (a) and for an incidence angle of \(\theta_i = 30^\circ\) and \(\theta\) polarization (b). It is apparent that the transverse fields are continuous across the interface between regions 1 and 2, implying that the boundary conditions (2.28) and (2.29) are satisfied. Moreover, the total tangential field on the metallic surface of the blades is 20 or so dB below the field values elsewhere. The transverse field values on the top surface of the hub were also found to be very low, implying that the boundary condition (2.30) is also satisfied fairly well. Consequently, since all boundary conditions are satisfied, we were convinced that any RCS results that we had obtained so far must have been accurate within the limits of the Kirchhoff approximation employed at the aperture of the cylinder’s
open end.

A year later, actual measurements were collected for a cylindrical cavity terminated with an array of straight blades [29], finally enabling us to compare our calculations with the measured data. The model shown in Fig. 2.4 was constructed and measured. Following the notation used in the figure, the specifications of the fabricated structure were \( b = 15 \text{ cm} \), \( a = 7.5 \text{ cm} \), \( l_1 = 20 \text{ cm} \) (length of hollow section), \( l_2 = 10 \text{ cm} \) (length of termination), \( \phi_w = 40^\circ \), \( \phi_1 = 2.5^\circ \), and the inlet was backed by a perfectly conducting plate. We investigated the backscatter in the \( \phi = 0 \) plane. The solid and dotted lines shown in the following figures correspond to calculated and measured data, respectively. To give more details about the computations using the MM method, we define the following parameters:

- \( N_{1,2} \): number of orders of cylindrical functions used in the hollow section (subscript 1) and the termination section (subscript 2).

- \( M_{1,2} \): number of modes per order used in the hollow section (subscript 1) and the termination section (subscript 2)

In generating the calculated curves shown in Figs. 2.6, 2.7, the above parameters were selected as follows:

- **6 GHz**: \( N_1 = 21 \), \( M_1 = 10 \), \( N_2 = 6 \), \( M_2 = 8 \).

- **8 GHz**: \( N_1 = 25 \), \( M_1 = 10 \), \( N_2 = 7 \), \( M_2 = 8 \).

- **10 GHz**: \( N_1 = 30 \), \( M_1 = 12 \), \( N_2 = 7 \), \( M_2 = 12 \).

- **12 GHz**: \( N_1 = 33 \), \( M_1 = 13 \), \( N_2 = 10 \), \( M_2 = 8 \).

In spite of the model’s and code’s complexity, as well as the high sensitivity of the patterns on the geometrical parameters, the agreement between measured and calculated data is, in general, very good. Most discrepancies are likely due to diffraction from the exterior back section of the cylinder (not included in the calculated
Figure 2.5: Tangential fields at both sides of the interface for the geometry corresponding to Fig. 2.4. The fields are plotted at $\rho = 3\lambda$. a) $\rho$ component, $\theta_i = 0^\circ$, $\phi$ polarization b) $\phi$ component, $\theta_i = 30^\circ$, $\theta$ polarization.
data) or the Kirchhoff approximation of the field radiated through the aperture. The reliability of the Kirchhoff approximation increases with the aperture size, resulting in better agreement at higher frequencies. Finally, some inaccuracies stem from truncation of the infinite modal expansions.

It should be pointed out that the memory and CPU time required by the MM method increase drastically with the diameter of the structure. Inlets wider than $20\lambda$ in diameter require the storage and inversion of several full matrices, larger than $1500 \times 1500$, and therefore must be analyzed on a multiprocessor computing facility.

2.4 Periodic Array of Curved Blades Termination

2.4.1 Mode Matching Formulation

None of the previously considered geometries represents a realistic jet inlet termination. With the goal of characterizing the scattering of more realistic jet inlet terminations, in this section we present a mode matching solution for an inlet termination consisting of a special class of curved blades (see Fig. 2.8) Basically, each blade is allowed to be curved with the restriction that its base still remains perpendicular to the hub at any point of intersection (see Fig. 2.8, front view). However, the angle formed by the rightmost edge of the boundary of the blade and the x-axis is allowed to vary with $z$. Specifically the blade or groove boundary is now allowed to make an angle

$$\phi_{\kappa}(z) = \phi_{1}(0) + (\kappa - 1) \frac{2\pi}{J} + F(z)$$  \hspace{1cm} (2.36)

with the $x$ axis, where $F$ is an arbitrary function of the longitudinal coordinate $z$ and is measured in radians. Of course, at the face of the fan ($z = 0$), the condition
Figure 2.6: Data for an inlet terminated by an array of straight blades (6 and 8 GHz).
Figure 2.7: Data for an inlet terminated by an array of straight blades (10 and 12 GHz).
Figure 2.8: Cylindrical inlet terminated by an array of curved blades.

\[ F(0) = 0 \]  

should be satisfied, so that (2.36) is self-consistent. Note that (2.36) is valid provided all blades have the same \( z \)-dependence, resulting in grooves of constant width for any \( z \); that is each pair of blades is assumed to form an identical guiding region, as is typically the case with realistic engine compressor configurations.

To analytically characterize the fields within each groove formed by a pair of these curved blades, we note its similarities with the straight groove. We observe that for any given \( z \) the cross-section of the curved blade pair is identical to that of a straight blade pair, the only difference being the rotation about the \( z \) axis. Consequently, the
modes expressed in Appendix A still satisfy the appropriate boundary conditions, provided \( \phi_n \) is a function of \( z \) satisfying (2.36). It is therefore reasonable to assume that the transverse fields within the \( \kappa^{th} \) groove (i.e. the waveguide region between the \((\kappa-1)^{th}\) and the \(\kappa^{th}\) blades) can be expressed as a superposition of the aforementioned modes, viz.

\[
E_\kappa^t = \sum_{i=1}^{\infty} V_{\kappa,i}(z) \mathbf{e}_{\kappa,i}(\rho, \phi; z) \\
H_\kappa^t = \sum_{i=1}^{\infty} I_{\kappa,i}(z) \mathbf{h}_{\kappa,i}(\rho, \phi; z)
\]  

(2.38)  

(2.39)

In the latter expressions, the modes are normalized in such a way that

\[
\int \int_{S_{\kappa}(z)} \mathbf{e}_{\kappa,i} \cdot \mathbf{e}_{\kappa,j} d^2S = \delta_{ij} \quad \quad \quad (2.40)
\]

\[
\int \int_{S_{\kappa}(z)} \mathbf{h}_{\kappa,i} \cdot \mathbf{h}_{\kappa,j} d^2S = \delta_{ij} \quad \quad \quad (2.41)
\]

where \( S_{\kappa}(z) \) is the cross-section of the \( \kappa^{th} \) groove at \( z \). It can be shown [30] that the coefficients \( V_{\kappa,i}(z), I_{\kappa,i}(z) \) satisfy the following infinite system of differential equations:

\[
\begin{bmatrix}
V_{\kappa,1}(z) \\
V_{\kappa,2}(z) \\
\vdots \\
I_{\kappa,1}(z) \\
I_{\kappa,2}(z) \\
\vdots
\end{bmatrix} =
\begin{bmatrix}
T_{11}(z) & T_{12}(z) & \ldots & -j\beta_1 Z_1 & 0 & \ldots \\
T_{21}(z) & T_{22}(z) & \ldots & 0 & -j\beta_2 Z_2 & \ldots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
-j\beta_1 Z_1 & 0 & \ldots & -T_{11}(z) & -T_{21}(z) & \ldots \\
0 & -j\beta_2 Z_2 & \ldots & -T_{12}(z) & -T_{22}(z) & \ldots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots
\end{bmatrix}
\begin{bmatrix}
V_{\kappa,1}(z) \\
V_{\kappa,2}(z) \\
\vdots \\
I_{\kappa,1}(z) \\
I_{\kappa,2}(z) \\
\vdots
\end{bmatrix}
\]  

(2.42)

where
\[ T_{ij}(z) \equiv \int \int_{S_{\kappa}(z)} \mathbf{e}_{\kappa,i} \cdot \frac{\partial \mathbf{e}_{\kappa,i}}{\partial z} d^2 S \] (2.43)

\( \beta_i \) is the propagation constant and \( Z_i \) is the impedance of the \( i^{th} \) mode. Given \( F(z) \), analytical evaluation of \( \frac{\partial \mathbf{e}_{\kappa,i}}{\partial z} \) is feasible. Also, in (2.43) the integration over \( \phi \) can be performed in closed form, but the integration over \( \rho \) must be done numerically.

It is possible to solve (2.42) analytically, provided the geometry obeys certain restrictions. First we note that the cross-section of all grooves remains invariant in shape along the axis, and thus the propagation constants and the mode impedances do not depend on the longitudinal coordinate \( z \). Therefore, (2.42) can be rewritten more compactly as

\[ \frac{d}{dz} \{ U_{\kappa}(z) \} = [M(z)] \{ U_{\kappa}(z) \} \] (2.44)

where

\[ \{ U_{\kappa}(z) \} = \begin{pmatrix} V_{\kappa,1}(z) \\ V_{\kappa,2}(z) \\ \vdots \\ Z_1 I_{\kappa,1}(z) \\ Z_2 I_{\kappa,2}(z) \\ \vdots \end{pmatrix} \] (2.45)

\[ [M(z)] = \begin{bmatrix} [P] F'(z) & [D] \\ [D] & -[P]^T F'(z) \end{bmatrix} \] (2.46)

\[ [D] = \text{diag}[-j\beta_1, -j\beta_2, \ldots] \] (2.47)
\[ P_{ij} \equiv -\int \int_{S_k(z)} e_{\kappa,i} \cdot \frac{\partial e_{\kappa,i}}{\partial \phi_{\kappa}} d^2 S \]  

(2.48)

and the prime on \( F(z) \) denotes differentiation with respect to \( z \). From the explicit expressions of \( e_{\kappa,i} \) in Appendix A, we conclude that \( P_{ij} \) does not depend on \( z \). Most importantly, the elements of \( [M] \) carry a dependence on \( z \) only through the presence of \( F'(z) \). That is if \( F'(z) = \text{const.} \), \([M]\) becomes independent of \( z \) and this can be exploited to obtain a closed form solution of \( \{U_{\kappa}(z)\} \). Specifically, it follows that if \( F(z) \) is linear in \( z \), the explicit solution for \( \{U_{\kappa}(z)\} \) is

\[
\{U_{\kappa}(z)\} = \exp (z [M]) \{U_{\kappa}(0)\} 
\]

(2.49)

where \( \{U_{\kappa}(0)\} \) is the value of \( \{U_{\kappa}(z)\} \) at \( z = 0 \). Although this is an explicit expression, the numerical evaluation of the matrix exponential is not necessarily an easy task. To evaluate it, the standard approach is to rewrite it as \([31]\)

\[
e^{z[M]} = [K] \text{diag} \{e^{z\lambda_1}, e^{z\lambda_2}, ..., e^{z\lambda_n}\} [K]^{-1}
\]

(2.50)

where \( \lambda_i \) denote the eigenvalues of \([M]\) and \([K]\) is the matrix of the corresponding eigenvectors \([31]\). The latter expression is valid provided the eigenvalues are distinct, which is expected to hold in this situation, unless degenerate generalized modes exist.

In theory, the matrix \([M]\) is infinite, but for practical purposes it must be truncated, taking into account only the traveling and most significant evanescent modes. It is important to note that, as shown in Appendix A, if \( \lambda \) is an eigenvalue of \([M]\), then \(-\lambda\) is also an eigenvalue of \([M]\). This is an expected property since each guiding region supports identical pairs of modes propagating along the \(+z\) and \(-z\) directions.

By making use of this property, \((2.49)\) can be rewritten as
\[
\begin{pmatrix}
V_\kappa(z) \\
J_\kappa(z)
\end{pmatrix} =
\begin{bmatrix}
[K_{11}] & [K_{12}] \\
[K_{21}] & [K_{22}]
\end{bmatrix}
\begin{bmatrix}
e^{[A]z} & 0 \\
0 & e^{-[A]z}
\end{bmatrix}
\begin{bmatrix}
[K_{11}] & [K_{12}] \\
[K_{21}] & [K_{22}]
\end{bmatrix}^{-1}
\begin{pmatrix}
V_\kappa(0) \\
J_\kappa(0)
\end{pmatrix}
\]
(2.51)

where
\[
[A] \equiv \text{diag} [\lambda_1, \ldots, \lambda_\rho]
\]
(2.52)

\[
Re(\lambda_i) > 0 \quad \text{or}
\]
(2.53)

\[
Re(\lambda_i) = 0, \quad Im(\lambda_i) \geq 0
\]
(2.54)

and
\[
J_{\kappa,i} \equiv Z_{\kappa,i} I_{\kappa,i}
\]
(2.55)

We remark that (2.51) is a much more simplified expression and its form is crucial in making reliable numerical calculations. In the following analysis it turns out that only \(e^{-[A]t}, t \geq 0\) appears in the calculations. Therefore, since the real parts of the elements of \([A]\) are chosen to be nonnegative, no numerical instabilities occur.

Using (2.51) and following the analysis in Appendix A, the scattering matrix of the array of curved grooves at its interface is derived to be

\[
[S] = ([W] + [I])^{-1} ([W] - [I])
\]
(2.56)

where

\[
[W] = \sum_{\kappa=1}^{J} [L_\kappa]^T [F_\kappa] [G_\kappa]^{-1} [L_\kappa]
\]
(2.57)

and \([I]\) is the unit matrix. Also
\[ [F_\kappa] \equiv [K_{11}] + [K_{12}][R_\kappa] \]  
\[ [G_\kappa] \equiv [K_{21}] + [K_{22}][R_\kappa] \]  
\[ [R_\kappa] \equiv e^{-[A]/2} [K_{12}]^{-1} [S_{\kappa, \text{end}}][K_{11}] e^{-[A]/2} \]

\([S_{\kappa, \text{end}}]\) is the scattering matrix at the back end \((z = -l_2)\) of the \(\kappa^{th}\) groove, \(l_2\) is the length of the compressor and \([L_\kappa]\) is identical to the \([L_\kappa]\) matrix defined in section 2.3.

### 2.4.2 Numerical Results

Since there were no reference solutions when the method was developed, for validation purposes we initially relied on the examination of the boundary conditions satisfied by the transverse electric fields. Fig. 2.9 depicts the \(\rho\) component (a) and the \(\phi\) component (b) of the total electric field at both sides of the interface. The dimensions for this calculation are: \(b = 3.5\lambda, a = 2.5\lambda, l_1 = \lambda, l_2 = \lambda, 4\) blades, \(\phi_w = 45^\circ, \phi_1 = 0^\circ, F'(z) = 30^\circ/\lambda\). The field is plotted at \(\rho = 3\lambda\), as a function of \(\phi\), for an incidence angle of \(\theta_i = 0^\circ\) (a) and \(\theta_i = 30^\circ\) (b). The plots correspond to \(\phi\) polarization. As in the case of the straight blades, the incident field is also plotted for reference purposes. It is evident that the fields on each side of the interface are almost equal and the tangential fields on all metallic surfaces are very low. Consequently, the boundary conditions are satisfied, implying that pertinent RCS plots are correct within the limits of the Kirchhoff approximation employed at the aperture. Indeed, our RCS results proved to be in very good agreement with actual measurements [29]. Unfortunately, the terms of the contract do not allow us to publish the comparisons.

It must be pointed out that in the case of curved blades, as opposed to simpler geometries, a rigorous convergence check is a very hard task, because the condition
number of the involved matrices and the individual eigenvalues tends to deteriorate severely as the number of modes increases.
Figure 2.9: Tangential fields at both sides of the interface for the geometry corresponding to Fig. 2.8 ($\phi$ polarization). The fields are plotted at $\rho = 3\lambda$. 
a) $\rho$ component for $\theta_i = 0^\circ$. b) $\phi$ component for $\theta_i = 30^\circ$. 
CHAPTER III

THE ADAPTIVE INTEGRAL METHOD (AIM)

3.1 Introduction

In Chapter II we applied the Mode Matching (MM) method to the problem of electromagnetic scattering from jet engine inlets with three different terminations. The method is rigorous, accurate and powerful, since it yields excellent results for even fairly large structures (we showed data for inlets up to $12\lambda$ in diameter). Nevertheless, the method faces serious limitations. Its most significant disadvantage is that it can handle only canonical geometries, where modes (eigenfunctions) can be defined. In reality, the termination of a jet engine is geometrically very complex, and consequently the Helmholtz equation cannot be solved analytically in that region. Moreover, even for canonical terminations, analysis of a realistic problem, which is about $50\lambda$ wide in diameter, yields extremely large, full linear systems, almost intractable by modern computing facilities.

In addition to the MM analysis, we also investigated other efficient numerical algorithms applicable to the same problem. A Finite Element Method (FEM) code was written and validated for a number of engine-like geometries [11]. The FEM method proved very versatile since it can handle arbitrary terminations. However, it also suffered from storage and CPU time restrictions that may become severe for
inlet diameters larger that $2\lambda$.

Our need for flexible, numerical methods, applicable to very large, irregular geometries led us to the investigation of fast integral equation techniques. Among these, the Adaptive Integral Method (AIM) [17, 18] was given special attention due to its promising properties. The main idea of the method is to replace the full Moment Method (MoM) impedance matrix with a sum of special format matrices aimed at reducing the MoM computational complexity and memory requirements. This improvement can be achieved by approximating the interactions among far zone elementary currents using delta current sources located at the nodes of a rectangular grid. It can be shown that the original impedance matrix reduces to a sum of two terms: the first is a sparse matrix and the second is a sum of products of sparse and Toeplitz matrices.

In this chapter the mathematical development of AIM is presented. Results are also given using a computer code based on this formulation.

### 3.2 Mathematical background

Consider an arbitrary, perfectly conducting (PEC) surface $\Sigma$ illuminated by some incident field $\mathbf{E'}$. The scattered field $\mathbf{E}^s$ is given by

$$
\mathbf{E}^s = -j\omega \mathbf{A} - \nabla \phi
$$

(3.1)

where $\mathbf{A}$ is the magnetic potential defined as

$$
\mathbf{A} (\mathbf{r}) = \frac{\mu}{4\pi} \int_\Sigma \mathbf{J}_s (\mathbf{r'}) \frac{\exp \{-jkR\}}{R} d^2 S'
$$

(3.2)

and the scalar potential $\phi$ is given by
\[
\phi(\mathbf{r}) = \frac{1}{4\pi \varepsilon} \int_{\Sigma} \rho_s(\mathbf{r}') \frac{\exp\{-jkR\}}{R} d^2 S'
\]  
(3.3)

In these equations \( R \equiv |\mathbf{r} - \mathbf{r}'| \), \( \mathbf{J}_s \) and \( \rho_s \) denote the surface current and charge densities, respectively. The continuity equation

\[
\nabla_s \cdot \mathbf{J}_s = -j\omega\rho_s
\]  
(3.4)

provides the relation between the two densities.

For a numerical solution of the pertinent integral equation we discretize the surface into small triangular patches and expand the unknown current \( \mathbf{J}_s \) using a suitable set of basis functions \( \mathbf{f}_n(\mathbf{r}) \). We let

\[
\mathbf{J}_s(\mathbf{r}) \simeq \sum_{n=1}^{N} I_n \mathbf{f}_n(\mathbf{r})
\]  
(3.5)

where \( I_n \) are unknown coefficients (elementary currents). A popular choice for \( \mathbf{f}_n(\mathbf{r}) \) are the Rao-Wilton-Glisson (RWG) basis functions defined by

\[
\mathbf{f}_n(\mathbf{r}) = \begin{cases} 
+ \frac{l_n}{2A_n} \rho_n^+ & \text{if } \mathbf{r} \in T_n^+ \\
- \frac{l_n}{2A_n} \rho_n^- & \text{if } \mathbf{r} \in T_n^- \\
0 & \text{otherwise}
\end{cases}
\]  
(3.6)

where \( l_n \) is the length of the \( n^{th} \) edge and \( A_n^\pm \) is the area of triangle \( T_n^\pm \) (see Fig. 3.1). It is crucial to point out that \( \mathbf{f}_n(\mathbf{r}) \) is tangential to the \( n^{th} \) patch and vanishes outside it.

On our way to construct an integral equation for the solution of the elementary currents, we enforce the boundary condition

\[
(\mathbf{E}^i + \mathbf{E}^s) \cdot \mathbf{t} = 0 \quad \text{on } \Sigma
\]  
(3.7)
Figure 3.1: The Rao-Wilton-Glisson (RWG) basis functions
where \( t \) is any tangential vector on the surface, or, approximately, tangential to the triangular patches. Finally, to test the integral equation per Galerkin we write, using (3.1) and (3.7)

\[
\int_{\Sigma} \mathbf{E}^i \cdot \mathbf{f}_m \, d^2S = \int_{\Sigma} j\omega \mathbf{A} \cdot \mathbf{f}_m \, d^2S + \int_{\Sigma} \nabla \phi \cdot \mathbf{f}_m \, d^2S \quad m = 1, \ldots, N \tag{3.8}
\]

or, by invoking an appropriate vector identity

\[
\int_{\Sigma} \mathbf{E}^i \cdot \mathbf{f}_m \, d^2S = \int_{\Sigma} j\omega \mathbf{A} \cdot \mathbf{f}_m \, d^2S - \int_{\Sigma} \phi \nabla_s \cdot \mathbf{f}_m \, d^2S \quad m = 1, \ldots, N \tag{3.9}
\]

which is equivalent, after use of the expansion (3.5), to the matrix equation

\[
[Z] \{ \mathbf{I} \} = \{ \mathbf{V} \} \tag{3.10}
\]

The elements of the impedance matrix \([Z]\) are given by

\[
Z_{mn} = \frac{j\eta l_m l_n}{8} \left[ \int_{T^+_m} \int_{T^+_n} \frac{\exp \left\{ -jkR \right\} \rho_{m} \cdot \rho_{n} \, d^2S \, d^2S'}{A_{m}^+ A_{n}^+ R^3} - \frac{1}{\pi^2} \int_{T^+_m} \int_{T^+_n} \frac{\epsilon_m \epsilon_n \exp \left\{ -jkR \right\}}{A_{m}^+ A_{n}^+ R^3} \, d^2S \, d^2S' \right] \tag{3.11}
\]

where

\[
\epsilon_m = \begin{cases} 
+1 & \text{if } r \in T^+_m \\
-1 & \text{if } r \in T^-_m
\end{cases} \tag{3.12}
\]

and

\[
\epsilon_n = \begin{cases} 
+1 & \text{if } r' \in T^+_n \\
-1 & \text{if } r' \in T^-_n
\end{cases} \tag{3.13}
\]
whereas \( \eta = \sqrt{\mu / \varepsilon} \) and

\[
V_m = \int_\Sigma \mathbf{E}^i \cdot \mathbf{f}_m d^2 S \tag{3.14}
\]

Since the impedance matrix in (3.10) is fully populated, serious memory limitations arise when the geometry is electrically large. Also, the required numerical integration to evaluate the \([Z]\) matrix entries and its direct inversion are both extremely time consuming tasks. These difficulties can be overcome by utilizing the AIM technique.

A basic AIM concept is to partition all pairs of matrix entries into "far field" and "near field" ones. A far field threshold \( r_{thr} \) is set according to the desired accuracy. If the centers of two interacting current elements \( m^{th} \) and \( n^{th} \) lie at a distance larger than \( r_{thr} \), they are considered to be in the far field region of each other, (see Fig. 3.2), and their interaction can be modeled in an alternative way.

To describe the far field interactions we envision the entire scatterer being submerged into a rectangular grid (Fig. 3.3). We introduce an auxiliary set of basis functions, namely \( \psi_m \), represented by clusters of delta current sources located at the nodes of the grid, namely

\[
\psi_m(\mathbf{r}) = \sum_{q=1}^{M^3} \delta(x - x_{mq})\delta(y - y_{mq})\delta(z - z_{mq}) \left[ \Lambda_{mq}^x \hat{x} + \Lambda_{mq}^y \hat{y} + \Lambda_{mq}^z \hat{z} \right] \tag{3.15}
\]

where \( M \) is equal to the expansion order, and \( \mathbf{r}_{mq} \) are points on the grid surrounding the \( m^{th} \) edge. In Figs. 3.3, 3.4 the relative position of the \( n^{th} \) RWG patch in a \( M = 2 \) order grid is depicted.

The \( \Lambda \) coefficients are determined to ensure that the two sets of basis functions \( \psi_m \) and \( \mathbf{f}_m \) are equivalent. However, since \( \psi_m \) are defined in the whole volume, whereas
Figure 3.2: Definition of the far field region: $f_n$ lies in the near zone, whereas $f_p$ in the far zone of $f_m$. 
Figure 3.3: Uniform AIM grid surrounding the scatterer.
Figure 3.4: Grid surrounding a Rao-Wilton-Glisson basis function
each $f_m$ is nonzero only on the $m^{th}$ patch, formal equivalence can be achieved only after a slight modification of the RWG basis function definition. Specifically, let

$$\tilde{f}_m(r) \equiv f_m \delta(z_m)$$ (3.16)

where $\delta(z_m)$ is a 1D delta function and $z_m$ is the local coordinate along the normal to the + or - triangles which comprise the RWG diehedral $m^{th}$ patch (see Fig. 3.5).

This is an important step to ensure the mathematical rigor of AIM, and was omitted from the original presentation given by E. Bleszynski et al. [17, 18]. The two sets $\psi_m$ and $\tilde{f}_m$ can become equivalent, by imposing equality of their moments up to order $M \to \infty$ with respect to the midpoint $r_a$ of the $m^{th}$ edge. These moments are defined by

$$M_{q_1q_2q_3}^m = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi_m(r)(x - x_a)^{q_1}(y - y_a)^{q_2}(z - z_a)^{q_3} dxdydz =$$

$$= \sum_{q=1}^{M^3} (x_{mq} - x_a)^{q_1} (y_{mq} - y_a)^{q_2} (z_{mq} - z_a)^{q_3} \left[ \Lambda_{mq}^x \hat{x} + \Lambda_{mq}^y \hat{y} + \Lambda_{mq}^z \hat{z} \right]$$ (3.17)

$$\tilde{M}_{q_1q_2q_3}^m \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{f}_m(r)(x - x_a)^{q_1}(y - y_a)^{q_2}(z - z_a)^{q_3} dxdydz$$ (3.18)

Apart from $f_m$ itself, the surface divergence of $f_m$ must be similarly approximated.

We define

$$\psi_m^d(r) = \sum_{q=1}^{M^3} \delta(x - x_{mq}) \delta(y - y_{mq}) \delta(z - z_{mq}) \Lambda_{mq}^d$$ (3.19)

The pertinent moments are

$$D_{q_1q_2q_3}^m \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi_m^d(r)(x - x_a)^{q_1}(y - y_a)^{q_2}(z - z_a)^{q_3} dxdydz =$$
Figure 3.5: The local coordinate systems on triangles $T^\pm$
\[ \sum_{q=1}^{M^3} (x_{mq} - x_a)^{q1} (y_{mq} - y_a)^{q2} (z_{mq} - z_a)^{q3} \Lambda_{mq}^d \] (3.20)

\[ \hat{D}^{m}_{q1q2q3} \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \nabla_s \cdot \hat{f}_m(r)(x - x_a)^{q1}(y - y_a)^{q2}(z - z_a)^{q3} \, dx \, dy \, dz \] (3.21)

By equating \( M^m_{q1q2q3} \) to \( \hat{M}^m_{q1q2q3} \) and \( D^m_{q1q2q3} \) to \( \hat{D}^m_{q1q2q3} \) we obtain four \( M^3 \times M^3 \) systems that yield the \( \Lambda \) coefficients as a solution. A considerable portion of our effort was focused on the efficient calculation of the moments in (3.18) and (3.21).

A very efficient, closed form scheme was developed, the mathematical details of which are described in Appendix B.

Since the problem is now formulated in the whole volume, and not on surface \( \Sigma \), integral equation (3.8) must be modified. At any point in the space an equation of the form

\[ E'(r) + E^s(r) = h(r) \] (3.22)

is valid, where \( h(r) \) is an unknown function with the following property:

\[ h(r) \cdot t = 0 \quad \text{on} \quad \Sigma \] (3.23)

\( t \) being any tangential vector on \( \Sigma \). After the surface discretization, (3.23) holds approximately for the assembly of the triangular patches. Furthermore, (3.22) yields

\[ \int_V \left[ E'(r) + E^s(r) \right] \cdot \hat{f}_m(r) \, d^3v = \int_V h(r) \cdot \hat{f}_m(r) \, d^3v \]

\[ = \int_V h(r) \cdot \hat{f}_m(r) \delta(z_{m\pm})(r) \, d^3v = 0 \] (3.24)

The equality to zero is due to (3.23), the definition of the delta function and the
fact that \( \mathbf{f}_m \) is tangential to the \( m^{th} \) diehedral. Therefore, due to (3.24) the testing scheme reads

\[
\int_V \mathbf{E}^i \cdot \hat{\mathbf{f}}_m d^3v = \int_V j \omega \mathbf{A} \cdot \hat{\mathbf{f}}_m d^3v + \int_V \nabla \phi \cdot \hat{\mathbf{f}}_m d^3v
\]  
(3.25)

together with (3.5). For \( M \to \infty \) the sets \( \psi_m \) and \( \hat{\mathbf{f}}_m \) are equivalent, hence the testing in (3.25) may be performed by either of them. For practical applications, though, \( M \) is finite and only interactions among elements that lie in the far field of each other can be modeled through the set \( \psi_m \). However, since the whole geometry is submerged in the grid, it is inefficient to separate near field and far field interactions a priori. It is preferable to calculate all possible interactions using the auxiliary basis functions and afterwards replace the near field interactions by their exact values.

In Appendix B it is shown that the approximate impedance matrix for the whole geometry calculated via the auxiliary basis functions is given by

\[
[Z]_{AIM}^{\text{total}} = \sum_{i=1}^{4} [L^{(i)}][G][L^{(i)}]^T
\]  
(3.26)

where \([L^{(i)}]\) are sparse matrices, containing scaled versions of the equivalence coefficients \( \Lambda \) in (3.15), (3.19) and \([G]\) is a matrix with Toeplitz properties. Since the \([L^{(i)}]\) matrices map the original RWG mesh onto the rectangular grid, we will refer to them as “mapping matrices”, whereas \([G]\) will be referred to as the “Green’s function matrix”. Explicit expressions for the elements of these matrices are given in Appendix B. Obviously, \([Z]_{AIM}^{\text{total}}\) can be split into two parts, corresponding to the near and far field interactions, namely

\[
[Z]_{AIM}^{\text{total}} = [Z]_{AIM}^{\text{near}} + [Z]_{AIM}^{\text{far}}
\]  
(3.27)
Furthermore, the exact impedance matrix in (3.10) is likewise split as

\[ [Z] = [Z]^{near} + [Z]^{far} \]  \hspace{1cm} (3.28)

Since for the far field interactions \([Z]^{far} \simeq [Z]_{AIM}^{far} \) it follows that the impedance matrix in (3.10) can be approximated by

\[ [Z] \simeq [Z]^{near} - [Z]^{near}_{AIM} + [Z]^{total}_{AIM} = [S] + \sum_{i=1}^{4} [L^{(i)}][G][L^{(i)}]^T \]  \hspace{1cm} (3.29)

where \([S]\) is a sparse matrix corresponding to the difference between the exact and the AIM-modeled near field interactions.

Of most importance in the formulation of the impedance matrix is that \([G]\) is Toeplitz and thus the FFT algorithm can be used to significantly accelerate the calculation of matrix-vector products required for iterative solution of the linear system. Details on the utilization of the Toeplitz property are given in Appendix B.

### 3.3 Application to Relatively Flat Surfaces

Computational cost estimates show that the memory requirements and complexity of the algorithm depend both on the original number of unknowns \(N\), and the total number of grid points \(N_g\). For large \(N\), our double precision implementation has a memory requirement of

\[ \text{Mem} \simeq (368 + 32M^3)N + 314N_g + 16N_{near} \text{ bytes} \]  \hspace{1cm} (3.30)

and the number of complex multiplications per iteration, assuming a symmetric Biconjugate Gradient (BiCG) algorithm and using a radix-2 FFT is

\[ N_{mult} \simeq 8M^3N + 540N_g + 120N_g \log_2 N_g + N_{near} \]  \hspace{1cm} (3.31)
where $N_{\text{near}}$ is the number of non-zero entries in $[S]$, and depends on the geometry of the scatterer. For rectangular surfaces it has been shown [18] that $N_g$ is asymptotically proportional to $N^{3/2}$. However, $N_g$ is in general highly dependent on the geometry. To observe this, let us consider a scatterer of rectangular form whose sides are denoted as $a, b, c$. If the grid step is chosen as $h$, then

$$N_g \simeq \frac{abc}{h^3} \quad (3.32)$$

Assume that the surface of the scatterer is discretized by equilateral triangles of edge length $l$. The area of each triangle is therefore $S_T = \sqrt{3}l^2/4$ and the number of triangles over the whole surface is

$$N_T \simeq \frac{8\sqrt{3}}{3l^2} (ab + bc + ca) \quad (3.33)$$

Since the number $N$ of RWG elements is approximately $N \simeq 3N_T/2$ it follows that

$$N_g \simeq \frac{abc}{[4\sqrt{3} (ab + bc + ca)]^{3/2}} \left(\frac{l}{h}\right)^3 N^{3/2} \quad (3.34)$$

A similar estimate is possible for $N_{\text{near}}$. Assuming a locally smooth surface, the circular disk around a particular RWG element lying within the near field of the element has area equal to $\pi r_{\text{thr}}^2$. Assuming triangles with edge length $l$ the number of RWG elements in the disk is equal to

$$N_{\text{RWG}} \simeq 2\sqrt{3}\pi \left(\frac{r_{\text{thr}}}{l}\right)^2 \quad (3.35)$$

and therefore

$$N_{\text{near}} = \frac{1}{2} N_{\text{RWG}} N \simeq \sqrt{3}\pi \left(\frac{r_{\text{thr}}}{l}\right)^2 N \quad (3.36)$$
The factor $1/2$ is due to the symmetry of the matrix. It is pointed out that these estimates are rough and not very accurate for general geometries. They only serve as a qualitative measure for comparisons between AIM and other relevant techniques.

The above analysis, though approximate, shows that AIM applicable to surface has $O(N^{3/2})$ memory requirements, and $O(N^{3/2}\log_2 N^{3/2})$ complexity. Therefore, for a large number of unknowns $N$ it always performs more favorably than the MoM (with an iterative solver), which is a $O(N^2)$ method.

To demonstrate the dependence of $N_2$ on the relative dimensions of the rectangular scatterer, let $c = \gamma a = \gamma b$, where $\gamma$ is defined as the "flatness" parameter of the rectangle (see Fig. 3.6). As shown in Fig. 3.6 for small $\gamma$ the rectangle is relatively flat and becomes more like a plate as $\gamma \to 0$. The constant in front of $N^{3/2}$ in (3.34) becomes smaller as $\gamma$ decreases and thus it is important to examine the performance of AIM for flat geometries. Performance comparisons between AIM and iterative MoM for various flatness parameters, $h = l$ and $r_{thr} = 10l$ are given in Figs. 3.7 and 3.8. For both MoM and AIM the BiCG solver was assumed and it is clear that AIM is much more efficient than the MoM for large $N$. As expected from (3.34) its efficiency increases with the flatness of the scatterer, and for the chosen parameters AIM is preferrable to MoM in terms of memory and complexity for about $N > 1500$. As $N$ becomes larger the improvement of AIM over MoM cannot be overemphasized. Moreover, for relatively flat surfaces, the AIM grid is also flat, permitting the use of much faster, nearly two-dimensional FFT's, resulting in a dramatic reduction of the computational cost.
Figure 3.6: Scatterer shape for various values of the flatness parameter $\gamma$. 
Figure 3.7: Memory required for standard MoM and AIM (surface problems with expansion order $M = 3$, grid step $h = l$ and $r_{thr} = 10l$).
Figure 3.8: CPU time for standard MoM and AIM (surface problems with expansion order $M = 3$, grid step $h = l$ and $r_{th} = 10l$).
3.4 Numerical Results and Parallelization Issues

Based on the analytical results described in this chapter, an AIM-based code was developed and validated. An already existing 3D MoM code [32] was modified so that the far field interactions among the current elements were modeled according to AIM principles. The scatterer was a flat PEC plate with dimensions 4λ by 0.25λ (see Fig. 3.9), corresponding to an original 317 by 317 MoM system. The grid spacing was \( h = 0.05\lambda \), and the total number of grid points was 4500. The edge length of each elementary triangle was \( l = 0.1\lambda \) and the expansion order was \( M = 3 \). Numerical results for the Radar Cross Section (RCS) were obtained and compared to standard MoM data, showing excellent agreement (see Figs. 3.10 and 3.11). The near field threshold \( r_{thr} \) was set equal to \( \lambda \), but it could be decreased down to 0.3\( \lambda \) without significant deterioration of the RCS pattern.

To further test the code for more complex geometries, we investigated a simplified airplane-like structure (see Fig. 3.12). The RCS results are given in Figs. 3.13 and 3.14, and again they are in excellent agreement with the reference MoM. The original system was 690 by 690, the grid spacing was \( h = 0.05\lambda \), the expansion order was \( M = 3 \) and the near field threshold \( r_{thr} \) was set equal to 0.8\( \lambda \).

Profiling the AIM code showed that a very large portion (up to 75%) of the total CPU time was consumed by the FFT. Although the AIM system solution is faster than the MoM, the major bottleneck of the AIM algorithm is filling [S] in (3.29), a process which may also utilize the FFT. These observations were not unexpected and point to a need for parallelization. For general geometries the algorithm has been parallelized via domain decomposition [18], but this approach is fairly complicated and difficult to implement. In our case, due to the geometrical characteristics of
Figure 3.9: A 4\( \lambda \) by 0.25\( \lambda \) flat blade illuminated by a plane wave.

the scatterer (i.e. nearly flat), the FFT grid is almost two-dimensional, and also no excessive free space is wasted by the rectangular grid enclosing the scatterer. Therefore, speed-up via parallelization can be easily achieved, by simply parallelizing the FFT subroutines employed at each iteration step of the solver.

Our parallelization steps for the FFT are [45]:

- The array with dimensions \( n_x, n_y, n_z \) is distributed into planes, equally divided among all available processors of total number \( p \).

- One-dimensional FFT’s are performed along each of the two dimensions \( x \) and \( y \), and this is done \( n_z/p \) times for each node concurrently, since each node contains \( n_z/p \) planes.

- The array is transposed, while still residing on all processors.

- One-dimensional FFT’s are then performed concurrently on all nodes along the third dimension.
Figure 3.10: Backscatter for the $4\lambda$ by $0.25\lambda$ flat blade of Fig. 3.9 ($\phi$ polarization, $\phi = 0$ cut). The blade lies on the xy plane with the long dimension along the x axis. The origin lies at the center of the blade. Grid step $h = 0.05\lambda$. 
Figure 3.11: Backscatter for the $4\lambda$ by $0.25\lambda$ flat blade of Fig. 3.9 ($\theta$ polarization, $\phi = 0$ cut). The blade lies on the xy plane with the long dimension along the x axis. The origin lies at the center of the blade. Grid step $h = 0.05\lambda$. 
At this point the transpose of the Fourier transform is available, hence an additional transposition is required to complete the FFT routine.

Communication time consumption for a transposition across several processors is significant, and therefore in an optimized code only one absolutely necessary transposition may be performed. If the FFT output and input data must be in the same format, though, the data must be redistributed after the FFT calculation, resulting in a total of two transpositions.

The parallelized version of the code was initially tested on the IBM SP2 for the airplane geometry of Fig. 3.12 and the speed-up results are shown in Table 3.1; the outcome is evidently very favorable, since the overall computation time decreases dramatically with the number of processors. Moreover, to demonstrate the AIM efficiency for relatively flat structures, the parallelized version was also tested for the jagged plate geometry of Fig. 3.16. The dimensions of the plate were $3\lambda \times 3\lambda \times 0.2\lambda$, and therefore the FFT grid was quite flat. We chose a rectangular grid spacing of $0.05\lambda$ for all directions, and the moment expansion order as $M = 3$, whereas the original number of unknowns was $N = 3108$. The monostatic RCS for this configuration is plotted at a $\phi = 0^\circ$ cut, for $0 \leq \theta \leq 90^\circ$ with a $2^\circ$ step, and both polarizations (Figs. 3.17, 3.18). Two sets of AIM results are shown, one where the near field threshold is $r_{thr} = 0.8\lambda$, and one for $r_{thr} = 0.3\lambda$. From (3.30), (3.31) and (3.36) both memory and complexity increase with $r_{thr}$ and thus a smaller $r_{thr}$ is desirable provided the accuracy of the solution is maintained. As seen from Figs. 3.17, 3.18 the smaller threshold of $0.3\lambda$ leads to sufficiently accurate results and can be used to evaluate the performance of the AIM code. Tables 3.2 and 3.3 sum up the CPU time and storage comparisons between AIM and the MoM, when the jagged plate is assumed to have zero thickness. In terms of memory the AIM savings
are dramatic, especially for small thresholds \( r_{thr} \). In terms of CPU time, for the zero thickness plate each matrix vector product of the serial AIM algorithm is comparable to the MoM, but significant speed-up is gained for a larger number of processors. For small, but non-zero plate thickness, though, the advantages of AIM over the MoM become much more impressive. For a similar jagged plate with non-zero thickness, the number of RWG unknowns is approximately doubled, resulting in quadruple memory and CPU time requirements for the MoM. On the other hand, since the number of the AIM grid points \( N_g \) remains the same, the AIM CPU time, which is dominated by \( N_g \), is virtually unaffected, and even the serial AIM code becomes four times faster than the MoM. Furthermore, the AIM storage requirements are only slightly increased (see Table 3.4 for the thicker plate), whereas those of the MoM would not allow its application on conventional platforms.
<table>
<thead>
<tr>
<th># Processors</th>
<th>Total time (h)</th>
<th>Serial section (h)</th>
<th>Parallel section (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (serial)</td>
<td>10.3</td>
<td>10.3 (100%)</td>
<td>0.0 (0%)</td>
</tr>
<tr>
<td>1</td>
<td>17.7</td>
<td>1.2 (7%)</td>
<td>16.5 (93%)</td>
</tr>
<tr>
<td>2</td>
<td>10.0</td>
<td>1.2 (12%)</td>
<td>8.8 (88%)</td>
</tr>
<tr>
<td>4</td>
<td>6.0</td>
<td>1.2 (20%)</td>
<td>4.8 (80%)</td>
</tr>
<tr>
<td>8</td>
<td>4.3</td>
<td>1.3 (30%)</td>
<td>3.0 (69%)</td>
</tr>
<tr>
<td>16</td>
<td>3.5</td>
<td>1.3 (37%)</td>
<td>2.2 (63%)</td>
</tr>
</tbody>
</table>

Table 3.1: Speedup due to FFT parallelization for the scatterer of Fig. 3.12

Figure 3.12: A simplified aircraft structure.
Figure 3.13: Backscatter of the structure in Fig. 3.12 ($\phi$ polarization, $\theta = 90^\circ$ cut).
Figure 3.14: Backscatter of the structure in Fig. 3.12 (θ polarization, θ = 90° cut).
Figure 3.15: Profile on a CONVEX Exemplar for the scatterer analyzed in the previous figures.
Figure 3.16: The jagged plate geometry.
<table>
<thead>
<tr>
<th># Processors</th>
<th>Total time (h)</th>
<th>Mat.-vec. prod. time (s)</th>
<th>FFT / total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (serial MoM)</td>
<td>22.3</td>
<td>5.42</td>
<td>0%</td>
</tr>
<tr>
<td>1 (serial AIM)</td>
<td>29.2</td>
<td>5.36</td>
<td>70%</td>
</tr>
<tr>
<td>2</td>
<td>30.4</td>
<td>5.64</td>
<td>69%</td>
</tr>
<tr>
<td>4</td>
<td>18.7</td>
<td>3.12</td>
<td>55%</td>
</tr>
<tr>
<td>8</td>
<td>13.8</td>
<td>2.04</td>
<td>45%</td>
</tr>
<tr>
<td>16</td>
<td>11.2</td>
<td>1.48</td>
<td>29%</td>
</tr>
</tbody>
</table>

Table 3.2: CPU time comparisons for the scatterer of Fig. 3.16 with zero thickness.

<table>
<thead>
<tr>
<th>Method</th>
<th>Memory (Mbytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoM</td>
<td>77.3</td>
</tr>
<tr>
<td>AIM ($r_{thr} = 0.8\lambda$)</td>
<td>28.94</td>
</tr>
<tr>
<td>AIM ($r_{thr} = 0.3\lambda$)</td>
<td>17.19</td>
</tr>
</tbody>
</table>

Table 3.3: Memory comparisons for the scatterer of Fig. 3.16 with zero thickness.

<table>
<thead>
<tr>
<th>Method</th>
<th>Memory (Mbytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoM</td>
<td>309.2</td>
</tr>
<tr>
<td>AIM ($r_{thr} = 0.8\lambda$)</td>
<td>74.41</td>
</tr>
<tr>
<td>AIM ($r_{thr} = 0.3\lambda$)</td>
<td>27.41</td>
</tr>
</tbody>
</table>

Table 3.4: Memory comparisons for the scatterer of Fig. 3.16 with non-zero thickness.
Jagged plate (Phi Polarization)

Figure 3.17: Monostatic RCS for the jagged plate geometry (\( \phi \) polarization).
Jagged plate (Theta Polarization)

Figure 3.18: Monostatic RCS for the jagged plate geometry ($\theta$ polarization).
CHAPTER IV

EXPLOITATION OF THE CYLINDRICAL PERIODICITY OF THE JET ENGINE GEOMETRY

4.1 Introduction

It has already been discussed that for an efficient solution of the realistic jet engine problem, decomposition of the computational domain into a numerical and a high frequency region is the most appropriate approach. As shown in Fig. 4.1, the region surrounding the complex engine termination is modeled numerically, whereas ray or modal methods are used to propagate the field through the duct. In this manner, significant amount of memory is saved by not discretizing the duct region. One way to couple the two computational regions is through the modal scattering matrix. However, even with this decomposition, a direct application of numerical methods such as the FDTD [33] and FEM [11] leads to intractable problems when dealing with realistic jet engine sizes spanning 50 wavelengths in diameter. In Chapter III a novel numerical technique, the Adaptive Integral Method (AIM) was described and shown to be particularly suitable for the analysis of complex blade terminations. However, direct application of AIM to the entire scatterer would not be efficient either. Multi-spectral characterization requiring radar cross-section (RCS) computation at many
frequencies place additional CPU time problems.

To reduce the CPU time and storage requirements down to manageable levels, the inherent blade periodicity of the jet engine was exploited to show that the computational domain can be reduced down to a single blade or engine "slice". This discrete body of revolution (DBOR) approach reduces the number of unknowns and storage requirements by a factor equal to the number of blades. However, it has so far been implemented only in the context of differential equation methods [12]. In this chapter we apply the DBOR concept in the context of integral equation methods for modeling the complex jet engine configurations. By considering mode by mode excitation [11, 12] it is shown that the analysis over the entire engine can be reduced down to a surface integral equation over a single blade. It is further demonstrated that the resulting modal scattering matrix is sparse, leading to additional storage and CPU time reductions.

Further computational reductions can be achieved by incorporating fast integral equation algorithms such as AIM, as discussed in Chapter III. We have seen that the latter redistributes the currents on the blade onto a canonical grid such that the scattered field due to the fictitious sources on the nodes of the grid remain the same as that of the original sources up to a certain order. Combining blade periodicity and the AIM concept results in drastic complexity reductions.

The DBOR procedure (which takes advantage of blade periodicity) leads to a compact integral equation whose domain is confined over the single engine blade. Initially we consider perfectly conducting scatterers, but the last section of the chapter gives an extension of the method to periodic angular sectors containing non-metallic materials. Appendix C provides certain mathematical details omitted from the main text, regarding the dyadic Green's function for cylindrical waveguides and the
Figure 4.1: Illustration of the computational decomposition.
explicit expressions of the elements of the pertinent MoM impedance matrix.

4.2 Preliminary Setup for Perfectly Conducting Scatterers

Consider the perfectly conducting (PEC) scatterer residing inside a cylindrical metallic waveguide and occupying the volume $V$, as shown in Fig. 4.2. This structure is used to terminate a cylindrical waveguide and consists of $N_s$ sectors or "slices". The slices are identical and rotated around the $z$ axis with respect to each other by integer multiples of the angular period

$$\phi_s = \frac{2\pi}{N_s}$$

(4.1)

where $\phi_s$ is the angular opening of each slice (see Fig. 4.3). We will refer to this termination as a "Discrete Body of Revolution" (DBOR) since the geometry can be
generated by revolving the basic slice, occupying the volume $V_0$ a discrete multiple of azimuth angles $\phi_s$. Because of this inherent periodicity, the vector $\mathbf{r}$ of a point in the $m_s^{th}$ periodic slice occupying the volume $V_{m_s}$ can be written as

$$\mathbf{r} = \mathbf{R}^{m_s} \cdot \mathbf{r}_0 \quad \mathbf{r}_0 \in V_0$$  \hspace{1cm} (4.2)$$

where the superscript $m_s$ denotes the power of the dyadic $\mathbf{R}$. The latter is the rotation dyadic, defined in cartesian coordinates by the matrix
\[
[R] = \begin{bmatrix}
\cos \phi_s & -\sin \phi_s & 0 \\
\sin \phi_s & \cos \phi_s & 0 \\
0 & 0 & 1
\end{bmatrix} \tag{4.3}
\]

It can be readily shown that

\[
\tilde{R}^{-1} = \tilde{R}^T \tag{4.4}
\]

\[
\tilde{R}^{m_s}(\phi_s) = \tilde{R}(m_s \phi_s) \tag{4.5}
\]

which are important properties to be exploited later in the analysis.

For the problem of scattering, an incident field \( E^i \) is assumed to impinge upon the periodic structure, where \( E^i \) is a sum of cylindrical waveguide modes. This excitation induces the surface current \( J \) giving rise to the scattered field [34]

\[
E^s(r) = -jkZ \int_{\Sigma} \tilde{G}(r, r') \cdot J(r') d^2 S'
\]

where \( k = \omega \sqrt{\mu \varepsilon} \), \( Z = \sqrt{\mu / \varepsilon} \), \( \Sigma \) is the outer surface of the scatterer and \( \tilde{G} \) is the dyadic Green’s function for the Helmholtz equation inside a cylinder (electric type of the first kind) stated in Appendix C. An integral equation for \( J \) can be derived by invoking the boundary condition satisfied on \( \Sigma \), namely

\[
(E^s + E^i) \cdot t = 0 \tag{4.7}
\]

where \( t \) is the tangential vector on \( \Sigma \), demanding that the tangential electric field vanish on the surface of the periodic scatterer.

A numerical solution for \( J \) can be obtained by casting (4.7) into a discrete system of equations. To do so, we first approximate the surface current \( J \) by the expansion
\[ J(r') = \sum_q I_q f_q(r') \] (4.8)

where \( f_q(r') \) are the chosen basis functions and \( I_q \) are coefficients to be determined.

A standard set of linear basis functions are those given by Rao et.al. [35] defined as

\[
f_q(r) = \begin{cases} 
+\frac{l_q}{2A_q^+} \rho_q^+ & \text{if } r \in T_q^+ \\
-\frac{l_q}{2A_q^-} \rho_q^- & \text{if } r \in T_q^- \\
0 & \text{otherwise}
\end{cases}
\] (4.9)

where \( A_q^\pm \) denote the area of the two triangles forming the dihedral patch, as illustrated in Fig. 3.1. The basis functions represent the current flowing through the \( q^{th} \) edge from one triangle to the other, where \( \rho_q^\pm \) is measured from the vertices opposite to the \( q^{th} \) edge. A useful property of the basis functions is

\[ f_q(\bar{R}^m \cdot r) = \bar{R}^m \cdot f_q(r) \] (4.10)

and this is a consequence of linearity. By introducing (4.8) into (4.7) upon Galerkin's testing we obtain the linear system

\[ [A] \{I\} = \{V\} \] (4.11)

where

\[ V_p = \int_\Sigma E^i(r) \cdot f_p(r) d^2S \] (4.12)

are the elements of the excitation vector \( \{V\} \) and \( \{I\} \) is the column of unknown current coefficients \( I_q \). As usual, \( [A] \) is the impedance matrix whose entries are given by

\[ A_{pq} = jkZ \int_\Sigma \int_\Sigma f_p(r) \cdot \bar{G}(r, r') \cdot f_q(r') d^2S d^2S' \] (4.13)
Note that (4.11) involves the currents over the whole scatterer, covering the entire angular domain $0 \leq \phi < 2\pi$. Thus, for large diameter terminations, the size of the impedance matrix quickly becomes unmanageable. In the next section it will be shown that the scattering from the slices can be isolated from each other, yielding an equivalent system much smaller than (4.11).

4.3 Decoupling of the Linear System of Equations

To exploit the periodicity of the geometry, we proceed to establish a relationship between the currents among the identical slices. Assuming that each periodic slice is identically discretized into $Q$ patches, the current expansion (4.8) can be rewritten as

$$J(r') = \sum_{m_s=0}^{N_s-1} \sum_{q=1}^{Q} I_q^{(m_s)} f_q (\vec{R}^{m_s} \cdot r'_0), \quad r'_0 \in V_0$$

(4.14)

This is an expression of the total current in terms of local currents on the individual slices with index $m_s$. To facilitate further manipulation we define the current column vector $\{J\}^{(m_s)}$ of the $m_s^{th}$ slice by

$$\{J\}^{(m_s)} \equiv [I_1^{(m_s)}, I_2^{(m_s)}, \ldots, I_Q^{(m_s)}]^T$$

(4.15)

Using these notations, (4.4), (4.5) and (4.10) can be used to more explicitly rewrite the system (4.11) as
\[
[A]^{(0)} \{J\}^{(0)} + [A]^{(01)} \{J\}^{(1)} + \ldots + [A]^{(0, N_s-1)} \{J\}^{(N_s-1)} = \{b\}^{(0)}
\]
\[
[A]^{(10)} \{J\}^{(0)} + [A]^{(11)} \{J\}^{(1)} + \ldots + [A]^{(1, N_s-1)} \{J\}^{(N_s-1)} = \{b\}^{(1)}
\]
\[\ldots\]
\[
[A]^{(N_s-1,0)} \{J\}^{(0)} + \ldots + [A]^{(N_s-1, N_s-1)} \{J\}^{(N_s-1)} = \{b\}^{(N_s-1)}
\]  \hspace{1cm} (4.16)

where

\[
A_{pq}^{(m_s n_s)} \equiv jkZ \iiint_{\Sigma_0} f_p(r) \cdot \ddot{R}^{-n_s} \cdot G(\ddot{R}^{n_s} \cdot r, \ddot{R}^{m_s} \cdot r') \cdot \ddot{R}^{m_s} \cdot f_q(r') d^2S d^2S' \] \hspace{1cm} (4.17)

are the entries of the submatrices \([A]^{(n_s m_s)}\) representing the interactions between the \(m_s^{th}\) and the \(n_s^{th}\) slice currents. Also, \(\{b\}^{(n_s)}\) is the excitation column vector of the \(n_s^{th}\) slice, defined by

\[
\{b\}^{(n_s)} \equiv [V_1^{(n_s)}, V_2^{(n_s)}, \ldots, V_Q^{(n_s)}]^T \] \hspace{1cm} (4.18)

where

\[
V_p^{(n_s)} = \int_{\Sigma_0} E_p^i (\ddot{R}^{-n_s} \cdot r) \cdot \ddot{R}^{n_s} \cdot f_p(r) d^2S \] \hspace{1cm} (4.19)

In the latter equation, \(\Sigma_0\) is the outer surface of the slice within the volume \(V_0\). Clearly, the index \(m_s\) indicates the slice where the source point is located, whereas \(n_s\) is the index representing the slice containing the observation point. Both indices run from 0 to \(N_s - 1\).

To take advantage of the blade periodicity we proceed to establish a relationship among submatrices \([A]^{(n_s m_s)}\). The principal part of the entries of \([A]^{(n_s m_s)}\) (see Appendix C) can be written as
\[ A_{pq}^{(n_s,n_s)} = jkZ \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} e^{-jn(m_s-n_s)\phi_s} \times \]
\[ \cdot \left\{ C_{nm}^{TE} \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot M_{nm}(r; \pm \beta_{nm}^{TE}) M_{-nm}(r'; \mp \beta_{nm}^{TE}) \cdot f_q(r') d^2S d^2S' + \right. \]
\[ C_{nm}^{TM} \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot N_{nm}(r; \pm \beta_{nm}^{TM}) N_{-nm}(r'; \mp \beta_{nm}^{TM}) \cdot f_q(r') d^2S d^2S' \right\} \]  

(4.20)

from which we readily deduce that \( A_{pq}^{(n_s,n_s)} \) depends only on the difference \( m_s - n_s \), and not on the individual values of \( m_s \) and \( n_s \). This is expected, since physical intuition dictates that any interaction between two given slices should depend on their relative, and not absolute location. Hence, we introduce the superscript \( \kappa_s = m_s - n_s \) to rewrite the system (4.16) as

\[ [A]^{(0)} (J)^{(0)} + [A]^{(1)} (J)^{(1)} + ... + [A]^{(N_s-1)} (J)^{(N_s-1)} = (b)^{(0)} \]

\[ [A]^{(-1)} (J)^{(0)} + [A]^{(0)} (J)^{(1)} + ... + [A]^{(N_s-2)} (J)^{(N_s-1)} = (b)^{(1)} \]

... \[ [A]^{(-N_s+1)} (J)^{(0)} + ... + [A]^{(0)} (J)^{(N_s-1)} = (b)^{(N_s-1)} \]  

(4.21)

The lone superscript of the impedance submatrices now indicates the relative location of the interacting slices. Since the waveguide fields are identical modulo \( 2\pi \), it follows that

\[ [A]^{(-\kappa_s)} = [A]^{(N_s-\kappa_s)} \]  

(4.22)

This "modulo \( N_s \)" property will prove extremely important because of its essential role in decoupling the subsystems comprising the overall system (4.21).

To proceed further, we assume that the incident field is a single cylindrical waveguide mode of order \( n_i \), as described in Appendix C. To permit decoupling of the
subsystems comprising (4.21), it is important that the angular dependence be in the
form of an exponential, and not trigonometric, i.e. the fields must be proportional to
\[ \exp \{ j n_i \phi \} \]. The excitation column vectors on the \( \kappa \)th and \((\kappa + 1)\)th slices are hence
related via

\[ \{ b \}^{(\kappa + 1)} = e^{j n_i \phi_s} \{ b \}^{(\kappa)} \Rightarrow \{ b \}^{(\kappa)} = e^{j \kappa n_i \phi_s} \{ b \}^{(0)} \quad \kappa = 0, \ldots, N_s - 1 \]

(4.23)

We will refer to the block rows of (4.21) by the superscript of the right hand side,
i.e. we will use the terms "0th block row", "1st block row", \ldots, "\((N_s - 1)\)th block row".
Multiplying now the \( \kappa \)th block row of (4.21) by \( e^{-j \kappa n_i \phi_s} \), for all \( \kappa = 1, \ldots, N_s - 1 \), and
subtracting the 0th block row from all others yields the equivalent system

\[ [A]^{(0)} \{ J \}^{(0)} + [A]^{(1)} \{ J \}^{(1)} + \ldots + [A]^{(N_s - 1)} \{ J \}^{(N_s - 1)} = \{ b \}^{(0)} \]

\[ [A]^{(0)} \left( \{ J \}^{(1)} e^{-j n_i \phi_s} - \{ J \}^{(0)} \right) + \]
\[ + [A]^{(1)} \left( \{ J \}^{(2)} e^{-j n_i \phi_s} - \{ J \}^{(1)} \right) + \ldots + \]
\[ + [A]^{(N_s - 1)} \left( \{ J \}^{(N_s - 1)} e^{-j n_i \phi_s} - \{ J \}^{(N_s - 1)} \right) = \{ 0 \} \]
\[ \ldots \]
\[ [A]^{(0)} \left( \{ J \}^{(N_s - 1)} e^{-j (N_s - 1) n_i \phi_s} - \{ J \}^{(0)} \right) + \]
\[ + [A]^{(1)} \left( \{ J \}^{(0)} e^{-j (N_s - 1) n_i \phi_s} - \{ J \}^{(1)} \right) + \ldots + \]
\[ + [A]^{(N_s - 1)} \left( \{ J \}^{(N_s - 2)} e^{-j (N_s - 1) n_i \phi_s} - \{ J \}^{(N_s - 1)} \right) = \{ 0 \} \]

(4.24)

where we have made use of (4.22). Apart from the top one, we can satisfy all block
rows of (4.24) by setting
\[
\{ \mathbf{J} \}^{(1)} = e^{j n_i \phi_s} \{ \mathbf{J} \}^{(0)} \\
\{ \mathbf{J} \}^{(2)} = e^{j 2n_i \phi_s} \{ \mathbf{J} \}^{(0)} \\
\ldots \\
\{ \mathbf{J} \}^{(N_s-1)} = e^{j (N_s-1)n_i \phi_s} \{ \mathbf{J} \}^{(0)}
\]

and thus the top block row of (4.24) can be written as

\[
[\mathbf{A}]^{(0)} + [\mathbf{A}]^{(1)} e^{j n_i \phi_s} + \ldots + [\mathbf{A}]^{(N_s-1)} e^{j (N_s-1)n_i \phi_s} \{ \mathbf{J} \}^{(0)} = \{ \mathbf{b} \}^{(0)}
\]  

(4.26)

Since (4.21) and (4.24) have the same solution, on the basis of uniqueness (4.25) is the only possible choice.

A more compact expression for (4.26) can be obtained by using the properties of the Dyadic Green’s function. First we define the left hand side of (4.26) as a single matrix \([\mathbf{K}]\)

\[
[\mathbf{K}] \equiv \left[ [\mathbf{A}]^{(0)} + [\mathbf{A}]^{(1)} e^{j n_i \phi_s} + \ldots + [\mathbf{A}]^{(N_s-1)} e^{j (N_s-1)n_i \phi_s} \right]
\]  

(4.27)

Next, by using (4.20) and the geometric sum

\[
\Delta_{N_s} (n, n_i) \equiv \sum_{\kappa_s=0}^{N_s-1} e^{j (n_i-n) \kappa_s \phi_s} = \begin{cases} 
N_s & \text{if } n = n_i + \nu N_s \ , \ \nu \in \mathbb{Z} \\
0 & \text{else}
\end{cases}
\]  

(4.28)

it follows that the principal part of the matrix entries \(K_{pq}\) reduces to
\[ \tilde{K}_{pq} = jkZ \sum_{m=1}^{\infty} \sum_{n=\infty}^{\infty} \Delta_{N_+}(n, n_i) \cdot \]

\[ \cdot \left\{ C_{nm}^{TE} \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot M_{nm}(r; \pm \beta_{nm}^{TE})M_{-nm}(r'; \mp \beta_{nm}^{TE}) \cdot f_q(r')d^2S d^2S' + 

C_{nm}^{TM} \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot N_{nm}(r; \pm \beta_{nm}^{TM})N_{-nm}(r'; \mp \beta_{nm}^{TM}) \cdot f_q(r')d^2Sd^2S' \right\} \] (4.29)

The implication of this result is that for a given order of the incident mode, only a limited set of scattered modes is excited. Namely, only the scattered modes with orders \( n \) that satisfy \( n = n_i + \nu N_+ \), \( \nu \in \mathbb{Z} \) are reflected back, and this is in agreement with the result given by the FEM analysis of a similar problem [12]. For a body of revolution (BOR), \( N_+ \to \infty \) and in this case (4.28) implies that \( n = n_i \) only, which is consistent with classical BOR theory [36].

The most important consequence of this analysis is that, for a given incident mode, it suffices to solve the integral equation over only one slice, using a modified version of the dyadic Green’s function. Indeed, if we define this modified Green’s function by the periodicity dyadic

\[ \tilde{\Gamma}_{n_i}(r, r') \equiv -\frac{1}{k^2} \delta(r - r') \tilde{z} \tilde{z}' + \]

\[ + \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \Delta_{N_+}(n, n_i) C_{nm}^{TE} M_{nm}(r; \pm \beta_{nm}^{TE})M_{-nm}(r'; \mp \beta_{nm}^{TE}) \]

\[ + \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \Delta_{N_+}(n, n_i) C_{nm}^{TM} N_{nm}(r; \pm \beta_{nm}^{TM})N_{-nm}(r'; \mp \beta_{nm}^{TM}) \] (4.30)

the entries of \([K]\) are given in compact form as

\[ K_{pq} = jkZ \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot \tilde{\Gamma}_{n_i}(r, r') \cdot f_q(r')d^2Sd^2S' \] (4.31)

The currents on the reference slice \( \Sigma_0 \) are simply the solutions to the system
\[ [K] \{J\}^{(0)} = \{b\}^{(0)} \quad (4.32) \]

and those on the other slices are obtained from (4.25).

The importance of (4.32) cannot be exaggerated. Since the problem essentially reduces to modeling only one slice of the scatterer, the number of equations or unknowns is reduced by a factor of \( N_s \). For a typical \( N_s = 40 \), this implies a CPU time and memory reduction each by a factor of 1600. For large scatterers with large periodicity numbers \( N_s \), such as jet engines, the problem can thus be scaled to a tractable size. Moreover, the limited coupling among the scattered modes results in sparse modal scattering matrices which are much easier to store and handle. Also, calculations involving the Green’s function in (4.30) can be performed more efficiently, since a number of terms corresponding to significant modes of low order are now absent.

Finally, it is important to observe that the above formulation does not demand any restriction on the shape of the periodic slice. Therefore the shape of the exterior surface of the slices is irrelevant to the integral equation method and the technique is applicable to arbitrary DBOR’s such as realistic jet engines.

### 4.4 Extension to Dielectric Scatterers

It is straightforward to extend the above analysis to a DBOR which consists of non-metallic sections. To construct the integral equation we begin by introducing the scattered field expression

\[ \mathbf{E}^s(\mathbf{r}) = -j \omega \mu \int_{V} \mathbf{\tilde{G}}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_v(\mathbf{r}') d^3 r' \quad (4.33) \]
where \( \mathbf{J}_v \) now represents the equivalent volume current density replacing the dielectric region with permittivity \( \varepsilon_d(\mathbf{r}) \), given by

\[
\mathbf{J}_v(\mathbf{r'}) = j\omega [\varepsilon_d(\mathbf{r'}) - \varepsilon] \mathbf{E}(\mathbf{r'})
\]  

(4.34)

The current density is again expanded into volume basis functions \( \psi_q \) via

\[
\mathbf{J}_v(\mathbf{r'}) = \sum_q I_q \psi_q(\mathbf{r'})
\]  

(4.35)

A choice for \( \psi_q \) is [37]

\[
\psi_q(\mathbf{r}) = \sum_{\kappa=1}^{3} P_{q\kappa}(\mathbf{r})\hat{u}_\kappa
\]  

(4.36)

where \( \hat{u}_\kappa, \kappa = 1, 2, 3 \) denotes unit vectors spanning \( \mathbb{R}^3 \) and

\[
P_{q\kappa}(\mathbf{r}) = \begin{cases} 1 & \text{if } \mathbf{r} \in \Delta V_q \\ 0 & \text{otherwise} \end{cases}
\]  

(4.37)

Using the volume equivalence principle it can be shown that the integral equation for the current can be written as [37]

\[
\mathbf{E}'(\mathbf{r}) = j\omega\mu \int_{V} \mathcal{G}^d(\mathbf{r}, \mathbf{r'}) \cdot \mathbf{J}_v(\mathbf{r'})d^3v'
\]  

(4.38)

where

\[
\mathcal{G}^d(\mathbf{r}, \mathbf{r'}) = -\frac{\delta(\mathbf{r} - \mathbf{r'})\hat{r}\hat{r'}}{\omega^2\mu\varepsilon_d(\mathbf{r'})} - \frac{\delta(\mathbf{r} - \mathbf{r'})\hat{I}}{\omega^2\mu [\varepsilon_d(\mathbf{r'}) - \varepsilon]} + \\
+ \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} C_{nm}^{TE} M_{nm}(\mathbf{r}; \pm \beta_{nm}^{TE}) M_{nm}(\mathbf{r'}; \mp \beta_{nm}^{TE}) \\
+ \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} C_{nm}^{TM} N_{nm}(\mathbf{r}; \pm \beta_{nm}^{TM}) N_{nm}(\mathbf{r'}; \mp \beta_{nm}^{TM})
\]  

(4.39)
in which $\mathbf{I}$ is the unit dyadic and $M_{nm}(\mathbf{r}), N_{nm}(\mathbf{r})$ are defined in Appendix C.

On the basis of a DBOR scatterer,

$$\epsilon_d(\mathbf{R}^{m_s} \cdot \mathbf{r}) = \epsilon_d(\mathbf{r}) \quad \forall m_s \in \mathbb{Z}$$

(4.40)

and by invoking a similar procedure as in the case of metallic scatterers, we can express the entries of the impedance submatrix $[A]^{(n_s,m_s)}$ as

$$A^{(n_s,m_s)}_{pq} = -\frac{j}{\omega} \delta_{m_s,n_s} \int_{V_0} \frac{1}{\epsilon_d(\mathbf{r})} \left[ \psi_p(\mathbf{r}) \cdot \hat{z} \right] \left[ \psi_q(\mathbf{r}) \cdot \hat{z} \right] d^3v - \frac{j}{\omega} \delta_{m_s,n_s} \int_{V_0} \psi_p(\mathbf{r}) \cdot \psi_q(\mathbf{r}) d^3v + j \omega \mu \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} e^{-jn(m_s-n_s)\phi_s} \cdot \left\{ C_{nm}^{TE} \int_{V_0} \int_{V_0} \psi_p(\mathbf{r}) \cdot M_{nm}(\mathbf{r}; \pm \beta_{nm}^{TE}) M_{nm}(\mathbf{r}'; \mp \beta_{nm}^{TE}) \psi_q(\mathbf{r}') d^3v d^3v' + C_{nm}^{TM} \int_{V_0} \int_{V_0} \psi_p(\mathbf{r}) \cdot N_{nm}(\mathbf{r}; \pm \beta_{nm}^{TM}) N_{nm}(\mathbf{r}'; \mp \beta_{nm}^{TM}) \psi_q(\mathbf{r}') d^3v d^3v' \right\}$$

(4.41)

where $\delta_{mn}$ is the Kronecker delta. Also, the entries of the excitation column vector are given by (cf. (4.19))

$$V_p^{(n_s)} = \int_{V_0} E' \left( \mathbf{R}^{n_s} \cdot \mathbf{r} \right) \cdot \mathbf{R}^{n_s} \cdot \psi_p(\mathbf{r}) d^3v$$

(4.42)

Apart from slight modification, the expressions for the impedance matrix and the excitation vector are nearly identical to those for the perfectly conducting DBOR. For reference, the periodicity dyadic in (4.30) for the dielectric DBOR is
\[ \Gamma_{n_s}^{dj}(r, r') \equiv \frac{\delta(r - r') \hat{z} \hat{z}'}{\omega^2 \mu \epsilon_d(r')} - \frac{\delta(r - r') \hat{I}}{\omega^2 \mu \epsilon_d(r') - \epsilon} + \]

\[ + \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \Delta_{N_s} (n, n_i) C_{nm}^{TE} M_{nm}(r; \pm \beta_{nm}^{TE}) M_{nm}(r'; \mp \beta_{nm}^{TE}) \]

\[ + \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \Delta_{N_s} (n, n_i) C_{nm}^{TM} N_{nm}(r; \pm \beta_{nm}^{TM}) N_{nm}(r'; \mp \beta_{nm}^{TM}) \]  

(4.43)
CHAPTER V

APPLICATION OF AIM TO THE JET ENGINE PROBLEM

5.1 Introduction

In Chapter III we described the Adaptive Integral Method (AIM) and its application to scattering from arbitrary, perfectly conducting objects in free space. It was shown that the technique is particularly suited for electrically large structures since its memory and CPU time requirements are much lower than the Moment Method (MoM) as the problem size increases. Also, it was shown that the storage requirements and complexity are reduced further for relatively flat surfaces, since the FFT in such cases is virtually two-dimensional.

In Chapter IV we also showed how the cylindrical periodicity of the jet engine can be exploited to reduce the computational domain of an integral equation method, such as AIM, down to a single periodic sector of the structure. We developed a “slicing scheme” which dramatically reduced memory requirements and the computational complexity of any integral equation method.

The main objective of our analysis is to combine the concepts in Chapters III and IV in applying AIM to the jet engine inlet structure. We have already demonstrated that the most appropriate way to analyze this problem is to decompose the engine
into two computational domains: the hollow duct, where a modal or high frequency method is applicable, and the termination structure. For the latter, a numerical technique is necessary due to its complex geometrical features. The fields in the two computational domains are matched at the interface through a modal scattering matrix.

In this chapter we apply AIM to the field computation inside the termination of a jet engine inlet. Since the target lies in the interior of a cylindrical waveguide, and not in free space, several AIM concepts must be modified accordingly. The cylindrical periodicity of the geometry (see Chapter IV) will also be exploited. Finally, several numerical results will be presented, to demonstrate the validity of our method.

5.2 The Cylindrical Waveguide Green's Function

In Chapter IV we used the properties of the cylindrical waveguide modes and the pertinent dyadic Green's function to show that an integral equation modeling of the cylindrically periodic termination reduces to the analysis of only one periodic "slice". Although the analysis is theoretically sound, the dyadic Green's function for this geometry is difficult to treat computationally.

The most serious difficulty of the dyadic Green's function [34] is that the double modal series (see Appendix C) converges very slowly if the source and observation points lie close to each other, and it actually diverges if they coincide. A similar situation occurs for the free space Green's function, which has a pole at $r = r'$. In the case of free space it is easy to show that the singularity is integrable. A standard technique which circumvents numerical problems is the extraction of the singularity from the original kernel, and its separate analytical integration. In the case of the waveguide Green's function, though, it is not clear as to how the singularity can be
extracted. For the cylindrical waveguide the analysis is especially cumbersome due to the presence of Bessel functions, their derivatives, their zeroes and the zeroes of their derivatives, the latter two not being given analytically. This particular difficulty can be avoided by transforming the summation over the zeroes to an infinite integral [38]. It can then be shown that the integral diverges again if \( r = r' \). A temporary remedy to this situation is to subtract the asymptotic expression of the integrand, and then add it back after integrating it analytically. The integration can be carried out by using the Poisson’s formula and other relevant lemmas. Unfortunately it turns out that, even so, the second series (over the orders of the Bessel functions) diverges.

A second drawback of the standard expression of the dyadic Green’s function, is the odd behavior of the delta function term along the \( z \bar{z} \) direction (see Appendix C) for surface problems. If the scatterer is perfectly conducting, the Green’s function is integrated over the surface, and not the volume of the target. However, the delta function is three-dimensional, meaning that its one-dimensional component along the normal to the surface is not integrated, and hence the result of the surface integration is equal to infinity on the scatterer. Apparently, this infinity can be cancelled by the modal double sum which also diverges in this case. However, the mathematical details of this cancellation are not known.

Since use of the dyadic Green’s function for the cylindrical waveguide leads to serious difficulties, the most efficient way to perform numerical calculations in the termination region is to instead use the free space Green’s function, subject to several modifications of the initial geometry. Indeed, although the excitation is still a cylindrical waveguide mode, the free space Green’s function does not account for the boundary conditions on the waveguide walls. Thus auxiliary electric currents are also placed on the walls, computed by enforcing the vanishing tangential field boundary
condition on these walls. This is essentially equivalent to considering the wall as part of the scatterer. Of course, meshing the whole wall surface is not efficient, since this results in an unnecessary increase of the number of unknowns. Domain decomposition is a much more attractive approach (see Fig. 5.1). The termination and a small portion of the walls beyond the hand-off plane is discretized for analysis via the integral equation method. The incident plane wave is coupled to waveguide modes in the hollow duct, as in Chapter II. The modal field at the hand-off plane (see Fig. 5.1) is the actual excitation of the termination analysis. After numerical solution the scattered field is calculated at the hand-off plane and the modal coefficients are extracted by projecting the fields at the hand-off plane onto the waveguide modes [11]. The rest of the procedure is identical to the one described in Chapter II. Although use of the free space Green's function inside the cylinder is not expected to yield exact results, it has been shown [39] that the numerical errors are not significant, especially for large inlet diameters.

Use of the free space Green's function implies that the results of Chapter IV have to be modified accordingly. Specifically, although (4.26) is still valid, the sum cannot be given in closed form, meaning that submatrices $[\mathbf{A}]^{(k)}$ must be calculated explicitly. This procedure is evidently time consuming, but is still $N_s$ faster than the regular MoM (without invoking the slicing scheme), whereas memory is still reduced by a factor of $N_s^2$. The results of Chapter IV concerning the coupling patterns of the modes are still taken into account, retaining the sparsity of the modal scattering matrix.
Figure 5.1: Decomposition of the computational domain.
5.3 Application of the Slicing Scheme to AIM

Although the application of the slicing scheme greatly enhances the efficiency of MoM, the benefits for AIM are not that impressive without substantial modifications of the method for its application to this structure. The main reason is that the Toeplitz property of $[G]$ in (3.26) can only be retained by extending the rectangular grid over the whole scatterer, and not over a single slice. This can be seen by examining (4.26). Suppose we need to calculate the second term, i.e. the interaction between slices 0 and 1. Let slice 0 be embedded into the local rectangular grid, as shown in Fig. 5.2. Also, let the mapping from the original basis functions on slice 0 to the uniform grid be performed via matrices $[A_0^x], [A_0^y], [A_0^z], [A_0^d]$ as explained in Chapter III. To construct a local grid for slice 1 we cannot simply rotate the respective grid of slice 0 without destroying the Toeplitz property of $[G]$. The only possible solution is to extend the local grid of slice 0 so that it also encapsulates slice 1. By doing so, the mapping matrices $[A_1^x], [A_1^y], [A_1^z], [A_1^d]$ for slice 1 are, in general, different from those of slice 0. Therefore, the interaction between slices 0 and 1, i.e. the second term in (4.26), according to (3.26) is equal to

$$e^{in\phi} \sum_{i=1}^{4} [L_1^{(i)}][G_{01}][L_0^{(i)}]^T$$

(5.1)

where $[G_{01}]$ is the Green’s function matrix defined on the grid covering both slices 0 and 1. Similarly, the interaction between slices 0 and 2, i.e. the third term in (4.26) is equal to

$$e^{2n\phi} \sum_{i=1}^{4} [L_2^{(i)}][G_{02}][L_0^{(i)}]^T$$

(5.2)
e.t.c. To efficiently compute the sum in (4.26), it is necessary that the domains of all matrices \([G_{ni}]\) be extended over a grid which encapsulates all slices. Of course, the domains of the mapping matrices \([L]\) must also be extended with the additional entries set to zero. If \([G]\) is the extended matrix, the sum in (4.26) is readily given by

\[
\sum_{i=1}^{4} [L^{(i)}_s][G][L^{(i)}_0]^T
\]

where

\[
[L^{(i)}_s] \equiv \left[ [L^{(i)}_0] + [L^{(i)}_1]e^{in_i\phi_s} + \ldots + [L^{(i)}_{N_s-1}]e^{i(N_s-1)n_i\phi_s} \right]
\]

(5.3)

Although the formulation is compact, the result is not favorable from a computational point of view. The reduction in memory by employing the slicing scheme is still important, since there is no need to separately store the mapping matrices for any but two slices (slice 0 and a collective "slice" corresponding to (5.4)). However, since the extended matrices are defined on the global grid, which encapsulates the entire geometry, the FFT dimensions are quite large and result in serious deceleration of the algorithm.

To avoid using a global grid and large dimensions for the FFT, the only possible solution is to construct a grid that still retains the Toeplitz property for the Green's function matrix \([G]\). Such a grid is not rectangular, but cylindrical, as depicted in Fig. 5.3.

The numbering of a grid point at location \(r_p\) can be characterized by three integers, namely \(p_1, p_2, p_3\). If \(h_\rho, h_\phi, h_z\) are the grid steps along the three directions \(\rho, \phi, z\), the cylindrical coordinates of the grid point at \(r_p\) are \((p_1h_\rho, p_2h_\phi, p_3h_z)\). Similarly, the cylindrical coordinates of the grid point at \(r_q\) are \((q_1h_\rho, q_2h_\phi, q_3h_z)\). It follows
Figure 5.2: Local rectangular grid for the basic slice.

Figure 5.3: Cylindrical grid (front view).
that the distance $|r_p - r_q|$ between the points is

$$|r_p - r_q| = \sqrt{p_1^2 h_1^2 + q_1^2 h_1^2 - 2 p_1 q_1 h_1^2 \cos [(p_2 - q_2) h_2]} + (p_3 - q_3)^2 h_2^2$$

(5.5)

and the entries of the Green's function matrix $[G]$ are equal to

$$G_{pq} = \frac{\exp \{ -jk|r_p - r_q| \}}{4\pi|r_p - r_q|}$$

(5.6)

As in Appendix B, a $3 \times 3$ tensor can be defined by

$$\tilde{G}^{p_1, q_1, r_1, p_2, q_2, r_2, p_3, q_3 = G_{pq}}$$

(5.7)

associated with the aforementioned $[G]$ matrix. From this definition it is evident that the elements of the tensor are actually functions of the differences $p_2 - q_2, p_3 - q_3$, but not of $p_1 - q_1$, as opposed to the rectangular grid case. It follows that tensor products of the form

$$\tilde{G}^{p_1, p_2, p_3, q_1, q_2, q_3} \tilde{G}^{q_1, q_2, q_3}$$

(5.8)

can be written as

$$\sum_{q_1} \sum_{q_2} \sum_{q_3} \tilde{G}^{p_1, q_1, p_2 - q_2, p_3 - q_3} \tilde{G}^{q_1, q_2, q_3}$$

(5.9)

This is a two-dimensional discrete convolution followed by a regular matrix-vector product, rather than a three-dimensional convolution as was the case with rectangular grids.

Since the Green's tensor is not Toeplitz along the $\rho$ direction, the FFT can only be used along the $\phi$ and $z$ directions, meaning that matrix-vector product calculations
are slower than in the case of the rectangular grid. This drawback of the cylindrical grid is balanced by the smaller size of the FFT dimensions, since the computational domain is reduced down to a single slice.

To illustrate the mathematical details associated with the cylindrical grid, we focus again on equation (4.26). The auxiliary AIM basis functions defined in slice 0 are (cf. (3.15), (3.19))

\[
\psi_m^{(0)}(r) = \sum_{q=1}^{M^2} \delta(x - x_m^{(0)}) \delta(y - y_m^{(0)}) \delta(z - z_m^{(0)}) \cdot \left[ \Lambda_{mq}^x \hat{x}^{(0)} + \Lambda_{mq}^y \hat{y}^{(0)} + \Lambda_{mq}^z \hat{z}^{(0)} \right] 
\]

\[
\psi_m^{d(0)}(r) = \sum_{q=1}^{M^3} \delta(x - x_m^{(0)}) \delta(y - y_m^{(0)}) \delta(z - z_m^{(0)}) \Lambda_{mq}^d
\]

As before, superscript (0) refers to the local cartesian coordinates associated with slice 0 (see Fig. 5.4). According to Appendix B the AIM approximation to the first term in (4.26) is

\[
[A]^{(0)} = j\omega \mu \left\{ [\Lambda^x][G]^{(0)}[\Lambda^x]^T + [\Lambda^y][G]^{(0)}[\Lambda^y]^T + [\Lambda^z][G]^{(0)}[\Lambda^z]^T \right\} + \\
+ \frac{1}{j\omega \epsilon} [\Lambda^d][G]^{(0)}[\Lambda^d]^T
\]

where

\[
G_{pq}^{(0)} = \frac{\exp \left\{ -jkr_{pq}^{(0)} \right\}}{4\pi r_{pq}^{(0)}}
\]

and

\[
r_{pq}^{(0)} = \sqrt{p_1^2 h_p^2 + q_1^2 h_p^2 - 2p_1 q_1 h_p^2 \cos \left( p_2 - q_2 \right) h_\phi} + (p_3 - q_3)^2 h_z^2
\]
(see above discussion on the definitions of the various parameters). It is pointed out
that \( p, q \) span the local cylindrical grid over slice 0 only. Similarly, the AIM auxiliary
basis functions located in the \( \kappa_s \) slice are

\[
\psi_m^{(\kappa_s)}(r) = \sum_{q=1}^{M^3} \delta(x - x_{mq}^{(\kappa_s)})\delta(y - y_{mq}^{(\kappa_s)})\delta(z - z_{mq}^{(\kappa_s)})
\]
\[
\cdot \left[ \Lambda_{mq}^{x} \hat{x}^{(\kappa_s)} + \Lambda_{mq}^{y} \hat{y}^{(\kappa_s)} + \Lambda_{mq}^{z} \hat{z}^{(\kappa_s)} \right]
\]
\[
\psi_m^{d(\kappa_s)}(r) = \sum_{q=1}^{M^3} \delta(x - x_{mq}^{(\kappa_s)})\delta(y - y_{mq}^{(\kappa_s)})\delta(z - z_{mq}^{(\kappa_s)})\Lambda_{mq}^{d}
\]  
(5.15)

The \( \Lambda \) coefficients are the same as in slice 0, since the moments of the rotated basis
function calculated in the rotated cartesian coordinate system are invariant. Using
the transformation formulae

\[
\hat{x}^{(\kappa_s)} = \cos(\kappa_s \phi_s) \hat{x}^{(0)} + \sin(\kappa_s \phi_s) \hat{y}^{(0)}
\]  
(5.17)

\[
\hat{y}^{(\kappa_s)} = -\sin(\kappa_s \phi_s) \hat{x}^{(0)} + \cos(\kappa_s \phi_s) \hat{y}^{(0)}
\]  
(5.18)

\[
\hat{z}^{(\kappa_s)} = \hat{z}^{(0)}
\]  
(5.19)

for the \( \kappa_s \) term in (4.26) we obtain

\[
[A]^{(\kappa_s)} = j\omega \mu \left\{ [A^x][G]^{(\kappa_s)}[A^x]^T \cos(\kappa_s \phi_s) - [A^x][G]^{(\kappa_s)}[A^y]^T \sin(\kappa_s \phi_s) \right. \\
+ [A^y][G]^{(\kappa_s)}[A^x]^T \sin(\kappa_s \phi_s) + [A^y][G]^{(\kappa_s)}[A^y]^T \cos(\kappa_s \phi_s) + \\
\left. [A^z][G]^{(\kappa_s)}[A^z]^T \right\} + \frac{1}{j\omega \epsilon} [A^d][G]^{(\kappa_s)}[A^d]^T
\]

(5.20)

where

\[
G_{pq}^{(\kappa_s)} = \frac{\exp\left\{-jk_{pq}^{(\kappa_s)}\right\}}{4\pi r_{pq}^{(\kappa_s)}}
\]  
(5.21)
and

\[ r_{pq}^{(\kappa_s)} = \sqrt{p_1^2 h_1^2 + q_1^2 h_1^2 - 2p_1 q_1 h_1^2 \cos [(p_2 - q_2) h_2 - \kappa_s \phi_s]} + (p_3 - q_3)^2 h_3^2 \]  

(5.22)

Again, it is crucial to point out that \( p, q \) span the grid of slice 0 *only*, although the \( \kappa_s \) slice is being considered. The effect of the rotation is taken into account by the term \(-\kappa_s \phi_s\) in the cosine argument of (5.22).

To rewrite (4.27) in compact form, we define the following matrices:

\[
[\Gamma_n^c] \equiv \sum_{\kappa_s=0}^{N_2-1} [G]^{(\kappa_s)} e^{i n_i \kappa_s \phi_s} \cos(\kappa_s \phi_s) 
\]  

(5.23)

\[
[\Gamma_n^s] \equiv \sum_{\kappa_s=0}^{N_2-1} [G]^{(\kappa_s)} e^{i n_i \kappa_s \phi_s} \sin(\kappa_s \phi_s) 
\]  

(5.24)

\[
[\Gamma_n^f] \equiv \sum_{\kappa_s=0}^{N_2-1} [G]^{(\kappa_s)} e^{i n_i \kappa_s \phi_s} 
\]  

(5.25)

By using (5.23)-(5.25) we obtain the AIM approximation to the matrix \([K]\) in (4.27) as

\[
[K]_{AIM} = j \omega \mu \left\{ [\Lambda^x][\Gamma_n^c][\Lambda^x]^T - [\Lambda^y][\Gamma_n^c][\Lambda^y]^T + [\Lambda^x][\Gamma_n^s][\Lambda^x]^T + [\Lambda^y][\Gamma_n^s][\Lambda^y]^T + [\Lambda^x][\Gamma_n^f][\Lambda^x]^T \right\} + \frac{1}{j \omega \epsilon} [\Lambda^d][\Gamma_n^f][\Lambda^d]^T 
\]  

(5.26)

The matrix products in (5.26) are calculated via a two-dimensional FFT, as opposed to the three-dimensional FFT of the free space AIM.

An important issue concerning the nature of the cylindrical grid is its orientation in space. No points of the grid may lie on the cartesian axes \( x \) and \( y \), because in that case, in accordance with the properties of Vandermonde matrices [18], the systems
for obtaining the mapping Λ coefficients through moment equality become singular. Therefore, care must be taken so that the cylindrical grid is slightly misaligned with respect to the cartesian coordinate system (see Fig. 5.3). For the same reason the origin should be excluded from the grid. The efficiency and generality of the grid is not affected by this choice.

Having developed all necessary tools, the method of analysis can be summarized as follows: Given an engine inlet and a plane wave illuminating its open end, we calculate the coefficients of the incoming cylindrical waveguide modes that couple to the plane wave, as described in Chapter II. Using one incident mode at a time as an excitation at the hand-off plane (see Fig. 5.1), the scattering in the termination
region is modeled via AIM. A cylindrical grid is used, in conjunction with the slicing scheme described in Chapter IV. The scattered field is calculated at the hand-off plane, where the coefficients of the outgoing modes are extracted via numerical integration. Finally, the outgoing modes propagate along the hollow duct and radiate in free space through the aperture (see Chapter II) yielding the RCS of the structure.

5.4 Numerical Results

To check the validity of the formulation, a MoM code was initially written for RCS computations of the jet engine inlets. The free space, instead of the cylindrical waveguide Green's function was used for reasons explained earlier in this chapter, and the cylindrical periodicity of the geometry was taken into account, as shown in Chapter IV. The code was initially tested for a cylindrical hub without blades. The dimensions of the geometry were (using the same notation as in Chapter II) \( b = 2\lambda, a = \lambda, l_1 = 3\lambda, l_2 = 0.5\lambda \). Only one quarter of the geometry was modeled (see Fig. 5.5) and the number of unknowns was \( N = 1866 \). A total of 176 modes was used (11 Bessel function orders times 4 modes per order, times 4 for all combinations of TM and TE modes) and the scattered field was calculated at a hand-off plane located at a distance of 0.1\( \lambda \) from the hub top. The rim contribution was not taken into account. The RCS results are plotted and compared with Mode Matching data in Figs. 5.6 and 5.7 showing very good agreement. Any discrepancies are due to the series truncation of the Mode Matching solution or the use of the free space Green's function rather than that of the cylindrical duct.

The formulation was also tested for a similar geometry with four straight blades, placed perpendicular to the inlet axis. Again, only a quarter of the geometry was modeled, by invoking the periodicity of the structure (see Fig. 5.8). The dimensions
of the inlet and the hub were the same as in the previous case, and the number of unknowns was \( N = 1777 \). The blade was 45° wide and was centered around the x-axis. RCS results for this configuration are plotted and compared with Mode Matching data in Figs. 5.9 and 5.10 showing again very good agreement.

Finally, an AIM code for the inlet problem was developed, based on the aforementioned MoM code and the mathematical analysis described in this chapter. To prove the validity of the AIM analysis within the cylindrical inlet, the RCS pattern of a limited set of modes was investigated for a shorted waveguide having \( 2\lambda \) diameter and an overall length equal to \( \lambda \). Only half the cross section was modeled in this case by invoking the slicing scheme combined with AIM. The maximum distance among grid points was 0.05\( \lambda \), the expansion order was \( M = 3 \) and the near field threshold was set equal to \( r_{\text{thr}} = 0.7\lambda \). For testing purposes, only propagating modes of order 0 were used in the waveguide, and the relevant RCS results are plotted in Figs. 5.11 and 5.12. The rim contribution was not taken into account. The comparison with MoM results is excellent, demonstrating the validity of the cylindrical AIM algorithm.

Memory savings of the AIM compared to the MoM are very significant and analogous to the free space case. However, the true merits of the AIM with respect to speed become evident only for a very large number of unknowns, and especially after code parallelization. This is even more important for inlet problems, because the pertinent impedance matrix is usually ill-conditioned, and a large number of iterations is necessary before convergence is achieved. It is therefore absolutely imperative that an optimized, parallel FFT be used. Considering our experience with the free space case, it is speculated that this parallelization/optimization scheme will permit the present formulation to handle jet engine problems with size and geometrical
complexity not amenable to any other known method, numerical or analytical.
Figure 5.5: A quarter of a hub geometry.
Figure 5.6: Backscatter for the hub geometry of Fig. 5.5 ($\phi$ polarization, $\phi = 0$ cut).
Figure 5.7: Backscatter for the hub geometry of Fig. 5.5 (θ polarization, φ = 0 cut).
Figure 5.8: A quarter of a blade geometry.
Figure 5.9: Backscatter for the blade geometry of Fig. 5.8 ($\phi$ polarization, $\phi = 0$ cut).
Figure 5.10: Backscatter for the blade geometry of Fig. 5.8 (θ polarization, φ = 0 cut).
Figure 5.11: Backscatter of zero order propagating modes in a shorted inlet of $2\lambda$ diameter ($\phi$ polarization, $\phi = 0$ cut).
Figure 5.12: Backscatter of zero order propagating modes in a shorted inlet of $2\lambda$ diameter ($\theta$ polarization, $\phi = 0$ cut).
CHAPTER VI

SUMMARY, CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

6.1 Summary and Conclusions

We investigated the problem of electromagnetic scattering from jet engine inlets, and proposed various analytical and numerical methods for an efficient calculation of their Radar Cross-Section (RCS).

In Chapter II the Mode Matching Technique, a semi-analytical method, was applied to characterize a cylindrical waveguide terminated by a number of non-trivial engine-like configurations. The motivation of this study was to generate reference data for validating more general numerical techniques. Three different termination geometries were considered, including a termination consisting of an array of curved grooves. The latter has a close resemblance to the jet engine face whereas the stub and straight groove terminations served to validate the mode-matching implementation for this application. Scattering results were presented for each configuration and a serious effort was devoted toward their validation either by comparing them to other reference solutions (when available) or by examining the satisfaction of the boundary conditions at the interface of the termination. Comparisons with actual measured data were performed, demonstrating excellent agreement.
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Since analytical techniques, such as the Mode Matching method, are applicable only to canonical geometries, we investigated the use of more versatile, numerical methods, capable of modeling arbitrary structures. In Chapter III the Adaptive Integral Method (AIM), an integral equation technique especially developed for large scale problems, was described. The relevant mathematical background was given in a rigorous manner, novel analytical calculations were performed and an efficient computer code was written for the free space case. Based on these simulations it was shown that memory requirements and computational complexity of AIM is much smaller than the Moment Method (MoM), especially for relatively flat surfaces, as in the case with engine blades, whereas accuracy is retained at a desired level. Several numerical results were validated for relatively flat and corrugated plates and were found to be in excellent agreement with MoM. Also, parallelization of the FFT algorithm demonstrated the impressive computational efficiency of the method in multi-processor environments.

To further reduce the complexity of AIM for jet engine modeling, we exploited the inherent symmetry of the blade structure. In Chapter IV it was shown that substantial computational efficiency can be achieved by taking advantage of the blade periodic properties in much the same way done for Bodies of Revolution (BOR's). The jet engine geometry was characterized as a “Discrete Body of Revolution” (DBOR). Specifically, the following simplifications were achieved: (a) the modal scattering matrix was very sparse and its non-zero entries could be predicted a priori, leading to large storage savings; (b) the computational domain was reduced down to a single periodic sector of the scatterer (e.g. a single blade for the jet engine). This was done regardless of the geometry of the periodic sector or slice and as can be realized the computational savings are dramatic. Specifically, the number of unknowns is reduced
by a factor equal to the number of slices $N_s$, with the corresponding computational savings being equal to $N_s^2$. The above CPU time simplifications for a DBOR parallel those already known for regular BOR's and therefore the presented analysis can be considered as a generalization of the latter. Similar simplifications can be carried out for PDE simulations, but the one presented here for the integral equation formulation is more attractive for metallic DBOR structures, since the computational domain is restricted to the scatterer's surface and no cumbersome phase boundary conditions are needed to take advantage of the periodicity. Instead, for integral equations, the only modification is the introduction of the periodic Green's function.

In Chapter V we applied AIM inside the jet engine inlet geometry. We showed that the "slicing scheme" developed in Chapter IV can be efficiently combined with AIM only if fundamental modifications of the pertinent grid are carried out. Specifically, it was shown that the Toeplitz property, the cornerstone of AIM efficiency, can be retained only if a cylindrical, rather than a rectangular grid is utilized. Fast Fourier Transform (FFT) can be used only along two dimensions, as opposed to the free space case where three-dimensional FFT is employed, but the important advantage is that only a single sector ("slice") of the engine needs to be modeled, requiring much smaller FFT dimensions. Several numerical results were presented and compared with reference solutions, showing the validity of the method.

6.2 Suggestions for Future Work

Although the methods presented in this thesis were shown to be quite accurate, further improvements must be carried out before they yield RCS results for realistic engines of diameters up to 50 wavelengths. As far as the Mode Matching method is concerned, very little further improvement seems possible, since non-canonical geome-
tries are not amenable to analytical solutions. On the other hand, AIM is probably the method of choice, provided a speed-up of the algorithm is attained. Parallelization of the code is absolutely essential, since sequential multi-dimensional FFT's are extremely time consuming. Two different options can be considered: parallelization of the FFT only, or domain decomposition of the geometry and parallelization of the entire code. FFT parallelization has already been tested for the free space case, and the results were very satisfactory, but the second option should also be investigated, especially for arbitrary, not necessarily flat surfaces. As soon as parallelization and optimization of the code are complete, it is believed that AIM will be capable of performing RCS calculations for realistically large jet engine inlets.
APPENDIX A

MATHEMATICAL DETAILS OF THE MODE MATCHING TECHNIQUE

A.1 Explicit expressions of the modes in the cavity

The transverse fields corresponding to each mode are given by: (the longitudinal dependence has been suppressed; $e$ stands for the electric and $h$ stands for the magnetic field)

Region 1.

\[
\begin{align*}
e^{TM}_{1, np} & = N^{TM}_{1, np} \frac{\beta^{TM}_{1, np}}{\omega \epsilon} \left[ \gamma^{TM}_{1, np} J'_n \left( \gamma^{TM}_{1, np} \rho \right) \right] \begin{cases} \sin n \phi \\ \cos n \phi \end{cases} u_\rho + \\
& + \frac{n}{\rho} J_n \left( \gamma^{TM}_{1, np} \rho \right) \begin{cases} \cos n \phi \\ - \sin n \phi \end{cases} u_\phi \\
& + \frac{n}{\rho} J'_n \left( \gamma^{TM}_{1, np} \rho \right) \begin{cases} \sin n \phi \\ \cos n \phi \end{cases} u_\rho \\
& - \frac{n}{\rho} J_n \left( \gamma^{TM}_{1, np} \rho \right) \begin{cases} \cos n \phi \\ - \sin n \phi \end{cases} u_\phi \\
& + \frac{n}{\rho} J'_n \left( \gamma^{TE}_{1, np} \rho \right) \begin{cases} \sin n \phi \\ \cos n \phi \end{cases} u_\rho \\
& + \frac{n}{\rho} J_n \left( \gamma^{TE}_{1, np} \rho \right) \begin{cases} \cos n \phi \\ - \sin n \phi \end{cases} u_\phi \\
& \end{align*}
\]
\[ h_{1,np}^{TE} = N_{1,np}^{TE} \frac{\beta_{1,np}^{TE}}{\omega} \left[ \gamma_{1,np}^{TE} J'_{n} \left( \gamma_{1,np}^{TE} \rho \right) \left\{ \begin{array}{c} \sin n\phi \\ \cos n\phi \end{array} \right\} u_{\rho} + \right. \]
\[ \left. + \frac{n}{\rho} J_{n} \left( \gamma_{1,np}^{TE} \rho \right) \left\{ \begin{array}{c} \cos n\phi \\ -\sin n\phi \end{array} \right\} u_{\phi} \right] \]  

(A.4)

where the \( \gamma_{1,np}^{TM}, \gamma_{1,np}^{TE} \) are found from

\[ J_{n} \left( \gamma_{1,np}^{TM} b \right) = 0 \]  

(A.5)

\[ J'_{n} \left( \gamma_{1,np}^{TE} b \right) = 0 \]  

(A.6)

The normalization factors are arbitrary. They are usually defined by [5]

\[ N_{1,np}^{TM} = \omega \varepsilon \left[ \frac{1}{2} J'_{n} \left( \gamma_{1,np}^{TM} b \right) \gamma_{1,np}^{TM} b \sqrt{\pi k Y \beta_{1,np}^{TM} \epsilon_{n}} \right]^{-1} \]  

(A.7)

\[ N_{1,np}^{TE} = \left[ \frac{1}{2} J_{n} \left( \gamma_{1,np}^{TE} b \right) \sqrt{\pi k Z \beta_{1,np}^{TE} \epsilon_{n}} \left\{ \left( \gamma_{1,np}^{TE} b \right)^{2} - n^{2} \right\} \right]^{-1} \]  

(A.8)

\[ \epsilon_{n} = \begin{cases} 2 & n = 0 \\ 1 & n \neq 0 \end{cases} \]  

(A.9)

and on the basis of this normalization

\[ \frac{1}{2} \int \int_{S_{0}} e_{1,np} \times h_{1,np} \cdot d^{2}S = 1 \]  

(A.10)

**Region 2 (Cylindrical Hub Termination).**

\[ e_{2,mq}^{TM} = \gamma_{2,mq}^{TM} \left[ Y_{m} \left( \gamma_{2,mq} a \right) J'_{m} \left( \gamma_{2,mq} \rho \right) - J_{m} \left( \gamma_{2,mq} a \right) Y'_{m} \left( \gamma_{2,mq} \rho \right) \right] \cdot \]
\[ \cdot N_{2,mq}^{TM} \frac{\beta_{2,mq}^{TM}}{\omega \varepsilon} \left\{ \begin{array}{c} \sin m\phi \\ \cos m\phi \end{array} \right\} u_{\rho} + \]
\[ + \frac{m}{\rho} \left[ Y_{m} \left( \gamma_{2,mq} a \right) J_{m} \left( \gamma_{2,mq} \rho \right) - J_{m} \left( \gamma_{2,mq} a \right) Y_{m} \left( \gamma_{2,mq} \rho \right) \right] \cdot \]
\[ \cdot N_{2,mq}^{TM} \frac{\beta_{2,mq}^{TM}}{\omega \varepsilon} \left\{ \begin{array}{c} \cos m\phi \\ -\sin m\phi \end{array} \right\} u_{\phi} \]  

(A.11)
\[ h_{2,mq}^{TM} = \frac{m}{\rho} \left[ Y_m \left( \gamma_{2,mq}^{TM} a \right) J_m \left( \gamma_{2,mq}^{TM} b \right) - J_m \left( \gamma_{2,mq}^{TM} a \right) Y_m \left( \gamma_{2,mq}^{TM} b \right) \right] . \]

\[ \cdot N_{2,mq}^{TM} \left\{ \begin{array}{c} \cos m\phi \\ - \sin m\phi \end{array} \right\} u_\rho - \]

\[ \cdot N_{2,mq}^{TM} \left\{ \begin{array}{c} \sin m\phi \\ \cos m\phi \end{array} \right\} u_\phi \]

\[ e_{2,mq}^{TE} = -\frac{m}{\rho} \left[ Y'_m \left( \gamma_{2,mq}^{TE} a \right) J'_m \left( \gamma_{2,mq}^{TE} b \right) - J'_m \left( \gamma_{2,mq}^{TE} a \right) Y'_m \left( \gamma_{2,mq}^{TE} b \right) \right] . \]

\[ \cdot N_{2,mq}^{TE} \left\{ \begin{array}{c} \cos m\phi \\ - \sin m\phi \end{array} \right\} u_\rho + \]

\[ \cdot N_{2,mq}^{TE} \left\{ \begin{array}{c} \sin m\phi \\ \cos m\phi \end{array} \right\} u_\phi \]

\[ h_{2,mq}^{TE} = \gamma_{2,mq}^{TE} \left[ Y'_m \left( \gamma_{2,mq}^{TE} a \right) J'_m \left( \gamma_{2,mq}^{TE} b \right) - J'_m \left( \gamma_{2,mq}^{TE} a \right) Y'_m \left( \gamma_{2,mq}^{TE} b \right) \right] . \]

\[ \cdot N_{2,mq}^{TE} \left\{ \begin{array}{c} \sin m\phi \\ \cos m\phi \end{array} \right\} u_\rho + \]

\[ \cdot N_{2,mq}^{TE} \left\{ \begin{array}{c} \cos m\phi \\ - \sin m\phi \end{array} \right\} u_\phi \]

\[ e_{2}^{TEM} = N_{2}^{TEM} \frac{1}{\rho} u_\rho \]

\[ h_{2}^{TEM} = N_{2}^{TEM} \frac{1}{Z\rho} u_\phi \]

where the \( \gamma_{2,mq}^{TM}, \gamma_{2,mq}^{TE} \) are found from

\[ Y_m \left( \gamma_{2,mq}^{TM} a \right) J_m \left( \gamma_{2,mq}^{TM} b \right) - J_m \left( \gamma_{2,mq}^{TM} a \right) Y_m \left( \gamma_{2,mq}^{TM} b \right) = 0 \] (A.17)

\[ Y'_m \left( \gamma_{2,mq}^{TE} a \right) J'_m \left( \gamma_{2,mq}^{TE} b \right) - J'_m \left( \gamma_{2,mq}^{TE} a \right) Y'_m \left( \gamma_{2,mq}^{TE} b \right) = 0 \] (A.18)

The normalization factors \( N_{2,mq}^{TM}, N_{2,mq}^{TE}, N_{2}^{TEM} \) are again arbitrary, but are usually defined by [40]
\[ N_{2,mq}^{TM} = -\frac{\omega \epsilon}{\beta_{2,mq}^T M} \frac{1}{2} \sqrt{\pi (3 - \epsilon_m)} \left[ \frac{J_m^2(\gamma_{2,mq}^M a)}{J_m^2(\gamma_{2,mq}^T b)} \right] - 1 \right]^{-\frac{1}{2}} \]  
(A.19)

\[ N_{2,mq}^{TE} = \frac{1}{2} \sqrt{\pi (3 - \epsilon_m)} \left\{ \left[ \frac{J_m^2(\gamma_{2,mq}^M a)}{J_m^2(\gamma_{2,mq}^T b)} \right]^2 \left[ 1 - \left( \frac{m}{\gamma_{2,mq}^T b} \right)^2 \right] - \right\}^{-\frac{1}{2}} \]  
(A.20)

\[ N_{2}^{TEM} = \frac{1}{\sqrt{2\pi \ln(b/a)}} \]  
(A.21)

\[ \epsilon_n = \begin{cases} 2 & n = 0 \\ 1 & n \neq 0 \end{cases} \]  
(A.22)

Region 2, \( \kappa^{th} \) groove (groove array termination).

\[ e_{2,mq}^{TM} = \gamma_{2,mq}^{TM} \left[ Y'_\nu \left( \gamma_{2,mq}^M a \right) J'_\nu \left( \gamma_{2,mq}^M \rho \right) - J'_\nu \left( \gamma_{2,mq}^M a \right) Y'_\nu \left( \gamma_{2,mq}^M \rho \right) \right] \cdot \]  

\[ \cdot N_{2,mq}^{TM} \frac{\beta_{2,mq}^T}{\omega \epsilon} \sin [\nu (\phi - \phi_x)] u_\rho + \]

\[ + \frac{\nu}{\rho} \left[ Y_\nu \left( \gamma_{2,mq}^M a \right) J_\nu \left( \gamma_{2,mq}^M \rho \right) - J_\nu \left( \gamma_{2,mq}^M a \right) Y_\nu \left( \gamma_{2,mq}^M \rho \right) \right] \cdot \]  

\[ \cdot N_{2,mq}^{TM} \frac{\beta_{2,mq}^T}{\omega \epsilon} \cos [\nu (\phi - \phi_x)] u_\phi \]  
(A.23)

\[ h_{2,mq}^{TM} = \frac{\nu}{\rho} \left[ Y_\nu \left( \gamma_{2,mq}^M a \right) J_\nu \left( \gamma_{2,mq}^M \rho \right) - J_\nu \left( \gamma_{2,mq}^M a \right) Y_\nu \left( \gamma_{2,mq}^M \rho \right) \right] \cdot \]  

\[ \cdot N_{2,mq}^{TM} \cos [\nu (\phi - \phi_x)] u_\rho - \]  

\[ \gamma_{2,mq} \left[ Y'_\nu \left( \gamma_{2,mq}^M a \right) J'_\nu \left( \gamma_{2,mq}^M \rho \right) - J'_\nu \left( \gamma_{2,mq}^M a \right) Y'_\nu \left( \gamma_{2,mq}^M \rho \right) \right] \cdot \]  

\[ \cdot N_{2,mq}^{TM} \sin [\nu (\phi - \phi_x)] u_\phi \]  
(A.24)

\[ e_{2,mq}^{TE} = \frac{\nu}{\rho} \left[ Y'_\nu \left( \gamma_{2,mq}^M a \right) J'_\nu \left( \gamma_{2,mq}^M \rho \right) - J'_\nu \left( \gamma_{2,mq}^M a \right) Y'_\nu \left( \gamma_{2,mq}^M \rho \right) \right] \cdot \]  

\[ \cdot N_{2,mq}^{TE} \sin [\nu (\phi - \phi_x)] u_\rho + \]
\( + \gamma_{2,mq}^{TE} \left[ J'_\nu \left( \gamma_{2,mq}^{TE} \right) Y'_\nu \left( \gamma_{2,mq}^{TE} \right) - J'_\nu \left( \gamma_{2,mq}^{TE} \right) Y'_\nu \left( \gamma_{2,mq}^{TE} \right) \right] \cdot \)
\[
N_{2,mq}^{TE} \left[ \nu (\phi - \phi_\omega) \right] u_\phi
\] (A.25)

\[
h_{2,mq}^{TE} = \gamma_{2,mq}^{TE} \left[ J'_\nu \left( \gamma_{2,mq}^{TE} \right) Y'_\nu \left( \gamma_{2,mq}^{TE} \right) - J'_\nu \left( \gamma_{2,mq}^{TE} \right) Y'_\nu \left( \gamma_{2,mq}^{TE} \right) \right] \cdot \frac{\beta_{2,mq}^{TE}}{\omega \mu} \cos \left[ \nu (\phi - \phi_\omega) \right] u_\rho - \frac{\nu'}{\rho} \left[ J'_\nu \left( \gamma_{2,mq}^{TE} \right) Y'_\nu \left( \gamma_{2,mq}^{TE} \right) - J'_\nu \left( \gamma_{2,mq}^{TE} \right) Y'_\nu \left( \gamma_{2,mq}^{TE} \right) \right] \cdot \frac{\beta_{2,mq}^{TE}}{\omega \mu} \sin \left[ \nu (\phi - \phi_\omega) \right] u_\phi
\] (A.26)

where the \( \gamma_{2,mq}^{TM}, \gamma_{2,mq}^{TE} \) are found from

\[
J'_\nu \left( \gamma_{2,mq}^{TM} a \right) Y'_\nu \left( \gamma_{2,mq}^{TM} b \right) - J'_\nu \left( \gamma_{2,mq}^{TM} b \right) Y'_\nu \left( \gamma_{2,mq}^{TM} a \right) = 0
\] (A.27)

\[
J'_\nu \left( \gamma_{2,mq}^{TE} a \right) Y'_\nu \left( \gamma_{2,mq}^{TE} b \right) - J'_\nu \left( \gamma_{2,mq}^{TE} b \right) Y'_\nu \left( \gamma_{2,mq}^{TE} a \right) = 0
\] (A.28)

and

\[
\nu = \frac{m \pi}{\phi_\omega}, \quad m = 0, 1, 2, \ldots
\] (A.29)

\[
N_{2,mq}^{TM} = -\frac{\omega \epsilon}{\beta_{2,mq}^{TM} 2} \left[ \frac{2 (3 - \epsilon_m)}{\phi_\omega} \left[ \frac{J'_\nu \left( \gamma_{2,mq}^{TM} a \right)}{J'_\nu \left( \gamma_{2,mq}^{TM} b \right)} \right]^2 - 1 \right]^{\frac{1}{2}}
\] (A.30)

\[
N_{2,mq}^{TE} = \frac{\pi}{2} \frac{2 (3 - \epsilon_m)}{\phi_\omega} \left\{ \left[ \frac{J'_\nu \left( \gamma_{2,mq}^{TE} a \right)}{J'_\nu \left( \gamma_{2,mq}^{TE} b \right)} \right]^2 + 1 - \left( \frac{\nu}{\gamma_{2,mq}^{TM} b} \right)^2 \right\}^{\frac{1}{2}}
\] (A.31)

\[
\epsilon_m = \begin{cases} 
2 & m = 0 \\
1 & m \neq 0 
\end{cases}
\] (A.32)

\( \phi_\omega \) is the angular extent of each groove.
A.2 Closed Form Expressions for the Coefficients of the Mode Matching System of Equations (Cylindrical Hub Termination)

The integrals defined in eq. (2.16), (2.17), (2.19), (2.20) can be evaluated in closed form through use of properties of Bessel functions. Particularly useful in the evaluation is eq. (11.3.29), p. 484 of [41]. In the text we used only one index to characterize the modes, and also we dropped the specifications TM, TE, TEM, for clarity purposes. Here we define the integrals in a more detailed manner. We set

\[
P_{m_n,n_p} \equiv \int_{a}^{b} \int_{0}^{2\pi} e_{2,m_n} \cdot e_{1,n_p} \rho d\rho d\phi \quad \text{(A.33)}
\]

\[
U_{n_p} \equiv \int_{0}^{b} \int_{0}^{2\pi} e_{1,n_p} \cdot e_{1,n_p} \rho d\rho d\phi \quad \text{(A.34)}
\]

\[
R_{m_n,n_p} \equiv \int_{a}^{b} \int_{0}^{2\pi} h_{2,m_n} \cdot h_{1,n_p} \rho d\rho d\phi \quad \text{(A.35)}
\]

\[
V_{m_n} \equiv \int_{a}^{b} \int_{0}^{2\pi} h_{2,m_n} \cdot h_{2,m_n} \rho d\rho d\phi \quad \text{(A.36)}
\]

In order to write the latter integrals in closed form, it is convenient to define the following functions:

\[
\Omega_{n}^{(11)}(x; \alpha) \equiv \frac{\alpha x}{2(\alpha^2 - 1)} \left[ \alpha J_n(\alpha x) J_{n-1}(x) - J_{n-1}(\alpha x) J_n(x) \right] +
\]

\[
+ \frac{\alpha x}{2(\alpha^2 - 1)} \left[ \alpha J_{n+2}(\alpha x) J_{n+1}(x) - J_{n+1}(\alpha x) J_{n+2}(x) \right],
\]

if \( n \neq 0 \) \hspace{1cm} \text{(A.37)}

\[
\Omega_{0}^{(11)}(x; \alpha) \equiv \frac{2\alpha x}{\alpha^2 - 1} \left[ \alpha J_2(\alpha x) J_1(x) - J_1(\alpha x) J_2(x) \right],
\]

if \( n = 0 \) \hspace{1cm} \text{(A.38)}
\[ \Omega_n^{(12)} (x; \alpha) \equiv \frac{\alpha x}{2(\alpha^2 - 1)} [ \alpha J_n(\alpha x) Y_{n-1}(x) - J_{n-1}(\alpha x) Y_n(x)] + \frac{\alpha x}{2(\alpha^2 - 1)} [ \alpha J_{n+2}(\alpha x) Y_{n+1}(x) - J_{n+1}(\alpha x) Y_{n+2}(x)], \]

if \( n \neq 0 \)

\[ \Omega_0^{(12)} (x; \alpha) \equiv \frac{2\alpha x}{\alpha^2 - 1} [ \alpha J_2(\alpha x) Y_1(x) - J_1(\alpha x) Y_2(x)], \]

if \( n = 0 \) \hspace{1cm} (A.39)

Then it can be shown that:

- Region 1: \( TM_{np} \) modes, region 2: \( TM_{mq} \) modes

\[
P_{m,q,n;p} = N_{1,mp}^{TM} N_{2,mq}^{TM} \frac{\beta_{1,mp}^{TM} \beta_{2,mq}^{TM}}{\omega \epsilon} \delta_{mn}. \]

\[
\cdot \left\{ Y_n^{TM} (\gamma_{1,mp}^{TM} a) \left[ \Omega_n^{(11)} \left( \gamma_{1,mp}^{TM} b; \frac{\gamma_{1,mp}^{TM}}{\gamma_{2,mq}^{TM}} \right) - \Omega_n^{(11)} \left( \gamma_{1,mp}^{TM} a; \frac{\gamma_{1,mp}^{TM}}{\gamma_{2,mq}^{TM}} \right) \right] - J_n^{TM} (\gamma_{2,mq}^{TM} a) \left[ \Omega_n^{(12)} \left( \gamma_{2,mq}^{TM} b; \frac{\gamma_{1,mp}^{TM}}{\gamma_{2,mq}^{TM}} \right) - \Omega_n^{(12)} \left( \gamma_{2,mq}^{TM} a; \frac{\gamma_{1,mp}^{TM}}{\gamma_{2,mq}^{TM}} \right) \right] \right\} \hspace{1cm} (A.41)
\]

- Region 1: \( TM_{np} \) modes, region 2: \( TE_{mq} \) modes

\[
P_{m,q,n;p} = N_{1,mp}^{TM} N_{2,mq}^{TE} \frac{\beta_{1,mp}^{TM} \beta_{2,mq}^{TE}}{\omega \epsilon} \delta_{mn} \left\{ \frac{-1}{1} J_n^{TM} (\gamma_{1,mp}^{TM} a) \frac{2}{\pi \gamma_{2,mq}^{TM} a} \right\} \hspace{1cm} (A.42)
\]

- Region 1: \( TM_{np} \) modes, region 2: \( TEM \) mode

\[
P_{0,0,n;p} = -N_{1,mp}^{TM} N_{2,mp}^{TE} \frac{\beta_{1,mp}^{TM} \beta_{1,op}^{TE}}{\omega \epsilon} \delta_{m0} 2\pi J_0 (\gamma_{1,op}^{TM} a) \hspace{1cm} (A.43)
\]

- Region 1: \( TE_{np} \) modes, region 2: \( TM_{mq} \) modes

\[
P_{m,q,n;p} = 0 \hspace{1cm} (A.44)
\]
• Region 1: $TE_{np}$ modes, region 2: $TE_{mq}$ modes

\[ P_{mq,np} = N_{1,np}^{TE} N_{2,nq}^{TE} \pi \delta_{mn} \cdot \]
\[ \cdot \left\{ Y_n' \left( \gamma_{2,nq}^{TE} a \right) \left[ \Omega_n^{(11)} \left( \frac{TE}{\gamma_{2,nq}^{TE}}; \frac{\gamma_{1,np}^{TE}}{\gamma_{2,nq}^{TE}} \right) - \Omega_n^{(11)} \left( \frac{TE}{\gamma_{2,nq}^{TE}}; \frac{\gamma_{1,np}^{TE}}{\gamma_{2,nq}^{TE}} \right) \right] \right\} \]
\[ - J_n' \left( \gamma_{2,nq}^{TE} a \right) \left[ \Omega_n^{(12)} \left( \frac{TE}{\gamma_{2,nq}^{TE}}; \frac{\gamma_{1,np}^{TE}}{\gamma_{2,nq}^{TE}} \right) - \Omega_n^{(12)} \left( \frac{TE}{\gamma_{2,nq}^{TE}}; \frac{\gamma_{1,np}^{TE}}{\gamma_{2,nq}^{TE}} \right) \right] \} \]  \hspace{1cm} (A.45)

• Region 1: $TE_{np}$ modes, region 2: $TEM$ mode

\[ P_{mq,np} = 0 \]  \hspace{1cm} (A.46)

Finally, on the basis of (A.10) for all cases,

\[ U_{np} = 2Z_{np} \]  \hspace{1cm} (A.47)

In the latter expressions, $\delta_{mn}$ is the Kronecker delta and $Z_{np}$ is the characteristic impedance of the $np$ mode. It is interesting to observe that only modes of the same order (i.e. order of the Bessel function) couple to each other. Also, TE modes in the first region couple only to TE mode of the second region, in agreement with the results in [42].

Similar closed form formulas hold for (A.35) and (A.36), but the explicit expressions are not important, due to property (2.23).
A.3 Compact Expressions for the Coefficients of the Mode Matching System of Equations (Groove Array Termination)

As opposed to the cylindrical hub termination, the coefficients of the matrices involved in the mode-matching system of equations cannot be evaluated in closed form. The $\phi$ integration can be performed analytically, but the $\rho$ integration has to be carried out numerically.

Again, we define the pertinent coefficients as

$$ P_{\kappa,m,n,p} \equiv \int_a^b \int_{\phi_\kappa}^{\phi_\kappa+\phi_w} e_{2,\kappa,m,q} \cdot e_{1,n,p} \rho d\rho d\phi $$

$$ U_{n,p} \equiv \int_0^b \int_0^{2\pi} e_{1,n,p} \cdot e_{1,n,p} \rho d\rho d\phi $$

To express the coefficients in a compact form, it is convenient to define the following quantities and functions ($\kappa, m, n \in \mathbb{N}_0, \nu = m\pi/\phi_w$):

$$ I_{\kappa, nm}^{(1)} \equiv \int_{\phi_\kappa}^{\phi_\kappa+\phi_w} \cos n\phi \cos [\nu (\phi - \phi_\kappa)] d\phi = $$

$$ = \frac{\phi_w}{2} \text{sinc} \left( \frac{n + \nu}{2} \phi_w \right) \cos \left( \frac{n + \nu}{2} \phi_w + n\phi_\kappa \right) + $$

$$ + \frac{\phi_w}{2} \text{sinc} \left( \frac{n - \nu}{2} \phi_w \right) \cos \left( \frac{n - \nu}{2} \phi_w + n\phi_\kappa \right) $$

$$ I_{\kappa, nm}^{(2)} \equiv \int_{\phi_\kappa}^{\phi_\kappa+\phi_w} \sin n\phi \cos [\nu (\phi - \phi_\kappa)] d\phi = $$

$$ = \frac{\phi_w}{2} \text{sinc} \left( \frac{n + \nu}{2} \phi_w \right) \sin \left( \frac{n + \nu}{2} \phi_w + n\phi_\kappa \right) + $$

$$ + \frac{\phi_w}{2} \text{sinc} \left( \frac{n - \nu}{2} \phi_w \right) \sin \left( \frac{n - \nu}{2} \phi_w + n\phi_\kappa \right) $$

$$ I_{\kappa, nm}^{(3)} \equiv \int_{\phi_\kappa}^{\phi_\kappa+\phi_w} \cos n\phi \sin [\nu (\phi - \phi_\kappa)] d\phi = $$
\[ I_{\kappa, nm}^{(4)} = \int_{\phi_{\kappa}}^{\phi_{\kappa} + \phi_w} \sin n\phi \sin [\nu (\phi - \phi_{\kappa})] \, d\phi = \]
\[ = -\frac{\phi_w}{2} \sin \left( \frac{n + \nu}{2} \phi_w \right) \cos \left( \frac{n + \nu}{2} \phi_w + n\phi_{\kappa} \right) + \]
\[ + \frac{\phi_w}{2} \sin \left( \frac{n - \nu}{2} \phi_w \right) \cos \left( \frac{n - \nu}{2} \phi_w + n\phi_{\kappa} \right) \] (A.53)

\[ M_{nm}^{(11)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu}^{'} (\alpha \xi) J_{\nu} (\xi) \, d\xi \] (A.54)

\[ M_{nm}^{(12)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu}^{'} (\alpha \xi) Y_{\nu}^{'} (\xi) \, d\xi \] (A.55)

\[ \Lambda_{nm}^{(11)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu} (\alpha \xi) J_{\nu} (\xi) \frac{1}{\xi} \, d\xi \] (A.56)

\[ \Lambda_{nm}^{(12)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu} (\alpha \xi) Y_{\nu} (\xi) \frac{1}{\xi} \, d\xi \] (A.57)

\[ \Xi_{nm}^{(11)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu}^{'} (\alpha \xi) J_{\nu} (\xi) \, d\xi \] (A.58)

\[ \Xi_{nm}^{(12)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu}^{'} (\alpha \xi) Y_{\nu} (\xi) \, d\xi \] (A.59)

\[ \Psi_{nm}^{(11)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu} (\alpha \xi) J_{\nu}^{'} (\xi) \, d\xi \] (A.60)

\[ \Psi_{nm}^{(12)} (x_1, x_2; \alpha) = \int_{x_1}^{x_2} J_{\nu} (\alpha \xi) Y_{\nu}^{'} (\xi) \, d\xi \] (A.61)

The coefficients defined in eq. (A.48)-(A.49) can be written as:

- Region 1: \( TM_{np} \) modes, region 2: \( TM_{mq} \) modes

\[ P_{n,mq, np} = \frac{\gamma_{2,mq}^{TM} \beta_{1, np}^{TM} \beta_{2, mq}^{TM}}{\omega_{1, np}^{TM} \omega_{2, mq}^{TM}} \cdot \left\{ Y_{\nu} \left( \gamma_{2,mq}^{TM} q \right) \left\{ I_{\kappa, nm}^{(4)} J_{\kappa, nm}^{(3)} \right\} \gamma_{1, np}^{TM} \gamma_{2, mq}^{TM} M_{nm}^{(11)} \left( \gamma_{1, np}^{TM}, \gamma_{2, mq}^{TM}, \gamma_{1, np}^{TM}, \gamma_{2, mq}^{TM} \right) + \right\} + Y_{\nu} \left( \gamma_{2,mq}^{TM} q \right) \left\{ -I_{\kappa, nm}^{(1)} J_{\kappa, nm}^{(2)} \right\} n\nu \Lambda_{nm}^{(11)} \left( \gamma_{1, np}^{TM}, \gamma_{2, mq}^{TM}, \gamma_{1, np}^{TM}, \gamma_{2, mq}^{TM} \right) \]
\begin{align}
- J_\nu \left( \gamma_{2,mq} \right) \left\{ \frac{J_{k,nm}}{I_{k,nm}} \right\} \frac{\gamma_{1, np}^{TM} M_{nm}^{(12)}}{\gamma_{2,mq}^{TM}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TM} \frac{\gamma_{2,mq}^{TM}}{\gamma_{2,mq}} \right) - \\
- J_\nu \left( \gamma_{2,mq} \right) \left\{ \frac{I_{k,nm}}{J_{k,nm}} \right\} \frac{n \nu \Lambda_{nm}^{(12)}}{\gamma_{2,mq}^{TM}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TM} \frac{\gamma_{2,mq}^{TM}}{\gamma_{2,mq}} \right) \quad (A.62)
\end{align}

- Region 1: TM
modes, region 2: TE

\begin{align}
P_{\kappa,mq, np} &= \frac{N_{1, np}^{TM} N_{2,mq}^{TE}}{\omega_L} ^{\gamma_{1, np}^{TM}} \left( \gamma_{2,mq} \right) \left\{ \frac{J_{k,nm}}{I_{k,nm}} \right\} \frac{\gamma_{1, np}^{TM} M_{nm}^{(11)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TM} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) + \\
+ Y_{\nu} \left( \gamma_{2,mq} \right) \left\{ \frac{I_{k,nm}}{J_{k,nm}} \right\} \frac{n \nu \Lambda_{nm}^{(11)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TM} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) - \\
- J_{\nu} \left( \gamma_{2,mq} \right) \left\{ \frac{J_{k,nm}}{I_{k,nm}} \right\} \frac{\gamma_{1, np}^{TM} M_{nm}^{(12)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TM} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) - \\
- J_{\nu} \left( \gamma_{2,mq} \right) \left\{ \frac{I_{k,nm}}{J_{k,nm}} \right\} \frac{n \nu \Lambda_{nm}^{(12)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TM} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) \quad (A.63)
\end{align}

- Region 1: TE
modes, region 2: TM

\begin{align}
P_{\kappa,mq, np} = 0 \quad (A.64)
\end{align}

- Region 1: TE
modes, region 2: TE

\begin{align}
P_{\kappa,mq, np} &= \frac{N_{1, np}^{TE} N_{2,mq}^{TE}}{\omega_L} ^{\gamma_{1, np}^{TE}} \left( \gamma_{2,mq} \right) \left\{ \frac{J_{k,nm}}{I_{k,nm}} \right\} \frac{\gamma_{1, np}^{TE} M_{nm}^{(11)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TE} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) + \\
+ Y_{\nu} \left( \gamma_{2,mq} \right) \left\{ \frac{I_{k,nm}}{J_{k,nm}} \right\} \frac{n \nu \Lambda_{nm}^{(11)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TE} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) - \\
- J_{\nu} \left( \gamma_{2,mq} \right) \left\{ \frac{J_{k,nm}}{I_{k,nm}} \right\} \frac{\gamma_{1, np}^{TE} M_{nm}^{(12)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TE} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) - \\
- J_{\nu} \left( \gamma_{2,mq} \right) \left\{ \frac{I_{k,nm}}{J_{k,nm}} \right\} \frac{n \nu \Lambda_{nm}^{(12)}}{\gamma_{2,mq}^{TE}} \left( \gamma_{2,mq} a, \gamma_{2,mq} b; \gamma_{1, np}^{TE} \frac{\gamma_{2,mq}^{TE}}{\gamma_{2,mq}} \right) \quad (A.65)
\end{align}
Of course, on the basis of (A.10) for all cases,

\[ U_{np} = 2Z_{np} \]  \hspace{1cm} (A.66)

Like in section A.2, \( \delta_{mn} \) is the Kronecker delta and \( Z_{np} \) is the characteristic impedance of the \( np \) mode. Again, TE modes in the first region couple only to TE mode of the second region, in agreement with the results in [42].

### A.4 The Eigenvalue Symmetry Property of the G.T.E. Matrix

The following property holds for matrix \([M]\) of eq. (2.46):

**If \( \lambda \) is an eigenvalue of \([M]\), \(-\lambda\) is also an eigenvalue of \([M]\).**

The proof is based on the three following Lemmata:

**Lemma 1:** For any matrix \([A]\), \( \det[A] = \det[A^T] \)

(Proof well-known)

**Lemma 2:** Let \([A_{ij}]\) be \(n \times n\) complex matrices. Then

\[
\begin{vmatrix}
[A_{11}] & [A_{12}] \\
[A_{21}] & [A_{22}]
\end{vmatrix} = \begin{vmatrix}
[A_{11}] & -[A_{12}] \\
-[A_{21}] & [A_{22}]
\end{vmatrix}
\]  \hspace{1cm} (A.67)

**Proof:** Let \([I]\) be the \(n \times n\) unit matrix. Evidently

\[
\begin{bmatrix}
[A_{11}] & -[A_{12}] \\
-[A_{21}] & [A_{22}]
\end{bmatrix} = \begin{bmatrix}
[I] & [0] \\
[0] & -[I]
\end{bmatrix} \begin{bmatrix}
[A_{11}] & [A_{12}] \\
[A_{21}] & [A_{22}]
\end{bmatrix} \begin{bmatrix}
[I] & [0] \\
[0] & -[I]
\end{bmatrix}
\]  \hspace{1cm} (A.68)

Given that

\[
\begin{vmatrix}
[I] & [0] \\
[0] & -[I]
\end{vmatrix} = \pm1
\]  \hspace{1cm} (A.69)
and that the determinant of a product of matrices is equal to the product of their determinants, the proof of the lemma is obvious.

**Lemma 3:** Let \([A], [B], [C]\) be \(n \times n\) complex matrices. Then

\[
\begin{vmatrix}
[A] & [B] \\
[C] & [B]
\end{vmatrix} =
\begin{vmatrix}
[B] & [C] \\
[C] & [A]
\end{vmatrix}
\] (A.70)

*Proof:* Similar to Lemma 2. Note that

\[
\begin{bmatrix}
[B] & [C] \\
[C] & [A]
\end{bmatrix} =
\begin{bmatrix}
[0] & [I] \\
[I] & [0]
\end{bmatrix}
\begin{bmatrix}
[A] & [C] \\
[C] & [B]
\end{bmatrix}
\begin{bmatrix}
[0] & [I] \\
[I] & [0]
\end{bmatrix}
\] (A.71)

and consequently (A.70) holds since

\[
\begin{vmatrix}
[0] & [I] \\
[I] & [0]
\end{vmatrix} = \pm 1
\] (A.72)

and since the determinant of a product of matrices is equal to the product of their determinants.

Using the above three Lemmata, we can develop the proof of the eigenvalue symmetry property as follows:

*Proof of the Eigenvalue Symmetry Property:*

Let

\[
[M] \equiv \begin{bmatrix}
[A] & [D] \\
[D] & -[A]^T
\end{bmatrix}
\] (A.73)

where \([D]\) is a diagonal matrix. If \(\lambda\) is an eigenvalue of \([M]\), then by definition

\[
\begin{vmatrix}
[A] - \lambda[I] & [D] \\
[D] & -[A]^T - \lambda[I]
\end{vmatrix} = 0
\] (A.74)
Further, by using Lemma 1, and since $[\mathbf{D}]$ is diagonal, we have

$$\begin{vmatrix} [\mathbf{A}]^T - \lambda [\mathbf{I}] & [\mathbf{D}] \\ [\mathbf{D}] & -[\mathbf{A}] - \lambda [\mathbf{I}] \end{vmatrix} = 0$$

(A.75)

or, equivalently

$$\begin{vmatrix} -[\mathbf{A}]^T + \lambda [\mathbf{I}] & [\mathbf{D}] \\ [\mathbf{D}] & [\mathbf{A}] + \lambda [\mathbf{I}] \end{vmatrix} = 0$$

(A.76)

Next, from Lemma 2, (A.76) yields

$$\begin{vmatrix} -[\mathbf{A}]^T + \lambda [\mathbf{I}] & [\mathbf{D}] \\ [\mathbf{D}] & [\mathbf{A}] + \lambda [\mathbf{I}] \end{vmatrix} = 0$$

(A.77)

and finally Lemma 3 gives

$$\begin{vmatrix} [\mathbf{A}] + \lambda [\mathbf{I}] & [\mathbf{D}] \\ [\mathbf{D}] & -[\mathbf{A}]^T + \lambda [\mathbf{I}] \end{vmatrix} = 0$$

(A.78)

This result shows that $-\lambda$ is an eigenvalue of $[\mathbf{M}]$, Q.E.D.

### A.5 Application of the Mode Matching Technique to the Generalized Modes within the Compressor

In this section we apply the Mode Matching Technique to the geometry of Fig. 2.8 in order to evaluate the scattering matrix of the curved blades array.

In Region 1 the transverse fields are given as a superposition of cylindrical waveguide modes:

$$\mathbf{E}_1^t = \sum_{\nu=1}^{\infty} [a_\nu \mathbf{e}_{1,\nu} \exp \{j\beta_{1,\nu} z\} + b_\nu \mathbf{e}_{1,\nu} \exp \{-j\beta_{1,\nu} z\}]$$

(A.79)
\[
H_i^1 = \sum_{p=1}^{\infty} [a_p h_{1,p} \exp \{j\beta_{1,p} z\} + b_p h_{1,p} \exp \{-j\beta_{1,p} z\}]
\]

where \(a_p, b_p\) are the coefficients of the incident and the reflected fields due to the termination. Similarly, according to (2.39) the transverse fields in the \(\kappa^{th}\) groove of region 2 are expressed as superpositions of the generalized modes:

\[
E_{2,\kappa}^i = \sum_{i=1}^{\infty} V_{\kappa,i}(z) e_{2,\kappa,i}(\rho, \phi; z)
\]

\[
H_{2,\kappa}^i = \sum_{i=1}^{\infty} I_{\kappa,i}(z) h_{2,\kappa,i}(\rho, \phi; z)
\]

From (2.51) we deduce that in the \(\kappa^{th}\) groove

\[
\{V_\kappa\} = [K_{11}] e^{z[A]} \{c_\kappa\} + [K_{12}] e^{-z[A]} \{d_\kappa\}
\]

\[
\{J_\kappa\} = [K_{21}] e^{z[A]} \{c_\kappa\} + [K_{22}] e^{-z[A]} \{d_\kappa\}
\]

where \(\{c_\kappa\}, \{d_\kappa\}\) are vectors of arbitrary constants.

To evaluate \(\{b\} \equiv \{b_1, b_2, ...\}^T\) in terms of \(\{a\} \equiv \{a_1, a_2, ...\}^T\) we must impose the continuity of the tangential fields at the interface. Furthermore, the tangential electric fields must vanish on any PEC surfaces.

Let us locate the origin of the coordinate system at the interface between the two regions. Enforcing continuity of the tangential electric field at the interface yields

\[
E_{1}^i|_{z=0} = E_{2}^i|_{z=0}
\]

\[
H_{1}^i|_{z=0} = H_{2}^i|_{z=0}
\]

\[\forall \rho \in [a, b], \forall \phi \in [\phi_\kappa(0), \phi_\kappa(0) + \phi_\kappa], \forall \kappa \in \{1, ..., J\}\]
On combining (A.85) with (A.79) and (A.81), taking the dot product with the modes \( \mathbf{e}_{1,\kappa} \) and integrating over the whole interface, we obtain the system

\[
\begin{align*}
[U] \{ \mathbf{a} + \mathbf{b} \} &= \sum_{\kappa=1}^{J} [M_{\kappa}] ( [K_{11}] \{ \mathbf{c}_{\kappa} \} + [K_{12}] \{ \mathbf{d}_{\kappa} \} ) \quad (A.87)
\end{align*}
\]

where

\[
\begin{align*}
M_{\kappa,qp} &\equiv \int_{\phi_{\kappa}}^{b} \int_{\phi_{\kappa}}^{\phi_{\kappa} + \phi_{w}} \mathbf{e}_{2,\kappa,q} \cdot \mathbf{e}_{1,p} \rho \rho d\rho d\phi \quad (A.88) \\
U_{mn} &\equiv \delta_{mn} \int_{0}^{b} \int_{0}^{2\pi} \mathbf{e}_{1,m} \cdot \mathbf{e}_{1,n} \rho \rho d\rho d\phi \quad (A.89)
\end{align*}
\]

and \( \delta_{mn} \) is the Kronecker delta.

In a similar way, on combining (A.86) with (A.80) and (A.82), taking the dot product with the modes \( \mathbf{h}_{2,\kappa,q} \) and integrating over the portion of the interface common to both regions, we obtain the system

\[
\begin{align*}
[Q_{\kappa}] \{ \mathbf{a} - \mathbf{b} \} &= [V_{\kappa}] ( [K_{21}] \{ \mathbf{c}_{\kappa} \} + [K_{22}] \{ \mathbf{d}_{\kappa} \} ) \quad \forall \kappa = 1, \ldots, J \quad (A.90)
\end{align*}
\]

where

\[
\begin{align*}
Q_{\kappa,qp} &\equiv \int_{a}^{b} \int_{\phi_{\kappa}}^{\phi_{\kappa} + \phi_{w}} \mathbf{h}_{2,\kappa,q} \cdot \mathbf{h}_{1,p} \rho \rho d\rho d\phi \quad (A.91) \\
V_{mn} &\equiv \delta_{mn} \int_{a}^{b} \int_{0}^{2\pi} \mathbf{h}_{2,m} \cdot \mathbf{h}_{2,n} \rho \rho d\rho d\phi \quad (A.92)
\end{align*}
\]

and \( \delta_{mn} \) is the Kronecker delta.

If \( [S_{\kappa,\text{end}}] \) is the scattering matrix of the termination corresponding to the \( \kappa^{th} \) groove, then, by definition,
where $l_2$ is the length of the second region. Expression (A.93) provides a relation between $\{c_\kappa\}$ and $\{d_\kappa\}$. To find $\{b_\kappa\}$ we must solve systems (A.87), (A.90) and (A.93). Obviously, $\{b_\kappa\}$ will be a function of $\{a_\kappa\}$, and to avoid repeating the solution for every excitation, it is customary to instead compute the scattering matrix $[S]$ defined by

$$\{b_\kappa\} = [S] \{a_\kappa\}$$  \hspace{1cm} (A.94)

To help define the scattering matrix, we introduce some auxiliary definitions:

$$[R_\kappa] \equiv e^{-[A]l_2} [K_{12}]^{-1} [S_{\kappa, end}] [K_{11}] e^{-[A]l_2}$$ \hspace{1cm} (A.95)

$$[F_\kappa] \equiv [K_{11}] + [K_{12}] [R_\kappa]$$ \hspace{1cm} (A.96)

$$[G_\kappa] \equiv [K_{21}] + [K_{22}] [R_\kappa]$$ \hspace{1cm} (A.97)

$$[L_\kappa] \equiv [V_\kappa]^{-1} [Q_\kappa]$$ \hspace{1cm} (A.98)

Then, from (A.87), (A.90), (A.93) and (A.94) it follows that

$$[S] = ([W] + [I])^{-1} ([W] - [I])$$ \hspace{1cm} (A.99)

where

$$[W] = \sum_{\kappa=1}^{J} [L_\kappa]^{T} [F_\kappa] [G_\kappa]^{-1} [L_\kappa]$$ \hspace{1cm} (A.100)
and \([I]\) is the unit matrix.

### A.6 The Exponential Matrix Solution of the Generalized Telegraphist’s Equations.

In this section we give an explicit form of the matrix exponential appearing in (2.49) when the blades are straight. It is shown that the well-known solution of the conventional Telegraphist’s Equations is recovered.

In the case of straight blades, \(F'(z) = 0\). Hence

\[
[M] = \begin{bmatrix} [0] & [D] \\ [D] & [0] \end{bmatrix}
\]

(A.101)

One observes that

\[
[M]^2 = \begin{bmatrix} [D]^2 & [0] \\ [0] & [D]^2 \end{bmatrix} = [Q]^2
\]

(A.102)

where

\[
[Q] = \begin{bmatrix} [D] & [0] \\ [0] & [D] \end{bmatrix}
\]

(A.103)

Thus

\[
\exp [M] = [I] + [M] + \frac{1}{2!} [M]^2 + \frac{1}{3!} [M]^3 + ... \\
= \left( [I] + \frac{1}{2!} [Q]^2 + \frac{1}{4!} [Q]^4 + ... \right) + \left( [M] + \frac{1}{3!} [M]^3 + \frac{1}{5!} [M]^5 + ... \right) \\
= \left( [I] + \frac{1}{2!} [Q]^2 + \frac{1}{4!} [Q]^4 + ... \right) + [M] \left( [Q] + \frac{1}{3!} [Q]^3 + \frac{1}{5!} [Q]^5 + ... \right) [Q]^{-1} \\
= \cosh [Q] + [M] \sinh [Q] [Q]^{-1}
\]
\[ = \begin{bmatrix} \cosh[D] & \sinh[D] \\ \sinh[D] & \cosh[D] \end{bmatrix} \]  

(A.104)

The latter equation, in conjunction with (2.45) and (2.49) yields

\[ V_{\kappa,i} = c_{\kappa,i} e^{-j\beta_{\kappa} z} + d_{\kappa,i} e^{j\beta_{\kappa} z} \]  

(A.105)

\[ Z_0 I_{\kappa,i} = c_{\kappa,i} e^{-j\beta_{\kappa} z} - d_{\kappa,i} e^{j\beta_{\kappa} z} \]  

(A.106)

where

\[ c_{\kappa,i} \equiv \frac{1}{2} [V_{\kappa,i}(0) + Z_0 I_{\kappa,i}(0)] \]  

(A.107)

\[ d_{\kappa,i} \equiv \frac{1}{2} [V_{\kappa,i}(0) - Z_0 I_{\kappa,i}(0)] \]  

(A.108)

This is the well-known solution of the conventional Telegraphist's Equations.

**A.7 Explicit Radiation Coefficients for Circular Inlets**

In the near zone, there is no simple closed form expression for the radiated field due to a single outgoing waveguide mode. However, it is possible to derive closed form expressions for far zone observations. From [5], the far zone field due to each mode is given by

\[ E_{rad} = \begin{bmatrix} E_{\theta} \left\{ \cos n\phi \right\} u_{\theta} + E_{\phi} \left\{ \sin n\phi \right\} u_{\phi} \end{bmatrix} e^{-jkr} \]  

(A.109)

\[ E_{\theta} = E_{\theta k} + E_{\theta u} \]  

(A.110)

\[ E_{\phi} = E_{\phi k} + E_{\phi u} \]  

(A.111)
where $E_{\theta k}, E_{\phi k}$ are associated with the contribution from the Kirchhoff integral and $E_{\theta u}, E_{\phi u}$ correspond to the contribution from the equivalent fringe rim current (Ufimtsef type). Explicit expressions of $E_{\theta k}, E_{\phi k}, E_{\theta u}, E_{\phi u}$ are as follows:

**TM$_{np}$ modes:**

\[
E_{\theta k} = j^n k N_{1, np}^{TM} \cdot \frac{\sin \theta}{2 (\cos \psi_{1, np}^{TM} - \cos \theta)} J_n' \left( \gamma_{1, np}^{TM} b \right) J_n (kb \sin \theta) \quad (A.112)
\]

\[
E_{\phi k} = 0 \quad (A.113)
\]

\[
E_{\theta u} = j^n N_{1, np}^{TM} J_n' \left( \gamma_{1, np}^{TM} b \right) \frac{\cos (\theta/2) - \cos \left( \psi_{1, np}^{TM}/2 \right)}{\cos \psi_{1, np}^{TM} - \cos \theta} \cdot \frac{n^2 \beta_{1, np}^{TM}}{2} \sin \frac{\theta}{2} \frac{\cot \theta}{kb} J_n (kb \sin \theta) + k \gamma_{1, np}^{TM} b \sin \frac{\theta}{2} J_n' (kb \sin \theta)] \quad (A.114)
\]

\[
E_{\phi u} = -j^n N_{1, np}^{TM} J_n \left( \gamma_{1, np}^{TM} \right) \frac{\cos (\theta/2) - \cos \left( \psi_{1, np}^{TM}/2 \right)}{\cos \psi_{1, np}^{TM} - \cos \theta} \cdot \frac{\beta_{1, np}^{TM}}{2} \sin \frac{\theta}{2} J_n' (kb \sin \theta) + k \gamma_{1, np}^{TM} b \sin \frac{\theta}{2} \left[ J_n' (kb \sin \theta) - \frac{J_n (kb \sin \theta)}{kb \sin \theta} \right] \quad (A.115)
\]

**TE$_{np}$ modes:**

\[
E_{\theta k} = j^n k Z N_{1, np}^{TE} \cdot \frac{1 + \cos \theta \cos \psi_{1, np}^{TE}}{2 \sin \theta} J_n \left( \gamma_{1, np}^{TE} b \right) J_n (kb \sin \theta) \quad (A.116)
\]
\[ E_{\phi k} = j^n k Z N_{1, np}^{TE} J_n^{TE} \cdot \]
\[ \cdot \frac{\sin \psi_{1, np}^{TE}}{2 \left( \cos \psi_{1, np}^{TE} - \cos \theta \right)} J_n \left( \gamma_{1, np}^{TE} b \right) J_n' \left( k b \sin \theta \right) \]  
(A.117)

\[ E_{\phi u} = j^n Z N_{1, np}^{TE} n J_n \left( \gamma_{1, np}^{TE} b \right) \frac{\cos \left( \theta/2 \right) - \cos \left( \psi_{1, np}^{TE}/2 \right)}{\cos \psi_{1, np}^{TE} - \cos \theta} \]
\[ \cdot \left\{ \beta_{1, np}^{TE} \sin \frac{\theta}{2} J_n'' \left( k b \sin \theta \right) - \right. \]
\[ - k \gamma_{1, np}^{TE} b \sin \frac{\psi_{1, np}^{TE} \cot \theta}{2} kb J_n \left( k b \sin \theta \right) \left\} \]  
(A.118)

\[ E_{\phi u} = j^n Z N_{1, np}^{TE} J_n \left( \gamma_{1, np}^{TE} b \right) \frac{\cos \left( \theta/2 \right) - \cos \left( \psi_{1, np}^{TE}/2 \right)}{\cos \psi_{1, np}^{TE} - \cos \theta} \]
\[ \cdot \left\{ k \gamma_{1, np}^{TE} b \sin \frac{\psi_{1, np}^{TE}}{2} J_n' \left( k b \sin \theta \right) - \right. \]
\[ - n^2 \beta_{1, np}^{TE} \sin \frac{\theta \cot \theta}{2} kb \left[ J_n' \left( k b \sin \theta \right) - \frac{J_n \left( k b \sin \theta \right)}{k b \sin \theta} \right] \left\} \]  
(A.119)

where, by definition

\[ \cos \psi_{1, np}^{TM, TE} = \frac{\beta_{1, np}^{TM, TE}}{k} \]  
(A.120)
APPENDIX B

MATHEMATICAL DETAILS OF THE ADAPTIVE INTEGRAL METHOD (AIM)

B.1 The AIM Impedance Matrix

In this section explicit expressions for the elements of the AIM impedance matrix are given, and we also explain how the Toeplitz property can be utilized, so that fast calculations of matrix-vector products can be performed.

In the text it was proven that the integral equation is written as

\[
\int_V \mathbf{E}^i \cdot \hat{f}_m d^3v = \int_V j \omega \mathbf{A} \cdot \hat{f}_m d^3v - \int_V \phi \nabla \cdot \hat{f}_m d^3v
\]  \hspace{1cm} (B.1)

By using (3.2) and by substituting the basis functions by the auxiliary set \( \psi_m \) for the far field interactions, the vector potential integral in (B.1) is equal to

\[
J^A_m = j \omega \mu \sum_{n=1}^{N} \sum_{p=1}^{M^3} \sum_{q=1}^{M^3} \left( \Lambda_{np}^x \Lambda_{nq}^x + \Lambda_{np}^y \Lambda_{nq}^y + \Lambda_{np}^z \Lambda_{nq}^z \right) G(r_{np}, r_{nq})
\]  \hspace{1cm} (B.2)

where \( r_{np} \) and \( r_{nq} \) are the locations of the grid nodes and...
\[ G(r_{np}, r_{mq}) = \frac{\exp\{-jk|r_{np} - r_{mq}|\}}{4\pi|r_{np} - r_{mq}|} \] (B.3)

We need to express (B.2) in matrix form. To do so, we extend the summation over \( p \) and \( q \) to the whole grid that encapsulates the geometry, thus eliminating indices \( m \) and \( n \) from the arguments of the Green's function. Furthermore, matrices \([\Lambda^x]\), \([\Lambda^y]\), \([\Lambda^z]\) are defined in such a way that their elements \( \Lambda_{mq} \) are zero unless \( q \) is one of the \( M^3 \) grid nodes around the \( m \) element (see fig. 3.4). If \( N_g \) is the total number of grid nodes, we obtain

\[
J^A_m = j\omega \mu \sum_{n=1}^{N} I_n \sum_{p=1}^{N_g} \sum_{q=1}^{N_g} \left( \Lambda^x_{np} \Lambda^x_{mq} + \Lambda^y_{np} \Lambda^y_{mq} + \Lambda^z_{np} \Lambda^z_{mq} \right) G(r_p, r_q)
\]

\[ = j\omega \mu [E^A] \{I\} \] (B.4)

where

\[ \{I\} \equiv [I_1, I_2, ..., I_N]^T \] (B.5)

and


where

\[ G_{pq} = \frac{\exp\{-jkr_{pq}\}}{4\pi r_{pq}} \] (B.7)

with
\[ r_{pq} = |r_p - r_q| \quad (B.8) \]

Similarly, the scalar potential integral in (B.1) is equal to

\[ J_m^\phi = \frac{1}{j\omega \epsilon} \{ \mathbf{E}^\phi \} \{ \mathbf{I} \} \quad (B.9) \]

where

\[ \{ \mathbf{E}^\phi \} = [A^d][G][A^d]^T \quad (B.10) \]

The \([L]\) matrices in (3.26) are defined by

\[ [L^{(1)}] \equiv \sqrt{j\omega \mu} [A^z] \quad (B.11) \]
\[ [L^{(2)}] \equiv \sqrt{j\omega \mu} [A^p] \quad (B.12) \]
\[ [L^{(3)}] \equiv \sqrt{j\omega \mu} [A^\perp] \quad (B.13) \]
\[ [L^{(4)}] \equiv \sqrt{\frac{1}{j\omega \epsilon}} [A^d] \quad (B.14) \]

Matrix \([G]\) has the Toeplitz property, provided the element numbering is based on six indices, instead of two. Indeed, suppose that \(h\) is the grid step and that

\[ r_p = h(p_1\hat{x} + p_2\hat{y} + p_3\hat{z}) \quad (B.15) \]
\[ r_q = h(q_1\hat{x} + q_2\hat{y} + q_3\hat{z}) \quad (B.16) \]

where \(p_i, q_i\) are integers. Then a \(\begin{pmatrix} 3 \\ 3 \end{pmatrix}\) tensor can be defined by
\[ \tilde{G}_{q_1, q_2, q_3}^{p_1, p_2, p_3} = G_{p_1, p_2, p_3} \] (B.17)

for the aforementioned \([G]\) matrix. It is obvious from the definition that the elements of this tensor are actually functions of the differences \(p_1 - q_1, p_2 - q_2, p_3 - q_3\), which means that tensor products of the form

\[ \tilde{g}_{q_1, q_2, q_3}^{p_1, p_2, p_3} \] (B.18)

can be written as

\[ \sum_{q_1} \sum_{q_2} \sum_{q_3} \tilde{G}_{p_1 - q_1, p_2 - q_2, p_3 - q_3} \tilde{g}_{q_1, q_2, q_3}^{p_1, p_2, p_3} \] (B.19)

which is evidently a three-dimensional discrete convolution. By defining the periodic extension of the three-dimensional sequence \(\tilde{G}\) and after suitable zero padding, all matrix-vector products involving the \([G]\) matrix can be efficiently calculated via three-dimensional FFT subroutines. An FFT-based computer routine for the rapid calculation of the tensor products in (B.18) has been developed, validated and included in the AIM code.

### B.2 The Moments of the Basis Functions

In this section it will be demonstrated how the moments defined in (3.18) can be efficiently calculated by closed form expressions, thus avoiding time-consuming numerical integrations.

Assume that the global coordinate system is denoted by \((x, y, z)\), while an addi-
tional local coordinate system \((x^\pm, y^\pm, z^\pm)\) is defined for each one of the triangles \(T^\pm\) that make up a tetrahedral patch (see Fig. 3.5). The origins of the local coordinate systems are located at the free vertices of the triangles and their \(z^\pm\) axes are perpendicular to the surface of the triangles.

Given the definitions of the moments in (3.18) and the basis functions in (3.6) and (3.16), it is clear that the calculation reduces to integrations of the form

\[
\tilde{M}^m_{q_1q_2q_3} = \frac{1}{2A^+} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (r - r_1^+) \delta(z^+) (x - x_a)^{q_1} (y - y_a)^{q_2} (z - z_a)^{q_3} \, dx \, dy \, dz + \\
+ \frac{1}{2A^-} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (r - r_1^-) \delta(z^-) (x - x_a)^{q_1} (y - y_a)^{q_2} (z - z_a)^{q_3} \, dx \, dy \, dz
\]

(B.20)

and due to the properties of the delta function it is obvious that the initial volume integral is decoupled into two separate surface integrals over \(T^+\) and \(T^-\). Let us concentrate on any one of them, dropping the superscripts \(\pm\). From now on we will use primes to denote the local coordinate system on any triangle. To calculate any of the integrals in (B.20) we need to express all quantities in the local coordinate system. Let \([C]\) be the directional cosines matrix that transforms \((x', y', z')\) to \((x, y, z)\). Then

\[
\mathbf{r} - \mathbf{r}_1 = (x - x_1)\hat{x} + (y - y_1)\hat{y} + (z - z_1)\hat{z} = \\
= \begin{bmatrix} x - x_1 \\ y - y_1 \\ z - z_1 \end{bmatrix} = [\hat{x}, \hat{y}, \hat{z}] \cdot \begin{bmatrix} x' \\ y' \\ z' \end{bmatrix} = [\hat{x}, \hat{y}, \hat{z}] \cdot [C] \cdot \begin{bmatrix} x' \\ y' \\ z' \end{bmatrix}
\]

(B.21)

Next, we transform the arbitrary triangle \(T\) into a right isosceles \(T_0\), by use of the transformation (see Fig. B.1)
Figure B.1: Transformation to a right isosceles triangle
\[
\begin{align*}
\{x' \ y'\} &= \begin{bmatrix} x'_2 & x'_3 \\ y'_2 & y'_3 \end{bmatrix} \cdot \{\xi \ \eta\} \\
\end{align*}
\]  \hspace{1cm} (B.22)

The new orthogonalization coordinates \(\xi, \eta\) simplify the integrations over the triangle, since it can be shown that

\[
\int_0^1 \int_0^{1-\eta} \xi^p \eta^q d\xi d\eta = \frac{p!q!}{(p+q+2)!} \hspace{1cm} (B.23)
\]

where \(p, q\) are nonnegative integers, while

\[
\det \left( \frac{\partial (x',y')}{\partial (\xi,\eta)} \right) = 2A \hspace{1cm} (B.24)
\]

where \(A\) is the area of the triangle.

Using the fact that on the triangle surface \(z = z'_1 = z'_2 = z'_3 = x'_4 = y'_4 = 0\), (B.22) can be written as

\[
\begin{align*}
\{x' \ y' \ z'\} &= \begin{bmatrix} x'_1 & x'_2 & x'_3 \\ y'_1 & y'_2 & y'_3 \\ z'_1 & z'_2 & z'_3 \end{bmatrix} \cdot \{0 \ \xi \ \eta\} \\
\end{align*}
\]  \hspace{1cm} (B.25)

After some simple algebraic manipulation, (B.21) and (B.25) yield

\[
\mathbf{r} - \mathbf{r}_1 = \begin{bmatrix} (x_2 - x_1)\xi + (x_3 - x_1)\eta \end{bmatrix} \hat{x} + \\
+ \begin{bmatrix} (y_2 - y_1)\xi + (y_3 - y_1)\eta \end{bmatrix} \hat{y} + \\
+ \begin{bmatrix} (z_2 - z_1)\xi + (z_3 - z_1)\eta \end{bmatrix} \hat{z} \hspace{1cm} (B.26)
\]

Similarly we obtain
\[ r - r_a = r - r_1 + r_1 - r_a = \]
\[ = (x_{21} \xi + x_{31} \eta + x_{1a}) \hat{x} + \]
\[ + (y_{21} \xi + y_{31} \eta + y_{1a}) \hat{y} + \]
\[ + (z_{21} \xi + z_{31} \eta + z_{1a}) \hat{z} \quad (B.27) \]

where we have defined \( x_{rs} \equiv x_r - x_s, y_{rs} \equiv y_r - y_s, z_{rs} \equiv z_r - z_s \) to simplify the notation. To calculate the moments, it is sufficient to evaluate the integral

\[ J^{(Q)} = \int \int_{T_0} (\lambda_{10}^{(0)} \xi + \lambda_{01}^{(0)} \eta) \prod_{q=0}^{Q} \left( \mu_{10}^{(q)} \xi + \mu_{01}^{(q)} \eta + \mu_{00}^{(q)} \right) d\xi d\eta \quad (B.28) \]

where \( Q \) is the sum of the moment indices. For example, to calculate the \( x \) component of \( M_{210} \) we set \( Q = 2 + 1 + 0 = 3 \) and

\[ \lambda_{10}^{(0)} = x_{21}, \lambda_{01}^{(0)} = x_{31} \]
\[ \mu_{10}^{(0)} = 0, \mu_{01}^{(0)} = 0, \mu_{00}^{(0)} = 1 \]
\[ \mu_{10}^{(1)} = x_{21}, \mu_{01}^{(1)} = x_{31}, \mu_{00}^{(1)} = x_{1a} \]
\[ \mu_{10}^{(2)} = x_{21}, \mu_{01}^{(2)} = x_{31}, \mu_{00}^{(2)} = x_{1a} \]
\[ \mu_{10}^{(3)} = y_{21}, \mu_{01}^{(3)} = y_{31}, \mu_{00}^{(3)} = y_{1a} \quad (B.29) \]

The integral \( J^{(Q)} \) can be evaluated recursively in the following way:

For \( Q = 0 \) we have

\[ J^{(0)} = \frac{\lambda_{10}^{(0)} + \lambda_{01}^{(0)}}{6} \quad (B.30) \]
The integrand of \( J^{(Q)} \) is the polynomial

\[
P^{(Q)} = \sum_{i=0}^{Q+1} \sum_{j=0}^{Q+1} \lambda_{ij}^{(Q)} \xi^i \eta^j \tag{B.31}
\]

and the integral is (see (B.23))

\[
J^{(Q)} = \sum_{i=0}^{Q+1} \sum_{j=0}^{Q+1} \lambda_{ij}^{(Q)} \frac{j! i!}{(i + j + 2)!} \tag{B.32}
\]

The integrand of \( J^{(Q+1)} \) is the polynomial

\[
P^{(Q+1)} = P^{(Q)} \left( \mu_{10}^{(Q+1)} \xi + \mu_{01}^{(Q+1)} \eta + \mu_{00}^{(Q+1)} \right) = \sum_{i=0}^{Q+2} \sum_{j=0}^{Q+2} \lambda_{ij}^{(Q+1)} \xi^i \eta^j \tag{B.33}
\]

where

\[
\lambda_{ij}^{(Q+1)} = \lambda_{i-1,j}^{(Q)} \mu_{10}^{(Q+1)} + \lambda_{i,j-1}^{(Q)} \mu_{01}^{(Q+1)} + \lambda_{i,j}^{(Q)} \mu_{00}^{(Q+1)} \text{ if } i > 0, j > 0 \tag{B.34}
\]

and

\[
\lambda_{ij}^{(Q+1)} = 0 \text{ if } i \leq 0 \text{ or } j \leq 0 \tag{B.35}
\]
APPENDIX C

MATHEMATICAL DETAILS OF THE PERIODICITY EXPLOITATION

C.1 The Cylindrical Waveguide Dyadic Green's Function

Following [34] we define two sets of cylindrical vector wavefunctions, namely

\[
M_{nm}(r; \beta_{nm}^{TE}) \equiv \nabla \times \left[ J_{|n|}(\gamma_{nm}^{TE} \rho) e^{jn\phi} e^{-j\beta_{nm}^{TE} z} \hat{z} \right] \tag{C.1}
\]

\[
N_{nm}(r; \beta_{nm}^{TM}) \equiv \frac{1}{k} \nabla \times \nabla \times \left[ J_{|n|}(\gamma_{nm}^{TM} \rho) e^{jn\phi} e^{-j\beta_{nm}^{TM} z} \hat{z} \right] \tag{C.2}
\]

The functions \(M_{nm}\) correspond to TE modes and the functions \(N_{nm}\) are associated with TM modes. If the waveguide radius is \(a\), then \(\gamma_{nm}^{TM,TE}\) and \(\beta_{nm}^{TM,TE}\) are defined by

\[
J_n(\gamma_{nm}^{TM} a) = 0 \tag{C.3}
\]

\[
J'_n(\gamma_{nm}^{TE} a) = 0 \tag{C.4}
\]

\[\left(\gamma_{nm}^{TM,TE}\right)^2 + \left(\beta_{nm}^{TM,TE}\right)^2 = k^2 \tag{C.5}\]
Carrying out the vector operations, $M_{nm}$ and $N_{nm}$ can be written explicitly as

$$M_{nm}(r; \beta_{nm}^{TE}) = \frac{J_n}{\rho} J_{|n|}(\gamma_{nm} \rho) e^{in\phi} e^{-j\beta_{nm}^{TE} z} \hat{r} - \gamma_{nm} J_{|n|}(\gamma_{nm} \rho) e^{in\phi} e^{-j\beta_{nm}^{TE} z} \hat{\phi}$$

$$N_{nm}(r; \beta_{nm}^{TM}) = -\frac{j\gamma_{nm}^{TM} \beta_{nm}^{TM}}{k} J_{|n|}(\gamma_{nm} \rho) e^{in\phi} e^{-j\beta_{nm}^{TM} z} \hat{r} + \frac{n\beta_{nm}^{TM}}{k \rho} J_{|n|}(\gamma_{nm} \rho) e^{in\phi} e^{-j\beta_{nm}^{TM} z} \hat{z} + \frac{(\gamma_{nm}^{TM})^2}{k} J_{|n|}(\gamma_{nm} \rho) e^{in\phi} e^{-j\beta_{nm}^{TM} z} \hat{z}$$

The dyadic Green's function of the electric type satisfying Dirichlet boundary conditions (first kind) is given by

$$\tilde{G}(r, r') = -\frac{1}{k^2} \delta(r - r') \hat{z} \hat{z}' + \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} C_{nm}^{TE} M_{nm}(r; \pm \beta_{nm}^{TE}) M_{nm}(r'; \mp \beta_{nm}^{TE})$$

$$+ \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} C_{nm}^{TM} N_{nm}(r; \pm \beta_{nm}^{TM}) N_{nm}(r'; \mp \beta_{nm}^{TM})$$

where the upper sign is used for $z \geq z'$ and the lower sign for $z < z'$. The constants are given by

$$C_{nm}^{TE} = -j \left\{2\pi \left[\gamma_{nm}^{TE} a^2 - n^2\right] J_{|n|}(\gamma_{nm} a) \beta_{nm}^{TE}\right\}^{-1}$$

$$C_{nm}^{TM} = -j \left\{2\pi \left(\gamma_{nm} a^2 \right)^2 \left[ J_{|n|}(\gamma_{nm} a) \right]^2 \beta_{nm}^{TM}\right\}^{-1}$$

Notice that exponential, and not trigonometric dependence on $\phi$ is used.
C.2 Elements of the Impedance Matrix for PEC Scatterers

In the text we showed that the impedance matrix entries for PEC terminations are given by

\[ A_{pq}^{(n,m,s)} = jkZ \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot \tilde{R}^{-n_s} \cdot \tilde{G}(\tilde{R}^{n_s} \cdot r, \tilde{R}^{m_s} \cdot r') \cdot \tilde{R}^{m_s} \cdot f_q(r') d^2 S d^2 S' \]  \hspace{1cm} (C.11)

where \( \tilde{R} \) is the rotation dyadic. To eliminate the rotation dyadics we can use the properties of \( \tilde{G} \) as defined in Appendix I. First, we express \( M_{nm}(r) \) as

\[ M_{nm}(r) = \sum_{i=1}^{3} M_{nm}^{(i)}(r) \hat{e}_i(r) \]  \hspace{1cm} (C.12)

where \( \{ \hat{e}_1, \hat{e}_2, \hat{e}_3 \} = \{ \hat{\rho}, \hat{\phi}, \hat{z} \} \). It then follows that

\[ M_{nm}(\tilde{R}^{n_s} \cdot r) = \sum_{i=1}^{3} M_{nm}^{(i)}(\tilde{R}^{n_s} \cdot r) \hat{e}_i(\tilde{R}^{n_s} \cdot r) = \]

\[ = e^{jn_s \phi_s} \sum_{i=1}^{3} M_{nm}^{(i)}(r) \tilde{R}^{n_s} \cdot \hat{e}_i(r) = e^{jn_s \phi_s} \sum_{i=1}^{3} M_{nm}^{(i)} \hat{e}_i(r) \cdot \tilde{R}^{-n_s} = \]

\[ = e^{jn_s \phi_s} M_{nm}(r) \cdot \tilde{R}^{-n_s} \]  \hspace{1cm} (C.13)

Similarly

\[ N_{nm}(\tilde{R}^{n_s} \cdot r) = e^{jn_s \phi_s} N_{nm}(r) \cdot \tilde{R}^{-n_s} \]  \hspace{1cm} (C.14)

Next, we define the principal part \( \tilde{A}_{pq}^{(n,m,s)} \) of \( (C.11) \) as the integral over the modes only (not including the delta function term in \( (C.8) \)). By invoking \( (C.13) \) and \( (C.14) \), expression \( (C.11) \) yields
$$\tilde{A}_{pq}^{(n_s m_s)} = j k Z \sum_{n=1}^{\infty} \sum_{m=-\infty}^{\infty} e^{-jn(m_s-n_s)\phi_s} \cdot \left\{ C_{nm}^{TE} \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot M_{nm}(r; \pm \beta_{nm}^{TE}) M_{-nm}(r'; \mp \beta_{nm}^{TE}) \cdot f_q(r') d^2S d^2S' \right\}$$

\begin{align*}
&+ C_{nm}^{TM} \int_{\Sigma_0} \int_{\Sigma_0} f_p(r) \cdot N_{nm}(r; \pm \beta_{nm}^{TM}) N_{-nm}(r'; \mp \beta_{nm}^{TM}) \cdot f_q(r') d^2S d^2S' \right\} \tag{C.15}
\end{align*}

C.3 Scattered Field from PEC DBOR's

It is possible to express the scattered field from a perfectly conducting DBOR in a very compact form involving the currents of the reference slice $\Sigma_0$. Given an incident mode of order $n_i$, the scattered field is generally given by (4.6). Using the properties of the Dyadical Green’s function and the expansion (4.14) together with (4.25), after some algebra similar to Appendix II we deduce that for a point $r$ away from the scatterer, such that $z > z'$ for any source point $r'$,

$$E_{n_i}^s(r) = -jkZ \sum_{n=1}^{\infty} \sum_{m=-\infty}^{\infty} \left[ B_{nm,n_i}^{TE} M_{nm}(r; \beta_{nm}^{TE}) + B_{nm,n_i}^{TM} N_{nm}(r; \beta_{nm}^{TM}) \right] \tag{C.16}$$

where

$$B_{nm,n_i}^{TE} \equiv \Delta_n(n, n_i) C_{nm}^{TE} \sum_{q=1}^{Q} I_{q,n_i}^{(0)} \int_{\Sigma_0} M_{-nm}(r'; -\beta_{nm}^{TE}) \cdot f_q(r') d^2S' \tag{C.17}$$

$$B_{nm,n_i}^{TM} \equiv \Delta_n(n, n_i) C_{nm}^{TM} \sum_{q=1}^{Q} I_{q,n_i}^{(0)} \int_{\Sigma_0} N_{-nm}(r'; -\beta_{nm}^{TM}) \cdot f_q(r') d^2S' \tag{C.18}$$

Evidently, (C.16) yields the scattered field in terms of TE and TM modes, whereas the coefficients of the expansion (i.e. the elements of the modal scattering matrix) are conveniently given by (C.17) and (C.18) in terms of the currents $I_{q,n_i}^{(0)}$ on slice
\(\Sigma_0\) only. A similar expression holds for dielectric scatterers. We emphasize again that due to the term \(\Delta_{N_i}(n, n_i)\) only a limited set of scattered modes are returned.
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