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CHAPTER I

INTRODUCTION

1.1 Electromagnetic Interference and Compatibility

With the rapid development of microwave engineering, electromagnetic interfer-
ence (EMI) has become a serious envuonmental pollut:on problem. Sources of EMI
can be cata.gorized into natural and artificial. Examples of major natural sources of
électromagnetic pollution, or nbise, include é,tmospheric noises produced by electrical
dischargeé(lightning) that occur during thunderstorms, and cosmic noises from the
sun[1]-[4]. Since lightning generates an extremely high momentary electromagnetic
field, its interference with electronic equipment rhay be signiﬁcé.r;t, and therefore,
many measurements have been performed and much research undertaken to study
the effects of lightning[’l]-‘[3]. Likewise, a solar noise that results from an increased
solar activity can be a source of interference to electronic equipment(4].

Artificial, or man-made sources of EMI are, strictly speaking, all electric or elec-
tronic devices. Some major sources of ma.n—ma.de eleétromagnetic noise are RF
heaters, high'A. C. iroltage trﬁnsmission lines, automotive ignitions, trains, fluores-
cent lamps, microwave ovens, communication transmitters, electric motors, etc.{5}-
{9]. Furthermore, the noise generated by the sources mentioned above can be en-

hanced by reflections from buildings and other obstacles{10]-[15] :
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There are many electrical and elect;onic devices that may not operate properly
under severe EMI. The problems attributed to EMI range from simple annoyances
" to catastrophe or permanent failure. Examples of such problems include interference
“to TV and radio reception[11],(12] and communication[13], malfunction of electronic
equipment[16],{17], and failure of digital systems. Since digital systems use low
voltage electronic 'deviceé, they are easily impacted even under a low level of EMI. To
maintain reliable performancé of digital systems, EMI testing has become a standard
test for electric and electronic devices[1.8]-[20]._

Many countries also impose commercial and military regula.tions. on the level of
emissions from electronic of electrical equipment, as well as on the eiectromagnetic

" compatibility (EMC) of such equipment with each other. The EMC regulatidns re-
quire that the electronic etjuipment be designed and built to function correctly under
‘the standard EMI levels without creating additional EMI. When designing equip-

. ment to satisfy the EMC requirements, it is désirable to predict the electromagnetic
performance of such equipment in its design stage. _To. accomplish this, numerous
prediction techniques have been developed|19]-[24]. However, one still needs to mea-
sure and test the EMI and EMC perforﬁlé,nce of the equipment to verify that it is
complies with applicable regulations.

The EMC measurement results are inevitably: affected by the measurement equip-
ment and the facilities used. For exampie, the sensor used in the field measurement
affects the field itself. Even though the measurements may include such errors, it
is said that one measurement is worth a hundred predictions. It is important that
great care be exercised in designing the facility and making the measurements to
keep the errors as low as ;Sossible.

In the EMC tests, measurements are often used to locate the sources of emission
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and the areas of susceptibility. The me.a.surements are also useful for EMC predic-
tion in that they provide magnitudes of fields, voltages, and currents, which form
the bases for the prediction é.nalysis. There a.ré several diagnostic measurements
typically performed: radiated electric and magnetic field measurements, conducted
line voltage and current measurements, and radiated and conductive susceptibility
measurements. For bé_th the radiated and .susceptibil_ity measurements, a broadband
antenna is desirable to receive and transmit the signals. This thesis deais with a de-
sign and analysis of an antenna that simplifies these EMC and EMI measurements,

.due to its extr_elhely broadband characteristics.

1.2 Desirable Antenna Properties for EMC Measurement _
and a Four-wire Antenna |

Since the majority of unintentional electromagnetic noise _occupies a wide fre-
quency spectrum, a broadband measurement technique is desirable for the EMC
measurements. The frequency range in measurements is limited by the bandwidth
of the measurement .system including its antenna. Thus, the equipment used in
broadband measurements needs to be designed to cover as wide a frequency range as
possible. Otherwise, the number of measurements becomes large and costly to cover
the required frequency range {e.g., 10 KHz to 18 GHz in electric field susceptibility
tests). Therefore, the design of broadband components[25)-[37] is quite desirable.

With the availability of broadband m_eaﬁurement equipment, broadband radiators
é.re also needed. For thié, many antenna designs, which show over 10 to 1 broadband
characteristics, have been developed and é.te used. These include spiral antennas.
log-periodic antennas, horn antennas,'té.pered horn antennas with resistive loading.

ridge-horn antennas, tapered resistive dipoles, etc.[29]-[37]. However, these antennas,
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except for the wire antennas, are inadequate fdr low frequencjr mea.éurements'since
. the antenna becomes physically toq large to handle and too expensive to construét.
A long wire antenna is one of the structures that has broadband potential and is
economical and simple to implement[33],(34]. However, the long wire by itself is not
a broadband device nor does it producé the desired field pattern. The broadband and
uniform field characteristics can be achievéd by forming the proper wire geometry
'~ and using a distributed and lumped loading at the ends of the wires[34],[37). |

The broadba.nd antennas used in EMC measurements are different from broadcast
or communication antennas in the ﬁela distribution aspect. In a broadcast antenna,
é.'high directivity is usually a desirable parameter. In EMI measurements, on the
other hand, an antenna with an excessive direcfiviﬁy may be disadvantageous[38].
An overly narrow beamwidth may not cover the entire equipment pnder test (EUT),
and would necessitate an increase in the distance between the antenna and the test
unit. |

Likewise, it is deéirable' to design an antenna for EMI measurements that éan
produce a unifdrm field distribution in the test area over a broad fre.quency range. In
radiated susceptibility tests, for example, an antenna is required to generate uniform
fields over the EUT. A ﬁapered resistive vdipole[37] is a simple wire antenna that can
be used as a wideband antenna, but it is not adequate in creating a uniform field.
If a far ﬁéld region is chosen as the test region, then a uniform field distribution
is obtained. waever, since the field intensity decreases with distances, the signal
would be too low to make the satisfactory measurements. This can be overcome by
using a near field region as the test region, provided uniform fields can be obtained
in this region. |

Another important aspect of thé broadband antenna is its input impedance vari-




ation with frequency. The EMC measurement antennas are specified with a nominal
input impedance of 50 ohms, whereas the actual impedance of the antenna may
~ be much different. Tf:is discrep‘a,ncy‘ results in a high ’volta.ge standing wave ra-
tio(VSWR) that may limit the use of high power amplifiers in driving the antenna.
In order. to obtain a lower VSWR, imf:edance matching thay be used, but this is
difﬁcuit to achieve for high VSWR cases, especially over a broadband frequency
range. Consequently, an antenna must be designed with an input impedance that
does not vary appreciably over the féquired frequency fa.nge. Besides these aspects,
it is desirable to build the antenna at a reasonably low cost.
To satisfy such requirements, a four-wire antenna is proposed in this thesis. The

advantages of the four-wire antenna are summarized as follows:
¢ broadband characteristics
o low fre_qt:éncy operation (> 50 MHz)
¢ uniform field distribution in the test region
° nbndispersive characteristics
¢ compatibility with anéchdc chamber use
. ’Iow cost and rélatively simple implementation

The idea of the four-wire antenna basically comes from the parallel four transmission-
| line simulator proposed by Carl E. Baum([39]. He found that four para.llei wires can
create uniform field distribution at the center of the four wires. The most uniform
field distribution is obtained with the specific spacing ratio of 1/+/3 between wires

of the same polarity to the wires of the opposite polarity. This idea is applied to a

v B T e e




double-V antenna, and leads to the concept of the four-wire antenna presented in
this thesié.

The four-v;rire antenna is forrﬁed by two V antennas spreading away from each
-other from the center feed (see figure 2.1). Four wires essentially form a low frequency
(low-pass) transmission system(40),[41] since they support waves whose wavelengths
are larger than, or at most equal to, the spacing between the wires. The field in the
test regioh is essentially a TEM wave with a spherical phase front. The four-wire
antenna is also a broadband radiator. When the spacing of the antenna approaches
a wavelength, the wave starts to radiate and propagate in the same direction as the
low frequency TEM wave. Thus, the high frequency limit of the fqur;wire antenna
depeﬁds only on the gap size and its geometry at the feed. An important property
§f this antenna is that it is esseﬁtial]y dispersionless—the currents on the wires, or
the TEM waves, travel at the same veloéity as the launched waves thus presérving
the phase coherence.

Besides the EMC application, the four-wire antenna can also be used iﬁ other
electromagnetic measurements such as béckscattering or radar cross section mea-

surements and surface field measurements.
1.3 'Thé‘ Use of an Anechoic Chamber

In general, outdoor rhea.surements may be more accurate than indoor measure-
ments if the ambient and other external noise sources are sufficiently small. However,
it is practically impossible to avoid such noises and weather conditions may further
delay or interfere with the measurements. For such reasons, EMC and EMI mea-

surements are often made in shielded rooms.

The use of a shielded room, however, can produce errors in both the radiated emis-
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sion measurements and the radiated susceptibility tests. The errors are attributed

to:’
e ihtérﬁal room reflections
e coupling of antennas with the conductive walls
¢ field distortion due ‘to standing w_avés
* room excitation in various cayity modes

These errors, however, can be reduced significantly by covering ﬁhe walls with ab-
sorbing materials[38]. Such rooms are called anechoic chambers.

- The anechoic chamber uses absorbing materials (absorbers) that are placed on the
_ wéﬂs, ceiling, and floor of the chamber to absorb microwave enérgy. These absorbers
* have good performance at relatively high. frequencies (above 300 MHz). However,
in the lower frequency range '(below 300 MHi), the absorbers perform poorly and
vma.y even introduce additional acattering[42]-[43]. Despite these inherent prbblems_
at low frequencies, the use of anechoic chambers is stiil a popular facility for EMC
measurements. |

| Under the study p_te:_sented in this thesis, a four-wire antenna was installed in the
tapered anechoic chamber at the Radiation Laboratory of the University of Michigan.
Bgfore installing the antenna in the chamber, distortions in field distribution due to
the chamber walls vu;ere anticipated and are a.nla.lyzed here. It wﬁs expected that
the performance of the four-wire antenna in the chamber at high frequéncies (above
300 MHz) would be essentially the same as in free space, while the low frequency
performance would be signiﬁcantly diﬂ'érent from that in free space. The chamber

resonances and reflections would have a significant affect on the field distributions.
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Therefore, to fully understand the performanee of such an antenna in the anechoic
chamber, the analysis must take into account the antenna and the chamber as a

whole.

1.4 Overview

Chapter I presents the introduction of this. thesis. Chapter II presents an anal-
&Sis of the four-wire antenna when it is located in free space. In this analysis, an
appropriate loadiﬁg resistance is determined that eliminates the standing waves on
the wires. Then the‘inp.ut impedances and the field distributions are computed to
characterize the antenna.

Chapter III presents an analysis of the wedge absorber used in the anechoic cham-
ber Vbased on the method of moment technique. Volume-surface integral equations
are developed for this analysis; When considering the whole chamber it is desirable

to simplify the wedge absorber to an equivalent layered slab to reduce the size of -

the (numerical) problem. The equivalent layer is formulated so that its reflectivity is

compatible with that of the original absorber. These results are then used in é,nalyses
presented in Chapters IV and V. |
Chapter IV presents an analysis of a dipole antenna when it is located near lossy

dxelectnc la.yers backed by a perfect conductor. A Green’s function is derived which

satisfies the wave equat:ons with proper (absorber) boundary conditions for this

analysis. Lossy dielectric layers with conductor backing simula,te the absorbers and

‘the chamber wa.lls, respectively. This partlcular study provndes pertment. information

on the performance of the absorbzng materials that are illuminated from nearb\ wire
antennas.

Chapter V presents an analysis of the tapered anechoic chamber with the fi..:
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- wire anten.r.xa using a three dimensional finite element technique. To reduce the
total number of unknowns, the chamber geometry is simplified by replacing the
pyramidal absorbers with equivalent absorbing léyers. In the analysis, currents and

field distributions are obtained at frequencies below 100 MHz. |

Chapter VI deséribes the constfuction aﬁd the installation of the four-wire an-
tenna in the anechoic chamber. The elecfrical performance of the antenna and the
test measurements are presented. -The_sé include the antenna impedance measure-
meﬁts, field distribﬁtion measurements, 'é.nd sample meuureﬁents of surface current
and backscattering. |

Finally, Chapter VII provides conclusions and suggestions for future work.



" CHAPTER II

ANALYSIS OF FOUR-WIRE ANTENNA IN
FREE SPACE

- 2.1  Introduction

In this chapter, a four-wire antenna ié analyzed in free space. The results of the
analysis provide daté. that are necessary for the design and construction of a four-
wire antenna. The results of the analysis are also used to predict the performance '
of the antenna. |

The free space analysis provides input impedances, current distributions on wires,

field distributions, and optimum loading resistance distributions. To obtain the cur-

rent distﬁbutions, the co_niputer code called Numerical Electromagnetic Code (NEC)
[44] is used. The NEC program uses the method of moments to solve an integral
equatioh for the electric field. This equation, given below, models the electromag-

netic response of thin-wire structures of small or vanishing volume conductors. When

~ an incident electric field, £ is given, the total electric field is written as -

E’tot(ﬂ = Eiuc‘('-.') + E‘acaf(,'.‘) (2.1)
where
; Ezm(,—.) = Z(f j’(,-.)
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 to the current density and Et*(7), E"“(F), and E**(7) denote the total, incident,
and sca.ttered.ﬁeld, respectively. In the above equations and throughout the thesis,
ezp(jwt) time convention is implied.

Once the current distribution on the antenna is obtaiﬁed for a given véltage
source, the input iinpedance is calculated by dividing.the dri'ving voltage by the cur-
rent at the input terminals. The total field distributions are obta.med from Eq.(2.1)
by substituting the computed current denmty J (r’ ). The ana,lyszs is performed up to
1 GHz since the numencal implementation is computationally too intensive at higher
frequencies. |

In section 2;2 the §ptimum loading distribution is determined to suppress current
reflections from the wire ends, thus enhancing the antenna ba.ndw:dth In section 2.3
the computed input 1mpedances of the four-wire a.ntenna. in free space are presented,

and in section 2.4 the computed field dxstrlbutlons at the test area are presented.

2.2 Effects of Loading Resistance on Current Distributions

A long wire is usually used for a Atravelir‘xg wave antenna. When one end is excited

by a source and the other end is open, there exists a standing wave pattern that is
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the result of two waves propagating in opposite directions along the wire. Since the
waves are radiated even though the medium is lossless, the waves propagating in
opposite directions do not have the same magnitudes, except at the open end. The

resultant standing wave has a decaying sinusoida! wave form. The long wire antennas

~are usually designed to have a traveling current wave only in one direction. This is

achieved by loading é, proper impedance at the end of the wire so that the reflection
at the end is mlmmlzed The value of the proper impedance is usually adjusted
about the cha,ra.ctenstlc lmpedance of the wire a,ntenna to minimize the reflection.

- By using loading to produce traveling waves only in one direction, the antenna
illuminates single direction and produces a moré uniform field. In addition, the
voltage standing wave ratio (VSWR) at the feed point is acceptable over a broad
frequency range. |
| The effective resista.née loading over a:bx;oad frequency range is obtained by using
distributed resistances. The proper loading resistance distributions are achieved by
considering the following: since the high frequency waves are highly dependent on
the slope pf the loading resistance per unit length and are dissipated over a short
distance, the ea,rly part of loading resistance must have a small value and vary slowly.
The low frequency waves .a.re less. sensitive to the slope of resistance and propagate
farther in qomparison to the high frequency waves. Therefore, the laﬁter part of the

loading resistance can be changed more rapidly and the value must be large enough

- to dissipate the lowest frequencies. Consequently, the length of distributed loading

resistance must be sufficiently long to eliminate the lowest frequency wave without

‘allowing the highest frequency wave to be reflected due to abrupt changes in the

resistance.

There are a number of ways to distribute the loading resistances, including the
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forms of quadratic, exponential, and inverse functions. In this analysis, a quadratic
function is chosen, |
R(z (z=01, ifl<z<li+ig e
l(i’o) = (2.2)

0 otherwise

where
' z distance from the source along the wire [em])
R(z) : resistance density [ohxﬁs/cm] .
Ry: maxirﬁum resistance density at the end of the wire [ohms/em]
[: antenna wire length without the loading resistance [em]

[p: the length of loading resistance [cm)].

Figure 2.1 shows thé four-wire antenna with the loading resistance distribution.
With this loading dxstnbutxon, the wire currents on the antenna are computed for
deferent va.lues of Ry. The results are shown in Figure 2.2. The antenna wires are
15 meters long (I--15 m) and the loadmg resistances are dlstnbuted over 3 meters
(ln = 3 m). The opera,tmg frequency is 100 MHz. For the distributed resistances
with Ry = 10 ohms/cm, the resistance value is too small to eliminate‘ the staﬁding
waves, The current with this loa&ing is not sufficiently attenuated at the end of the
loading. Thus, there exists a reflected wave at the end of the loading that generates a
standing wave in currents. When Ry is 100 ohms/cm, the fast increase of the i_nitlial
section of the tapered loading causes reflections that givg rise to a standing wave

/in currents. Using a trial and error approach, the loading with Ry=18 ohms [em is
found to eliminate the standing waves almost entirely. With this loa.dmg resistance
dlstubutxon, most currents are dissipated before reaching the end of the loading and

the slope of resistance is sma.ll enough as not to reflect the waves.
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Figure 2.1: The four-wire antenna with loaded resistance distribution.
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Figure 2.2: Current distribution on the wire of the four-wire antenna.
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Figure 2.3: T as a function of R, at 100 MHz.

Figure 2.3 shows a reflection coefficient, I, as a function of maximum resistance

density, Ro. The reflection coefficient is defined as

T = Average [—%—:ﬁi—;—:ﬂ - (2.3)

where I... and I, are locally maximum and minimﬁm valués of cﬁrrént over a
distance of a half wavelength, respectively. Figure 2.3 indicates that the optimum
Ro is 18 ohms/cm for the resistance dxstnbutlons of Eq.(2.2). Computatxons also
' showed that the same resistance distribution eliminates the standing wave effectively
in dipoles and V antennas of the same length and diameter as the four-wire antenna.
Numerical results also showed that the maximum resistance value, Ry, is not depen-
dent on the inside angle of the four-wire antenna. This optimuni ioaﬂing resistance is
valid for higher frequeﬁcies as shown in Fi;gure.2.4 for the four-wire antennas, where
I is plotted as a function of freqixency. However, the optimum value of R, did seem

to be highly dependent on the radius of the wire. The optimum R, decreases as the
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Figure 2.4: T as a function of frequency when Ry = 18 ohm/cm.

- wire becomes thicker.

Harold E. Foster studied the current distribution on a fransmission-line for various
type of loading resistdnce[45]. In his study, Foster ﬁsed a one meter Ioﬁg transmission-
line when the wavelength was 8/ 9 meters. The loading resistance was distributed
over one wave]ength;' He obtained optirhum current distribution when the loading

was an inverse resistance function of the distance and given by

R(z) = g—Zo( .1 i pl 1). [ohms/meter] (24)

where Z; is the characteristic impedance of the transmission-line and 2 is measured in

meters along the line. Using the resistance distribution of Eq.(2.4), Foster obtained
a reflection coeﬂicienf. of _a.Bout 0.005. Although his inverse resistance distribution
is optimum in transmission-lines, it is not clear ﬁhethet it is valid for the four-wire
antenna since the characteristic impedance of the four-wire antenna is not constant

due to diverging geometry of the wires. In our analysis, the comparison of various




17

loading resistance distributions for a long wire antenna was not performed How-

- ever, according to the Flgures 2. 3 and 2.4, t.he quadratic function distribution with

optimum Ro produces sufﬁc:ently good results when compared to Foster’s results.
Foster also showed that a.lthoug‘htthe continuous resistance distribution reduces
the reflection coefficient more than the discréte loading resistance, an eighth of A
wavelength Spicing of lumped resistances produces very nearly the same current
distribution and transmission-line lmpeda.nces as a continum of resxsta,nce loading.

The numerical computation i in our analysis conﬁrmed that the same is valid for the

four-wire antenna.

2.3 Input Impedance

The useful bandwidth of an antenna is the range of frequencieé over which the
antem.i'a. rria.intains_'_a certain recjuired input impedance, radiation pattern, and po-
larization characteristics. When designing an antenna to opera.te.over'a. large band-
width, the major taé.k is to maintain a desired input impgdance and radiation pattern
characteristics. Since the main interest of this study is in the near field region, the

primary concern is to maintain the desired input impedance over a wide frequency

‘range.

To find input impedance, the current was calculated for the given voltage source

- and then the applied voltage was divided by the current at the input terminals. Fig-

ure 2.5 shows the input impedance of the four-wire antenna with and without loading

‘resistances. Without loading; the impedance oscillates as a function of frequency,

and this would not be adequate for broadba.nd operation. With proper loading,
the input impedance oscﬂlates below 50 MHz and becomes uniform above 50 MHz.

Hence, the low frequency limit with such e loading is 50 MHz.
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Figure 2.5: Comparison of input impedances between open and loaded terminati -
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Figurg 2.6: Input impedance of the four-wire antenna with resistive loading.

Figure 2.6 shows .t.he input impeda.nce of the four-wire antenna with the loading
for expa.nded frequency range. Based on the input -i@pedance, this analysis shows
that the pdssible frequency range is from 50 MHz to over 1 GHz. The upper frequency -
limit, however, is eﬁcpected. to extend to about 5 GHz; according to the trend of

Figure 2.6, and is limited only by the geometry of the feed. _
2.4 Field Distribution

Since the four-wire antenna system will eventually be used in an anechoic cham-
ber, the design parameters such as wire length, inﬁez_‘ angle, loading length etc. must.
be chosen imder the consideration of the anechoic chamber geometry, The anechoic
chamber at the University of Michigan has a tapered ,crosé section that is shown in
Figure 2.7. The main d_imensions of the chamber are 18 feet wide, 60 feet ldng, and

18 feet high. The anechoic treatment consists of 72 inch pyramidal absorbers on the
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Figui‘e 2.7: Geometry of anechoic chamber.

endwall of the chamBer; 24 inch and 18 inch pyramidal absorbefs, and 12 inch wedge |
absorbers on the side wa,lls, ceiling, and floor surfaces of the 18 ft. x 18 ft. X 22
ft. test region; and 18 inch pyramidal and 12 inch wedge absorbers on'remaining ,
surfaces of the tapered sectxon In addition, the 140 square feet of the test region
floor surface is treated with 24 inch wa.lkway absorber.

Carl E. Baum(39] reported on a parallel four transmission-line simulator designed
for a uniform field distri_bution near the center of the four wires. He found that the
foﬁr wires can create the best uniform ﬁéld distribuﬁion at the center of the four
wires with the specific spacing ratio of 1 / \/5 between wires of the same polarity to
the wires of the opposite polarity. | |

To find the widest uniform field distribuﬁions around the test region for the four-

wire antenna, field computations were performed for various lengths and wire angles
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considering the dimensions of the anechoic chdee;. ‘The Baum’s ratio was found -
to be applicable to the four-wire antenﬁa based oﬁ an inner angle ratio instead
of 5. spacing ratio. The optimum dimensions that have the _widest' uniform field
distribution are | |
o = 4.85 degrees : B = 8.37 degrees
{ = 15.0 meters lr = 3.0 meters

where a, 8, | and g are deﬁned in Figure 2.1. The wire diameter is 0.125 'inéh. For
these dimensi_oxis, t.hé four-wire antenna has a uniform field within % 0.5 dB within
a region defined by a two meter diameter sphere. |

A design with four wires symmetrically placed was also investigated. With such
an arrangement, the field distribution is not optimal, but some flexibility is provided.
The configuration allows the user to change the pbla.riza.tion_ of the antenna by simply
selecting the ﬁfoper excitation at the feed point.. Also, the symmetric arrangement -
is more compatible with the square crd.ss section of the chamber.

With the following design speciﬁcatiéﬁ, the antenna_ cé,n illuminate the uniform
field distribution within +0.5 dB inside a target areé. defined by a 1.2 meter diameter
sphére. -

a = 8.37 degrees : - B= 8.37 degrees

l = 15.0 meters o Ir = 3.0 meters
Similarly, a 1 dB uniform field distribution exisfs within a two meter diameter
‘sphere. Figure 2.8 shows the field de\(iation within a test region defined by a two
meter diameter sphere at various frequencies. In Figures 2.8(a) and (b), the field
deviations along the horizontal and vertical axis of the cross section plane, which is
located 14 meters from the feed, are shown, respeétively. .These fields are normalized

to the field at the center point. Figure 2.9 shows the field deviation along the
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propagation dire_ctidn. In this figure, the fields are normalized to the field at the 14
meter point. |

In Figﬁre 2.10, the field deviation is shown as a function of frequency in the test
zone of a one méter diamgter sbhere. The degree .of field deviation is defined as thé
ratio of th_e'maxi:r.xum field to ihe minimum field within the sphere. Here, we see
that the deviation is :i: 0.25 dB from 100 MHz to 1000 MHz.

In practice antéﬁnas are usua,lly located at a sufficient distance from other ob-
stacles that they may be analyzed as isolated antennas in so far as impedances and
current distributions are concerned. The four-wire antenna under consideration will
be built in an a,nechoxc chamber relatively close to the walls. Hence, it is expected ‘
that a substa.nt:al mteractlon between the antenna and the chamber will occur. This

interaction is considered in the following chapters.
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Figure 2.8: Field deviation at the cross section plane that is 14 meters from the fovd.
Fields are normalized to the field at the center point.
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Figure 2.9: Field deviation along the prbpé.gation direction. Fields are normalized
to the field at the 14 meter point from the feed.

MAX-MIN FIELD UNIFORMITY [d8]
o
H

0.0 1

0 <00

400 €600 800 1000
FREQUENCY [MHz)

Figure 2.10: Field deviation of target area versus frequency. Field deviation is de- -
fined as the maximum field divided by minimum field in the one meter

diameter sphere.



CHAPTER III

FULL WAVE ANALYSIS OF WEDGE
| ABSORBER

‘3.1 Introductien o

In this chepter, a fuil wave analysis of the wedge e.bsorber is performed to obtain
an equivalent layer. The 'equivé.lent layer is formulated so that its reﬁeetivity is
compat:ble with that of the original absorber This equivalent layer is then used in
Chapter V, where the four-wire antenna in the cha.mber is solved numerically.

The use of ‘wedge type absorbing materials is gaining popula.rxty in anechoic
chamber linings, espec:ally on side walls where mc:dent illumination is near graz- -
xng A substantxa.l number of studies have been done on these ma.terxals and their
apphca.txons, both expenmentally and theoretlca.lly[46] a.nd in the latter case, high
frequency techmques such as geometrical theory of diffraction (GTD) have been
applied. In this chapter a numerxca.l techmque is presented tha.t covers low- and
mld-frequency regxons in order to a.na,lyze the sca,ttermg created by an infinitely long
periodic wedge absorber backed by a perfect conductor_.

| The wedge absorbers used on the side walls of the anechoic chamber have a "
periodic structure in the transverse direction. - The perlodlc stmctures have been

studied by many resea.rchers both analytlcally[47] and numerically[48]-[52]. Usually,
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these structurés_ #re gata.g’oriZéd into two classes of p'roblems: a dielectric surface
scattering préblem[48],[49] and a metallic ;r resistive grating -prdblem[SO]—[52]. Both
problems are solved by 'using the surface integral equations for electric and magnetic
fields. The surfa.ce integral equations, hoWever, do not include .the multiple reflections
that occur due to the finite thickness of the absorber. When the absorber contams'
a finite dielectric volume or depth the volume mtegral must also be used.
‘The volurne-surfa.ce integral equations (VSIEs) were introduced by Jin, et al.[53]

to solve these types of problems The ongmal VSIEs were formulated only for a
side mc1dent wave (whlch means that the 1nc1dence plane is perpendicular to the
longitudinal axis of the wedge absorber) and this leads to two decoupled integral
_ eqixations for E- and H-pola.rizéd cases. Howéver, when freating the absorbing wedges
on the side walls of an anechoic chamber, the forward incident wave (which means
the incidence plane is parallel to the longitudinal axis) must be considered since the
wedges are ill_uminatéd by such a wave.

In this chdpter,-,the VSIEs are modified with proper boundary conditions, The
resultant VSIEs a;re two coﬁpled (for forward incidence) or decoupled (for side inci-
dence) integral_ équations for longitudinal electric and 'niagnetic fields. The modified
VSIEs are then applied to the forward incidence problem as well as the side incidence
problem of the wedge absorber. ance the wedge absorber is a periodic structure, the
Floquet mode expa,nsxon can be used to reduce the analysis region.

In section 3.2 the modified volume-surface integral equations are derived and ap-
plied to a peri_odié geometry. The m.lmeri.ca.l technique is described in section 3.3. In
order to obtain mﬂistic results, the dieléctric z.md‘ the mégnetic constants of the ab-
sorbing material were measured using the co#xial line technique. The meééurements

and‘resu_lts are presented in section 3.4. Finally, in section 3.5, numerical results for
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Zz

Figure 3.1: Infinitely periodic cyliridrical structure on a perfect conductor (P.C.).

the absorber are presented. Also, an equxvalent layered slab is obtained for which
the reflection coefﬁcxents are similar to those of the wedge absorber. The use of
an equlva.lent slab reduces the complex:ty of the problem, especially in numerical

analysis.

3.2 Formulation

Consider a cylindrical or two dimensional structure composed of periodic arbi-
trary cross sectxons embedded in a single surroundmg medium as depicted in Fig-

ure 3.1. In the cylmdncal geometry, provnded the axial component of the propagation

‘vector is known, two components are sufficient to obtain all the six electromagnet:c

field components from Maxwell’s equations. Therefore, a formulation of equa.tions to

solve for any two components of the field is required and here, the axial components

of the electric and magnetic fields are chosen. Oncé_ the a.xiél components, E, and
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H,, are found, the other four field components are obtained from

_ =ik, (8 wp i
E‘*k (3::E+k By )
--Jk _wp 0
Tk 8.1:
Jk, we 9
F-E (6:: s E)

sz (6 WCa )

where k, denotes an axial component of the propagation vector and k2 = kiure, =

wipe.
In an isotropic homogeneous medmm the £ component of the total electric or

magnetic field, denoted by F(f"), satnsﬁes the scalar wave equa.txon o
V°F () + k*F(7) =0
Applying Green’s second 1dent:ty to this wave equation and the free space Green s
function, Go(F, "), which satisfies |
ViGu(F P) + KGo(F,7) = —6(7 = )

one can obtain an integral equation for the 2 component of electric field inside the
- dielectric medium, E,(;’),. as

f(GoV'E (') ~ E, (r’)V'G'o) dF’+ k3 /(ﬂrfr - 1)E, (r’)G'odﬂ' E, (1"') (3.1)
In free space or outside the medium, the mtegral equa.tlon for the £ component of
electric field, E:(r’), s

FCVER) - BXF)VG) d = Be®) - B2) (3

In the above equations, f} and T’ denote the volume and boundary surface of the

dielectric medium and 7 and + represent the field and source point vectors, re spae

tively. E?(7) is a 2 component of the mcxdent electric field and is given i1 *+.«
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form
E™() = Eoexp{—j(kziz — kyiy + kiiz)}

| For side and forward incidencesb, which are shown in Figures 3.2(a) and (b), respec-

tively, ‘the‘propaga.tion vector of the incident field is defined as -
ki = koid — kyif + kyi

where

_ J ko sin ¢: for side incidence

kxl' ’ ‘ ‘
0 for forward incidence
.
ko cos ¢; for side incidence
kyi =9 .
. kocosl; for forward incidence
‘ 0 for side incidence
k,,' = : '

kosind; for forward incidence

and ¢; and 6; are angles of incidence measured from the axis normal to the zy and
yz planes, respectively.
In a way similar to the one described above, integrél equations inside the medium

for the 2 component of the magnetic 'ﬁeld, H.(r), are obtained as
Jﬁ(GoV’H.(i’) - H,(P)V'Go) - dT’ + K2 fn(u,e, _ 1)H,(P)God¥' = H,(7) (3.3)

and for H:(rj), in fte§ spaée,aé. |
F GV H () ~ HAF)V'Go) - T = H™(7) - H(7) (3.4)

Next, we apply the boundary conditions which require that all tangential fields( £, .

H,, E;, and H,) be continuous across the boundary surface, I When the incident
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_
PC. - P.C.

(a) Side incidence ' (b) Forward incidence

Figure 3.2: Ixicident wave configuration with respect to the geometry.

wave propagates perpendicularly t-o: % (side incidence), E- or H-polarization is de-
fined in a conventioha.l wé,y in which eithér'E, or H, exists. We choose E, and
.H; (= 18E) for _E—pqla_rizatibn; and H, and E (= %%—’ff) for H-polarization to
be continuous(bdunda.ry conditions) at the dielectric/air boundary. By corﬁbining
Eqgs.(3.1) a.n.d (3.2) (for E;j:ol.arizaﬁion) a.nd Eqs.(3.3).and (3.4) (for H-polarization)
_.with_the boundary conditions, we obtain two decoupled integral equations for both
polarizations. |

However, when the propagation véctor of the incident wave has a nonzero 3
~component and a zero £ component (forward incidence), both E, and H, exist at the
same time. In this casé, it is preferred to enforce all tangential fields to. be continuous

on the dielectric-air boundary for the purpose of formulation even though some fields

 are related through Maxwell’s equations. The transverse tangential fields, E; and H;,
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can be written in terms of # component of fields, E, aﬁd H,, as

_ ik (0, wuom)
E = T (-5[_ +_ r. an ) (3.5)
_;_ -jk. (OH, weBE,\ _ :
H = ———kz my (“‘aT - "'c': o ) (3.6)

- where { and # denote the unit transverse tangential and outward normal vectors
- on the boundary surface, respectively, as shown in Figure 3.2. On the condﬁcting
boundary surface, the tangential electric fields, E, and E}, and the normal magnetic

field, Hy, are zero or from Eq.(3.5)

Tm=m=%m=o

By enfofcing_thése boundary conditions on Eqé.(3.1) through (3.4), two coupled

-integral equations fqr E, a.nd H, are obta.ihed as

272 E
kf kkz T aler )E (r')GodV"*'j r(k2 oy 7y Go‘9 (1' )dS'
ks (k3 — k"')w,uu OH, () k2 k2 - 36‘0
M G I R Ty ey i k=))E ")
zp:k—:.r);Es(ﬂ , 7 inside dielectric
I z-,fﬂp-” __2 E(7) 7 outside dielectric
= —_"—'-kg — sz;nc + { o 'kz ' " ) B (3.7) .
2 %((p_—ﬁ;: + mé“;ﬁ)E,(f-‘) fon Iy
‘ 0 FfonT,
k"‘k’ ' +.8Go, ..,
0 k% - kz("' - "")H ("’)GodV' -—/ (k2 kz))H ( °]d.S'
ko (k2 — k’)weo OE,(r") kK k2 - 8Go
A R - IR T« by fen ey a2
WF;H (F) f inside dielectric
_ ' n WL_‘_";;;H (7) ' 'l _outside dielectric (3.5)

l(zzr:g).—,ﬂrr:?m)ff(ﬂ on Iy
_ ng-fmﬁ,(i’) Fon T,
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where ' = T 4 + T, and Ty denotes the d:electnc/free space interface and [e the
d:electnc/perfect conductor interface. The integral over I' can be evaluated using
| the Cauchy principal va.lue 1ntegral to remove the singular point, = r, from the
integration[55]. . o |

This fofmulaﬁon for E; and H, may yield unreliable results when ik’ — k2| is zero
as is noted in [54]. When the value of "c’ - k2| ‘i:s very small, but not exactly zero,
the numerical solution of the above equations may not be stable. The trouble can
~ be overcome by multiplying both sides of Eqs.(3.7) and (3.8) by (k2 — k’) Another
way to avoid this d:fﬁculty is to formulate the equations in terms of transverse fields,
that is, E; — E, or H, — H, as was done in [54].

In this formulation, tho coupled terfns appear because both E and I-f have a
nonzero axial component when the incident wave is forward The nonzero axlal com-
ponent of a magnetic (or electric) ﬁeld induces an ax:a.l surface electric (or magnetlc)
current on the d:eleotrlc surfaces. The equivalent elcctnc current for a scattered field

due to the existance of the axial component of magnetic field in Eq.(3.7) is

k*— k2 BH,
O]

Jr = —jk,
and the scattered field due to the equiva.lent current is
E, = —jwu, L J,GodS"

A similar intefpretatioh can be made for the coupled term of Eq.(3.8) with the
equivalent magnetic ourrent. |

For the case of side incidence, the coui)led terms disappear beca.uso H, is zero in
Eq.(3.7) and E, is zero in Eq.(3.8). In other words, k is zero for the side incidence,
and hence, the coupling terms of Eqgs.(3.7) and (3 8) are zero. The physical inter-

pretatlons‘ for the other terms of Eqgs.(3.7) and (3.8) are corresponding to those of
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- Eq.(13) in [53]. |

Since the dielectric niedium has an infinite dimension in both the £ and £ axes,

‘ the volume and the surface integrals in Eqs;(3.7) and (3.8) should be evaluated over
infinite intervals. The i'nﬁnite integrations in the direction, however, can be reduced
to the infinite summations of integrals over one 'pgriod interval by taking advantage
of the periodicitjf. Also, the infinite integration in the # direction can be performed

' analytical'ly by explcﬁting the cylindrical geometry. With periodic properties of fields,

the 2 component of electric or magnetic ﬁeldé, F(7), can be written at any point as
‘ F(.’L‘ +mPy,z2) = F(:L', y,O)e:rp(-jk,.'mP)c:cp(—-jk,,-z) - (3'9)

where m is an arbitrary integer and P is the period. The free space Green function,

Go(F,7), can be expanded as an integration of plane waves as

-
7

GolF\7) = exp(—jk|F ) ax [~ 7
R
== BT |
expl—i{k;(y —¥') + kele &) + huz = )I/K) (310)

where

" k¥ fory>y'

v

kj fory<y

k:':._k;'.= —Jm for .k<\/kg+k3
- \/k’_-k:‘;—-—k,’ 'fork>1/k3+k3

Using Eqgs.(3.9) and (3.10) with the following relations

and

o o0 .
2 ezp{~jmlky — k,)P} = Y 2.’55(1;,.. ki ~ 2nr
M- . n=—co P _ P

,_[oo ezp{--jz(k,,-‘-‘k,)}dz = 27"6(]‘”' - kz)
~00
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Eqs (3. 7) and (3.8) can be rewntten as
k’k’ k? '
repy - 1eay "') et ool
k, (k3 - k’)uﬂo k2 k?
+ I3 2
(k2 — k2)(k3 — k2) " %= (k’ B (- k’))I :
_ ( mE,(F) L ¥ inside dielectric
. 2 . . . :
R’ fpine T-g':‘me',(f-') ' T outside dielectric
= Bk + ¢ (3.11)
o 2(m-)— + zp':“p—)E (1‘"‘) r on I‘d
L0 Fon I‘
kgk’ 1 ko
ke = ), - e — i)
k(R ~ k’)wco k2 ko
MRCE AR i e
f :
m_ﬁ,(r"j | 7 insi‘de dielectric
2
k2 ine m-'f"—,—_ H,(F) 7 outside dielectric
= e | W (312

where

-]
Il I

e
]

k3 — k2
g(m'g-);-l-—r’f,f;r)H (F) ¥ on I‘4

; z-,-‘yfp—H (7 von I,

f f Az, y) ZRLZi kY = ¥') + Koz ~ o) + &,2]) dz'dy’

m---oo : k+
exp{—j[k kz -2 .
—F Z / ',y’)(nzk +n,k ) zp{ ][ v(y y)k't (.‘b :t)-l-k z]}dll
_ ’ —_
Z / A(-‘t yr) ezp{ ][kt'(y -y )k+ ’C,,-(I T ) + k"z]}dzf
m—-—oo . ]
2mr
ks = ky
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In the above, Sp denotes the cross section area of the periodic cell and Ip denotes a
| boundary line of the cross section of the celi. The function A(z’, 3’) represents H.(7,
E, () or their derivatives with respect to / 6:- n indicated by the subscript of 7. Also,
™ represents the mt order of Floquet mode. The 0“" Floquet mode cbrrespohds to
the specularly reflected or transmitted wave. The modes correspondmg to m, such
that k < \/k"’_-{-Tf, are evanescent modes that decay exponentially in the § direction.

‘As shown in Eqgs.(3.11) and (3.12), the infinite volume and the surface integra-
_ tions are reduced to the infinite sunﬁmdtiouq of the.surface a;nd the lfrie integrations
over one period, respectively. While the infinite integrations of Eqs.(3. 7) aﬁd (3.8)
converge slowly, the infinite summations of the above I’s converge fast. Some alge-

bra,lc manipulations after d1v1dmg the summation into two cases, when m = 0 and

m # 0, give the following forms that converge more fa.st.

L= 2P// ’y')

+ —-—In{[l - ea:p(-]-—(:v ~2z') - '—Iy y’l)l

i

ezp{--; [kosmﬂ (z -z ) + kocosb; Iy Y| + k. 2]}

[1- ezp(J—(w —-z’) ~ -—ly y' DI}

+ Z{ezzat—:{(——msme e =)+ ki = y')}]/k*

mz=]
| P
= srpeeplmil e =) = 2Ty

+ czp[-—]{(-—-—-— + ko-?iﬂgi)(-'t — )+ k7 (y - yIN/k;

—(z - 2') - J--—ly y’l}]}]dz’dy

i P
- 2Jm -'cp[-J{

: - v et (z)kosmﬂ — kocosf;sgn(y - y’)
Ia = EF./A(:’y)[ . kocosb;

czp{—-j[ko.sznt?-(z ~ &) + kocosily — y'| + k,z]}
= U+ jagnly = y oo = ) = dly = ¥

+ TE) sl - Vleot(Z1E= ”’*"” =90y _ gagn(y — 4}
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+ f: {f’(z')(m + k@inﬂ.-)ezp[—j{(m + kosino.-)(z -z') + k;"(y - y')}]/k;’

- if (z’)ezp[-3{ -—-(z - z') - J—-—Iy y'l}]
~ sgn(y - y’)ezP[-J{(-—- + ko.sma Mz —2') + k*(y ¥)H
+ sgn(y—y )ew[-J{-;-(z ~2')— —;;-(y -y}

+ Z {72

ma=]

+_]§osin9;)czp[fj{(:—2ﬁrﬂ + kosinb:)(z — ') + k5 (y - )} )/k
+ if'(= )ew_pb'{-;,—(z - r’) +J'~2%£ly -y}
= s9n(y ~ ¥)ezpl—i{( T2 + kosind)(z =) + K} (y — ¥ )}]

e~ )~ - e

+ sgn(y — v')exp[—j

5 = %/A(z',y )[k e:::p{ J[ko.sm0 (a: &') + kocostily — y'| + k.2]}
+ ——ln{n ezp -:—-(a-—m ) - --:y —y m
[1- ezp(:-—(z -3 - —-Iy v} |

+ 3 (empl-i{(2E 4 hosini)(z = )+ k(g — v)V/kt

- 21:; ezp[—j{ --—--(z -z}~ J-—Efy -'[}]
+ ezpl-a{(--— + kosz'ne-)(z — o)+ k(v -y ))/ks

(ﬂ:—x') J—-Iy y'|H} L+ f(@')de’

- 217:; expl~i{ =
In the above expressions, f' (z) represents a deriva.tiire of a boundary surface function
with respect ttl). z. The sgri(y - ') denotes +lify 2y and -1 ify<y.
Fq; the half space problem, Eqs.(3.'7) and (3.8) caﬁ be éimpliﬁed and solved
| analytically to obtain the reflectivity and the tri.a,nsmittivity.' The periodic structures

in both & and # directions can also be formulated in a similar manner, but are not

considered in this thesis,
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Figure 3.3: Cross section discretization of cylindrical structure over one period.
3.3 Numerical Procedure

The resultaht, integra,i equaﬁipns over one period of Eqs.(3.11) and (3.12) are
éolved numerically using ti:ue point matching technique. In order to apply this tech-
‘nique, the dielectric region and the boundary lines are _diséretized into N cells as
shown in Figure 3.3. The cells are plane éegments inside the dielectric medium and
line segments on the boundary. Next, we can :a.pproxi‘mate the unknown ﬁeid in
terms of a’set of pulse functions. For the field inside the dielectric, we write

N _
F(M)= .}_; FP,

where F; is a pulse function being one in z"‘ cell and zero elsewhere, and F, is an
unknown coefficient. _Simil@rly, for the field of dielectric/free-space boundary,

) M
F(A) =Y FP

: =1
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and for the ﬁé]d‘ of dielectric/conductdr.‘bou_ndary,
Fy(f) =Y FiP;
o=l
: Hefe, N, M and L denote the tota! number of segments inside, on the dielectric/free
space boundary, and on the d:electnc/conductor boundary, respectively. The normal

derivative of the field, which appears in the second mtegral of Eq.(3.11), is also

considered as an unknown field and is expanded as

EKP

i=1
where K; is an unknown cbefﬁcient as was done in [55]. Note that when a normal
derivative of an unknown field is considered as a variable, the field itself need not be
considered as a variable. The derivative of field with respect to { can be approximated

as

: -aa—? = (F(r‘,.,.;) -~ F(r,+l))/(":+l - "J-l)

at r; where r;4; and r;..; are centers of adjacent line segments of r; at the dielectric/free-
space boundary. Every segment, tvherefore, has two unknowns: E, and H, or §E, [on’
and H,. | | | _

With thesé pulsé ‘expa.nsic»‘ns of the field, there are 2(N 4+ M + L) linearly inde-
pendent equations with 2(N + M + L) variables from Egs. (3 11) and (3.12). These
.hnea.r equations are then solved using a matrix inversion process.

After solvnng for the fields in the dielectric medium and on the conductor, the
fields are computed at any pbint of free space using Eqs.'(3.ll_)ra.nd (312) The fields
that #re sca.ttex.'ed‘by truncated periodic wedges are‘dbta,ined using an array factor,
AF,. which'is writtén as |

sin{BE (k. + kosing)}|.
sin_{-?(ks; + kosing)}

|4F($)] =
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Flgure3 4: Dielectric constant measurement set up for microwave absorbing mate-
rials.

The scattermg pattern is then g:ven by

IA(¢)I = |Ai(#)] - |AF|

- where N, is a total number of wedges. In the above, A1(¢) denotes the scattered

electric or magnetic field computed over one period.

3.4 Dielectric Co@stant Measurement

To provide realistic and practical results, the dielectric constants of the wedge
samnples were measured using a coaxial line measurement technique with a microwave

Network Analyzer[56]. Figure 3.4 shows the equlpment set up and mstrument;s used.

 Afull 2-port ca.hbratlon [57] is performed at the calibration planes shown in the figure.

This essentially eliminates the reﬂectlons_from all the connectors except the air-line

~connectors. The reflections from the air-line connectors are eliminated using time
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dbmhin gating techniques. ‘However, one should be careful when using the gating
techmque since it may introduce errors, especially at lower frequenc:es[56]
The dlelectnc and magnetlc constants are computed from measured values for
S11 and Sz, of 2 50 ohm air line filled with the absorber sample. In short, the reflec-
tion coefﬁc_ienf, T, from the surface of the semi-infinite sample and the transmission

coefficient, T', in the sample, are written in terms of measured S1(w) and §x(w) as

' = K£vKi~1

Sh(w) — SHh(w) +1
1-— (Su(w) -— Szl (W))F

where
Shlw) = S (w) +1

K =
. 2311(&?) '

Since T and T are [58) |
B
;;E§+1

ezp(—jw\/pe d) = ewp(-—.r(w/c ‘/:Ed)

i

T

i

the dxelectnc and the magnet.lc constants are obtained as

cl-T

Cf(w) = (wl + PlnT)z
je1+T

w(@) = (o ginT)?

where ¢ is light velocity and d is the physiéal sample iength. _

fn these measurements, two samples were taken from a microwave r;mgé pyrami-
dal absorber; (1) the upper part and (2) the lower part. The microwave absorber
is the 8-inch wedge absorber ‘used in the University of Miéhiga.ﬁ anechoic cham-
ber. Figures 3.5(&) and (b) show the measured dielectric and magnetic constants

of the sample as fnnction_s of frequency, 'resp‘ectively. Both samples give the same
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Figure 3.5: Measured dielectric and magnetic constants of the wedge absorber. -
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“results. As expected, the magnetic constants are almost 1. — j0. for all frequencies -
because the absorber consists of carbon and urethane foam and no magnetic ma-
“terials. In addition, the measured dielectric constants have been verified through a

cavity measurement[59],(60] for several frequency ﬁoints_.
3.5 Numerical Results

The compﬁter code that_was written based on the formulation given in sections 3.2
and 3.3 was checked by computing the reﬂection coefﬁcient of a flat dielectric slab
backed by a perfect conductor. The period of the flat slab can be chosen arbitrar-
illy and we chose 0.2 wavelength for the calculation. The number of nodés used in
this analysis was ,‘at least 20 per one waﬁeleng_th. The"comparison of reflection co-
efﬁciénts for forward incidence ar.xd sidé incidence with ana.]yﬁcal solutions is made
in Figure 3.6. The plots (a) and (b) show the reflectivity for E-polarized and H-
polarized cases, respectively. As is seen in the plots, the reflectivities computed with
éur code agree almost e#actly with the analytical results.

Next, the.a.lgorithm was applied to the periddic lossy wedge absorber. The m;)del _
of the wedge absorber is the one from the a.nechoxc chamber of the Umversnty of
Michigan. The cross sectlon and the dimensions of the 8-inch wedge absorber are
shown in Figure 3. 7 The computed specular reﬂection coeflicients of this wedge for
forward incidence are shown in Flgure 3.8. This ﬁgure shows that the wedge absorber
is good above 1000 MHz thh reﬂectlon coefﬁcxents less than —20 dB for both E and
H-poia.nzed incident waves up to 60 degrees of mc1dence angle. At 500 MHz. the
| a.bsorber performance is only --10dB. Figure 3.9 shows the scattered ﬁeld pattern
of the wedge absorber for normal incidence at 1 GHz

For side mc:dence waves, the back scattering patterns of the wedge absorhur e
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Figure 3.6: Comparison of specular reflection coefficients of VSIE solution with those
- of equivalent transmission line solution.
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Figure 3.8: Specular reflection coefficient from periodic wedges for forward incident
wave.

the effects of absorbers at high frequency do not need to be considered. Also, since
the antenna wires are passing over the absorber horizontally, the currents on the
wires are affected only by the horizontal electric field. (See Figure 3.11.) Therefore
only the TE (or E-horizontal) incident waves are important to our purpose and were
considered here. In Chapter V, the equivalent lossy layer that was obtained in this

chapter will be used to simulate the absorber of an anechoic chamber.
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Figure 3.9: Bistatic scé,ttering pattern of a unit cell for normal incidence.
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Figure 3.10: Backscattering from a unit cell for side incidence.
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Figure 3.11: Comparison of specular reflection coefficients Be_tween the wedge ab-
sorber and equivalent layer backed by a conductor (E-horizontal).



CHAPTER IV

ANALYSIS OF DIPOLE ANTENNA NEAR
LOSSY LAYERS

‘4.1 Introduction

To determine the effect of the anechoic.cha,r_r'nber on the wire antenna, t_ﬁé dipole
antenna above an absorbing layer is analyzed in this chapter. The lossy layer has
linear dielectric constant proﬁle with respect to its depth and is backed by a perfect
conductor. This conﬁgura.tlon is used to simulate the absorbmg material and the
shielded chamber walls. The analysis of the dlpole antenna over a lossy layer is used
to estimate how the absorbxng material in the anechoic chamber affects the wire

-antennas, |

The a.na.lysis of the dipole antenna over a lossy layer requires an appropriate

Green’s function. The Green's function that | is applicable to a ra.dlator over a uniform
- lossy half space ground was first mtroduced by A. Sommerfeld in 1909[61]-[63]. Since
~ then, L. Brekhovsk1kh[62] has formulated the fields for a continuous oge dimensional
inhomogeneous half space .using an adequate Riccatti Equation. J. Wait [63] and J.
Kong [64] derived the fields due to dipole antennas over an isotropic and anisotropic
siratiﬁed ‘media, respectively, in a compact form using a propa.gatxon matrix.

When calculating the ﬁelds using the Green’s function, one faces the problem

49
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of evaluatmg the Sommerfeld type integral. This type of integral can not be eval-

uated analytxcal]y and it requxres a huge amount of computmg time for numerical

: mtegratlon The fact that the integrand has poles and branch cuts makes the eval-

uation even more complicated. 'To overcome these difficulties, Miller et a.l.[65],[66]4
suggested the use of the plane wave reﬁectxon coefficient approximation(RCA) for
a vertical and a horizontal dipole antenna located in free space near the interface
with a lossy half space. This epproximation provides results with accuracy within
10 percent for a vertical dzpole and 20 percent for a horizontal dlpole at approxi-

mately 1 percent of the computing time required by more rigorous comput.atlona!

approaches. Karwowski and Michalski[67] modified the RCA’ method by using the

reflection coefficient in the evalua.tlon of the magnetic vector potential rather than
the electric field of the dipole. The modified RCA gives more accurate results than
the original one when the antenna is close to the interface. Parhami et al. [68],
Michalski[69], and Michalski et al. [70]) evaluated the Sommerfeld integral numer:-.
cally along the steepest descent path passing through the saddle point, as is done.
in the asymptotic approximation of the mtegrals When a branch point is captured
in the process of the contour deformation, the branch cut path integration is added
to the steepest descent path integral. Tsang et al.[71] formulated the fast Fourier -
transform algorithm to evaluate the mtegrals via proper decomposition of the jnte- _

grand. Mohsen(72) suggested other possible decompos:tlons of the integrand for the
FFT algonthm Katehi and Alexopoulos[73) developed an efficient analytic-numeric
real axis mtegra.t:on technique for an embedded dipole in a dielectric slab. In this
technique, they divided the mtegratlon mterva.l into two ranges. The ﬁrst interval,

which is the main portion of the integral, is eva.luated numencally and the second

interval, which is the tajl portion, is evaluated with the combination of numerical
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and analytical integration. Lmdell and Alanen[74] [75) presented an exact image
theory for the Sommerfeld half space problem with vertical and hornzonta] current
sources. Using the exact j Image, the fields can be calculated within 0,2 % error with
computing time compa.rable to that of RCA. However, the exact image for a layered
medium has not been found yet and is not applicable in our case.

In section 4.2, the Green’s function is derjved for an electric dipole over a stratified -
anisotropic medium backed by a perfect conductor by following Kong’s approach. In
section 4.3, the method of moments j is appl:ed to a thin wire antenna with the Green s
function. The key to a successful application of the integral equation techniques for
solving wire antenna problems 1nvolvmg the lossy half spa.ce is the effective and
accurate computation of the Sommerfeld mtegral The evaluation of the Sommerfeld .
integral is performed using the fast Fourier tra.ns{orrn algorithm, which is one of the
fastest and most exact methods. In section 4.4, the computation results for e, vertical

and a hon'zonta.l half wavelength dipole are presented.
4.2 Field Equation

The geometry of the problem under considefa.tion is‘shown in Figure 4.1. The
source i3 assumed to be loca.ted at the origin and the ground plane is layered with
a.msotroplc media and backed by a perfect conductor. . The Ma.xwel]’s equations in

source free region are

VxE = —jup. g (4.1)
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‘Figure 4.1: ‘Geometry of the dipole over a layered slab backed by a conductor.
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where £ and € are uniaxial permeability and permittivity tensors,. respe;tively.‘ Tho-.
tenSqr € contains infé:mation Va.bout thé dielectric constant and the conductivit _\; of
the medium, that is, E=¢~ jé wheré & =5Jw.

Employing cylindrical coordinates, (p, ¢, z), the longitudinal electric and mag:

~netic components, which are denoted by E, and H,, are used to derive TE and T\

'The tensor formulation has been introduced here for generality and later the tensors are r.p.i4 -
by scalars. ' ‘ '
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waves. By taking the 2 component of Eq.(4.2) in view of 2 g:ven by Eq.(4.3), em-
ploymg Eq.(4.1) to eliminate transverse magnetlc field components, and using the

fact that v. E=(- a)IE, [0z, the equation for the longitudinal component of the

electric field is |
2

(72 + "'325 +Kka)E, =0 : : (4.5)
In the same manner, the wave equation for the magnetic field is
(V2 + bg, + k2B)H, =0 o (4.6)

In Eq.(4.5) agd Eq.(4.6),

and . _

2
is the transverse Laplacian operator expres_sed in cyiindrical coordinates. It is seen
from Eq.(4.5) and Eq.(4.6) that E, and H, are decoupléd, v}hich would not be true
if the 7 and € tensors éonta.in off-diagonal elements. Thus & TM mode is derivable
from E, and a TE mode from H, since the total waves can be decomposed uniquely
into TE and TM'modes. The transverse electric a.nd ma.grietic oomponents can be
obtained in terms of the longitudinal components of the fields, E, and H,, whlch are

characterized as TM and TE waves, respectxvely

By introducing the plane wave expansion as

EZ.M = j°° dk,E,(k,)




and

HTE = [_ _dk,H,(k,)

the transverse components are related to E,(k,) and H,(k,) by

1 Wk o .
E(k,)™ - __vﬁ%@, and Hyk,)™ = j%2, x 15,(k,)
: »

K
1 _ 8H,(k,) | ey \

In cylindrical coordinates, the solutions of E, and H. » to the wave équations, Eq.(4.5)
and Eq.(4.6), are well known. By choosing the wave solutions which are outgoing in
the 5 direction and traveling or standing in the 3 direction, the solutions in the ith

layer are constructed with a fixed separation constant, n, as,

[ B (A - B‘,e;jk:z) H® (k,p)STM(g) :
B = " a, I (Aie™S* — Bie~i¥) B2k, ) STM (4) (47)
| (At 4 Bk H )k, p) 5TM () ]
A 4 B0k )57 ) |
H™ = [~ aK, I (A 4 B IO () 5TM(g) | (4.8)
| ;e |
| i Die=*) HO(k,p)STE(4) |
BT = [ dh| S + Diee e 57y (49)
. 0 ]
[ - Doy pstag |
5 = ", I (Cie™ — Dy WP ROk, p)STE(g) | (4.10)
(Cie*F* + Die~ ) Bk, p)STE(g) |

where

kK = vk —k2/a
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k> = k2 —k2/b
and each row element denoteé the pydand z componeﬁt respectively The H(® is .the‘
n** order Hankel function of the second kind. S,(¢) stands for the smusondal function
of ¢ and pnmes on H m(k,,p) and S,.(¢) denote dxfferentlatlon with respect to theu-'
arguments. In Eqs.(4.7) through (4. 10), the first te_rm of eac_h a_ntegrand can be
considered as a direct field from the source, while the second termis a reﬂécted field
by the ground. The &, dependént functions Ai, B, C;, and D; are to’l.)e determined
by the appropriate bounda;ry conditions. |

The boundary conditions at all interfaces require all tangentia.l electromagnetic

field components to be contmuous for all p and ¢. For the TM waves these boundary

condltxons at the mterface, Z;, are
K { A= = Beitn) = Ky Aipre™isnemti L B sy 1)
ei{Aiekum 4 B-'efk:""} = 5(-’4-1){-f‘1.'+13._jk(.im""+1 + Biya e lanativn ) (412)
By deﬁning a; and b; as :
| a; = A;exp (—jk z) aﬁd b = B.- exp (Fki %),

the following propagation matrix equé.tion can be derived from Eq.(4.11) and Eq.(4.12).

a.- = Mt | B (4.13)
b; biy1 ‘
where - o
g o L[ e o SJire-;
' « SR dH)ie(-)s
@ = (22

e()f = exp[q:-?k(i+1)x(zl' = zi41)]

$ = VR—k/a

ke

i
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and the + 'sigﬂ of k7 should be éhosen so that fhe imaginéry part of k¢ is hegatiﬁe.
Thus we can write : _ | ’ | |
ap - MiM... M':-l' o) My, My | [ @

b/ by Mz: Mzz by
With R™M representing the ‘reﬂectlon coefficient at the interface between air and the:
slab or |

o = Agexp (—jkS,20) and bo = RT™™ A, exp (7k5.20)

the reﬂectxon coeﬁiment is written as

B = o R itk )
_ My +Mzzbt/¢¢ : (4.14)

Myt + Myabyfa, P (i2k:20) -
In the case of the lossy dielectric layers backed by a perfect conductor, bi/a; = 1 for
TM wave. - |

The same procedure can be apphed to the TE case with ¢ and d; wh1ch are

defined as

& = Ciexp (=jklz) and d = Diexp (:k"'z.-) .
and the followmg equations are obta.med |

c; C-'+1"

='Ml'+i (4.15) -

d; disy
where
L[ B e(+); p(=)itre(—):
P kommesr st
ME) = (2 C& k’.’: )
()] = exp fq=:k(f+z),(ze+z;;l)1

K o= R

NP
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- and the reflection coefficient of TE wave, RTE is found as

‘ Dy _ do
RTE - 3'3 . xp(ﬂko";zo)

Ny + szdt/ct
Ny + de:/c

exp (2K 20) O (4a6)

[

where _ :
Ny Ny

Ngle"'N:_j = :
' Nay Ny

and dife; = =1 for TE wave on the perfect conductor. Alterna.tlvely, the reflection

coefﬁcxents can be obtained through an appropriate Riccati equation, which may
be more accurate for a continuous dnelectrlc profile [62]. Since the A, and Bg, and
Co and Dy, are related via the reflection coefﬁcients in Eqgs.(4.14) and (4.16), once
t.he ma.gmtude of the direct fields, A¢ and Co, are known, the reﬁécfed field can be
obtained. | o

Fora: direc.;ted dipole in‘ a hbmogeneous space, the magmtudes of the Z compo-

nent of electric a.nd magnetlc fields, which are A, and Cj, are gwen_ as

_ I
Ao = "Sarwepk (4.17)
Co =0 o (4.18)
using the relﬁtioh
ﬂexp(-—]kr) '--JII (2) = ‘ -
e / dk,, H (kp)e - (4.19)

The vertical dipole, therefore, excite_s only TM modes since Cy = 0. For a vertical

dipole overa lossy medium, there is no @ dependeﬁce so that S,(#) = 1, which means

n = 0. With imposed radiation condition, the fields can be constructed as

[ k(e . M et BV 1

‘ _ . I |
™ ' NI
E : »/-oo dk (81\' we) ‘ ’ 0 ' e

T5(e5945 4 RTMemibie) Bk, p)
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N 0
| o0 I . e ¥ '
H™ = [* g, (-g;) SRR 4 RIMe MO (k) | (a21)

and ETE = gTE = g,
For a horizontal (z directed) dipole in a homogeneoﬁs space, using the same
relationship as in Eq (4.19), one can show the magnitude of the 2 cornponent electnc _

~ field and magnetxc fields, Ao a.nd Co, to be

I lk2

Brwe -
wi Ik’

81rlc
ST™ - cos¢r

Ay = :!:J

Co = -

STE = _sing

For a j directed dipole, the field magnitudes can be obta,ined by simply changing
the coordinates by 90 degrees. The horizontal dipofe excites both TM and TE waves
and the total fields are the sum of TM and TE fields. The fields are expressed from
Eqgs.(4.7) through (4 10)

[ | . oy '
Fheky(e*i%r — RTMe=4e) B (k,p) cos 4

e (N e .
ETM = f dk»( ) (i - RTM e gk s sing  (4.22)

-C0 - 87?(-06
R (et — RTMe-ikin B (kyp) cos g |

. —(eH — RTMe=i Ik p)sing | |
_[_w dk, ('é‘;r‘) =k, (Letikis - RTMe""":')H,m'(k,p) cosg | (4.23)
0 N
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st + RTE4) B (k) cos ¢

’ oo Hw i m e 4 ‘ .
ETE = / ke (-g;‘_‘) B (X7 4 RTEH B (k, ) sin g 4.24)
| o

’.jk,(ie*""?’? + RTEe-jk:"z)Hl(ﬁ)'(kpp) sin&
00 1l L ‘ . _
Lo (’ 5;) To(xeHTE 4 R HT) B kyp) cos g | (4.25)
| BT 4 RE A B ) i g J

' HTE

I

The + signs in the above field equations is +if z < 0 and - if é.> 0 so that the
radiation condmon is sa.t:sﬁed for the direct ﬁeld |

4.3 Numerical Implementation and Evaluation of Sommer-
feld Integral ‘ e .

In order to obtain the current distribution and the input 1mpedan§e of the dipole |
antenna over lossy dielectric layers backed by a perfect conductor, the method of
~moment is used. As is well known, the electric field integral equation for a thin wire |
antenna 1s : | : ,
E(r) = /,I(r')(G"(r; r') + G (r; r'))dl' = ~ Ein(r) | (4.26)
where superscript s and inc denote scattered and incident field, respectively. Thé
subscript w is z for a 2 directed dipolé, which will be called a vertzca.l dipole, and z
for an 2 directed dipole, which will be called a horizontal dipole. J (') is the current
at ' and [ is the length of the dipole. The kemels, G¥(r;r') and G~ (r r’), are Green’s
functions for direct a.nd reflected waves, respectively. For a vertical dipole over an
isotropic layered medium, the kernels are obtained from the 2 couiponent of Eq.(4.20)

as

2
Gilrir) = (R+ £o)—— exp (~jkor)

drwegr
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S K . Ly
G'(r;r') = ,/o dkp47rw k.RTMexP(—sz'z“Z'I)Jﬂ("’ﬂp)

For a horlzontal dzpole over an isotropic layered medium, the kernels are obtamed

from the £ components of Eqs. (4.22) and (4.24) as

1 L
GUrir') = (K + L) exp (= o) (e

i [Pk D) e
G(rir')= [ dk,4mexp(—:k.lz-zl){a S = TolkoP )l R o i k)

(4.28)

where

r= VE-aP -y + (2 - o)

p = Viz=zP+y-y)

_In the above equafions, a=b= lis imposed éb that k, = k¢ = k™,
Discretizing the dipole and applying the Galerkin's method thh smuso:dal ba-

sis function for the current expa.nszon, a set of linear equations are obtained from

Eq.(4.26) as

=N

}: (a;’_,-+afj) I; =¥
where | |
:-a‘é- = jw'”"’" j:” Fi(w) £i(w") G (w; ’)dw’dw | (4.20)
“ = [ [ s eweid @)
b = f“ H(w)E ()i : (4.31)

In the above, i = 1,2, -+, N where N is a total number of nodes. I; denotes thq

current on the node j which will be solved for. The basis function, f.(w), is a _
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' sinusoidal function and-ié defined as
sin ko(w w,,..,)/ sin Ico(w,. - Wny) if w,_, <w< w, |

fa(w) =4 &in ko(w,..,., — w)/sin ko(w,.+1 ~wp) fw, <w< Wnit

0 otherwise

\

The coefﬁclent e]ements for the direct ﬁeld (Eq.(4. 29)), and the forcmg elements
(Eq.(4.31)), can be evaluated as is done in the usual method of moment techmque[’?ﬁ]
-However, the evaluatjon of a reflected field coefficient element (Eq.(4. 30)), is quite
complicated and requires a huge amount of computing time since the kernel for the
reﬁected wave includes another infinite integral. When evaluatmg a}; for the case
of a vertxca.l dipole(TM), one obtmns the following form by changing the order of

integration. |
= [ hko) Kk, (4:32)
where |

Ic
drwek,

Kihy) = e [ [ R exp (=il ~ ',

When evaluating the lntegral of Eq.(4. 32) using an FFT a!gorlthrn, both sides of

Eq.(4. 32) are multlphed by ezp(ugk,)ezp(wunk,) to obtain
) o | :
&G = [ Tii(kyJezp(—vmk,) ok, o), (4.33)

where Tj;(k,) = K;j(kp)czp(u;gk,). By fntroducing the discrete Fourier transform of

Ti.i("'p) as

: . M- _ N '
Tis(k,) = M_‘:\_k_ Z/ t.'j(fu)gxp:(-j21rfnk,) (4.34)
2

P maaM,

4l = [ Tak)exp (i2m s, )at,,
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where Ak, ~ 1 /2F, and Fis the Nyquist frequency(77), Eq.(4.33)_beéomes |
o ..l‘Mfz‘l.'.-‘oo : - o
= wEw, E U [ empvak ) ke,
Mj1-1

= | ﬁ?ngl " tu(fn)yﬁ o (4.35)
where v = vg + jorf, = VR +j27rn/(MAk ). In the above eqz‘xatio'ns,. M ]S: ti’:e
total number of sampling pomts which is a certain mtegra.l power of 2 (i.e., 2I 22,23,
etc). The integration of Eq.(4.35) was evaluated using the following integration
formula[78].

: o ._n|/!+5..."‘
/o ezp(—vk,)Jn(k,p)dk, = %ﬁl

when v = vg + ju; and for"Re(u +7p) > 0 The expansxon coefﬁc:ent tii( f) in
- Eq.(4.34) is easily obtained using the FFT algonthm available in [79). _
The total number of samphng points, M, should be chosen so that the value
- of function T};(k,) is small enough to be neglected iﬁ the range k, > MAk, The
increment, Ak,, must be chosen cons:dermg the effect of the pole that appears in the
function I}j(k,) If the upper half space is slightly conductlve, which corresponds
to that the i 1magmary part of kg 1s not perfectly zero, the Ak, can be smaller than
the dxsta.nce of the branch point from the real axis on the complex kp plane. If the
imaginary part of kg is perfectly zero, the Ak, must be chosen in such a way that
one of the data points comc:des thh the branch point and such that Ak, is smaller
than the dlsta.nce of the pole or branch point c]osest to the real a.xxs on the complex
k, plane. | |
In the case of a horizontal d]pole that creates both TM and TE a sxmxlar proce

dure is a,pphed to evaluate ay; a.nd it is ormtted here
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- 4.4 Numerical Results

In order to verify the algorithm, the driving point 1mpeda.nce of a half wavelength
dipole over a perfect conducting plane is computed and compared with results ob-
tained from NEC code Flgure 4.2 shows the comparison of mput 1mpedances of a
horizontal dipole and Figure 4 3 for a vertical dipole. In these ﬁgures the impedances
are normalized with the input 1mpeda.nce of the dipoles in free space. The results
are in good agreement as seen in the figures. o |

- The dipole over a lossy layer with perfect conductor backing is then analyzed
using our code to estimate the -effect of lossy layers on wire antennas. Since the
layer is used to simulate the pyramidal or wedge absorber of the anechoic chamber,
a l]nearly varying dielectric constant profile is appropnate (see chapter III) for the
layer The input impedances of a horizontal dipole are computed as a function of ,
layer thickness and are shown in Fxgure 4.4 when it is located 0.1 and 0.5 wavelengths
above the layer. The dielectric constant used in this computation is 1. (free space) at
the top and 4. — 0.3 at the bottom of the layer. The 1rnpedances are very sensitive
to the thickness of the layer when the dxpole is located 0.1 wavelengths above the
layer. When the dipole is at 0.5 ‘wavelengths above the layer, the :mpedance becomes
less sen51t1ve and approaches the free space :mpeda.nce if the thlckness is larger than
one uavelength |

Figure 4.5 shows the input impedances of vertical dipole as a function of layer
thickness when the center of dipole is 0.3 a.nd 0.5 wavelengths above the layer The
vertical dipole is affected much less by the lossy slab than the horizontal dipole is.

The input impedance of a vertical dipole is almost that of free space if the thickness

_of the layer is greater than 0.5 wavelengths.




Figure 4.2: Input impedance of the horizontal half wavelength dipole over a P.C. as
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CHAPTER A\

3-D FINITE ELEMENT SOLUTION OF
FOUR-WIRE ANTENNA IN TAPERED
ANECHOIC CHAMBER "

5.1 Introduction

Due to the complex geemetry, the feur-mre antenna in an anechoic chamber is
a.lmost impossible to a.nalyze w:thout using numerical technlques For the free space
analysis of the four-wire antenna, the method of moments(MOM) was employed W1th -
a free space Green s functlon and this was presented in Chapter II and in [80),[81].
However, when the antenna is inside a chamber, a new Green s function assoc1ated
with the chamber and lossy absorbers is requlred Unfortunately, such a Green's
function cannot be obtained due to the complex geometry of the chamber. The
use of the free space Green’s function instead of the new Green’s fuhcfion would
require an extremely large number of unknowns, mclﬁding fields in the chamber, in
absorbers, as well as on the wires, that it would be quite difficult, if not impossible,
to manage and solve, As an aIternatwe, a three—dxmensiona.l ﬁnite elerner:t method
(FEM)[82]-[86] is emp]oyed to study the four-wire anterlna in a tapered ancchoic
~ chamber. Even though the total number of unknown Vanables in the finite element

formulat,mn is larger than that in the method of moments, the system matriy .

67
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the FEM fs e:;tremely sparse and easier to solve_ than the 'im.p&ed'ance matrix of the
MOM, which is full. This makes the analysis of the four-wire aﬁ'ténna in the chamber
~ feasible. | | R

‘The finite element techmque has been 2 popular tool i in rnost engmeerxng applica-
tions as well as in microwave engmeermg due to zts flexibility and versatility[82)]- -{90].
In applying the finite element techmque to wave problems, the solutions have been
known to include nonphysmal spurious result.s[87] -[91). To ellmmate these spurious
results, a combined method formulated with transverse field components has been
developed([89). However, this is not valid for three-d:mens:onal problems, and for
these a penalty function method has been used successfully[QO].

In this chapter, we describe theraxia.!ysis of the four-wire antenna in a tapered
anechoic chamber using a three-dimensional finite elemnent technique. Section 5.2 de-
riveé global system equations frorn Maxwell’s equations. In setting up the equatic;ns,

two types of formulations are avaulable in the ﬁmte element techmque One is the

variational formulation[92], which uses the concept of minimizing the tota) energy in

the system[90]. The other one is the weighted res1dual formulatlon, which uses the
concept of minimizing an error introduced by approxxmatmg a solutlon[85] Both
formulations result in the same system equations. In section 5.2, a weighted resid-
ual formula.txon is used. Then in section 5.3, the system equations are discretized
into element system equations for each element. For this discretization, two kinds
of shape funct:ons, lmear a.nd qua.dra.tlc, are considered. Section 5.4 describes the
- method of assembling and solv:ng the system equé,tions. To assemble and solve the
system matrix, a frontal tgchnique is employed. In section 5.5, f.he four-wire antenna

is solved when it is in the tapered anechoic chamber and the results are presented.
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5.2 Finite Element Formulation

In a linear homogeneous medium, when an electric current density Jis applied,
~ the point(local) form of Maxwell s equa.tlons for electrxc field, 8 and magnetic field,

H are given as

VxED = -l
VxH(F) = GweE@+ TR | (52)

where g and ¢ are the uniform permeability and permittivity at point 7, respectively.
Vector Helmholtz or wave equations for electric and magnetic fields are obtained

- by applying curl operations on Eqgs.(5.1) and (5.2) to give

VXVxER)~RER = —jupl’) | (5.3)
V x V x W7 - RAF = va“ ey

where k js a propagation constant expressed as k = w\/'— When electric(or mag-
netic) ﬁelds are obtained by‘solving Eq.(5.3) (or Eq.(5.4)) with appropriate bound-
ary conditions, the magnetic(or electric) fields are easily ootained from Eq;(S.l)(or
Eq.(5.2)). | |

‘When solving the governing equation, one must consider the composition of the
domain. If the domain consiéts of diﬂ'erent dielectric materials, but of the same per-
meability, the use of Eq.(5 4) is more convement than that of Eq (5. 3) because every
component of the magnetlc field is continuous in the domain, The use of Eq.(5.3) for -
the same domain is not as convenient since the normal electric field component to
the different dielectric interfaces lS not continuous and may require speciai attention.
Since the four-wire antenna oystém in the anechoic chamber consxsts of several dt-

electric material classes, such as Ioadmg resistance and a,bsorbers, Eq.(5.4) is chosen |



and solved for magnetic vector fields.

In general, for a compiex geomeﬁry, it is difﬁcu1£ to obtain an exact solution that
satisfies Eq.(5.4) with proper boundary condltlons However, th.e'so‘l'utio'n can be -
: expressed In a form of infinite sumrnat:on of mdependent basis (or trial) functions
with appropriate coeﬁ'icxents. An approximate solution, H (7}, can be obtamed by
using a finite number of summatxons instead of infinite summatlons and wrltten as
H(r") ﬁ(r‘) Zl i, M) ‘ (5.5)
m=
where ﬁ(r") is the exact solution, ,,.(r"') are the expansion function, and #,, are the
coefficients to be computed to obtain a good approximation. The basw function set
- should be chosen so as to ensure that the approximation is lmproved with increased
number, M, of basxs functions used. One obvious condltlon for the convergence of
this approximation is that the approxnnate solutlon 7 (7), can adequately represent
any exact solut.lon, ’H(F) as M — oo,
The coeﬂic:ents, Hpym = 1,--+ M, are determmed by the followmg weighted
residual process. This process begms by mtroducmg a residual (or error), Ry (), in

a domain volume that is deﬁned as
R =VxVx BR-BEAH-vx] (5.6)
On conducting boundary suiffaces, residuals, ﬁs, () and Rs, (™), are defined as

Rs, (M = VxHA x4 on electrie conducting surfaces

Rs,, (® = # () x &2 on magnetic conducting surfaces _

where 7 is an outward normal unit vector to the bounda.ry’ surfaces. The dori;a.in

residual comes from Eq.(5_.4) and the boun_da.ry residuals are coxistructed to satisfy



- the boundary conditions

VxHf) xit .= 0 ona perfect'electric conducting surface - (5.7)

B (F)x#. = 0 on a perfect magnetic conducting surface ‘ (5.8)

One Ean introdu.ce other residuals for other types of Boundary surfaces, ' In thxs
thesis only the above two types of boundary cond:tnons are consxdered That is, the
boundary surface, S, of closed doma.m volume, V,is expressed as S=5, + Sm.

Note that the residuals are also functions of posxtlon As R(v"'j becomes zero
everywhere, the approximate solution becomes the exact solution, Therefore the
summation of mtegrals of the residuals over the domain and boundaries, weighted in

different ways, is requxred to be zero, that is,

JRAGE By ()Y + [ We) - R ()dS + JALAGE Rs, (7)dS =
/ Wi(7) - (VxVxH(r") B -V x Nav |
+ j Wi(R) -V x B(7) x #dS + / Wr(R) . ﬁ(r")xudS 0 (59

wherel = 1, 2,-M. In the above equa.tlon, VVr(f"),f =1,2, M is a set of indepen-

“dent weighting vectors in the domain and the superscripts e and m of W;(7) denote
the electric and the magnetic perfect conductlng bounda.nes respectwe]y For each |

l, three mdepcndent weighting vectors are required to ma.ke the weighted residual

vectors identically zero. By i lmposmg the three mdependent welght.mg vectors, three

equations for each ! are obtained, -
To meet the converéénce requirement, Eq;(5.9) must be satisfied for all [ as M —
co. This is true when ﬁ(r_"') - 0 at all f)oints of t'he domain and boundary. Using

a vector identity and Gauss theorem, the first term in the parenthesis of Eq.(5.9)
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beéomes
/ Wi(7)-V x ¥ x H( (v = vaH(ﬂxm(ﬂ nds+j (VxH(F)) (wa,(n)
(5.10)

- This form is often called a “weak form”. Using the vector identity, the surface in'tegral‘

of Eq.(5.10) is rewritten as

foH(i‘)xW:(f") 7dS = --_[ Vx!?(r'-')xn W;(F)d3+j inf‘(ﬂ Wi(7) x #dS

| (5.11)
and by éombining Eqs.(5.10), (5.11),‘ and (5.9) and choosing We(7) = Wi(7) and
W) = ~Wi(#), one obtains

LA x B@) - (v x W) + 7). B@ - W) x Aav =0 (s12)

Eq. (5 12) is a resultant gIobaI system equation.

It is well known that Eq.(5.12) has spurious solutlons[88] [91] In order to avoid
such solutlons a penalty method is used by adding to Eq.(&._12) a least squares
constraint satisfying divl = 0 so that the governing equations are explicitly the

‘Helmholtz equatmn plus the vanishing of divH. By addmg the constraint in a least

squares sense, Eq.(5.12) becomes

S 07 % @) (9 i) + B ). ﬁ(ms(v B W) ) v
jw,(r*) VxJ dv o (5.13)

where s is a p_ena.lty number that represents how heavily the constra.int is imposed,
One thing to note in.using the penalty method is the choice of an appropriate
Penalty number since the imposition of a constraint can be compa.red with changmz of
natural boundary conditions of the equation by introducing an addjt:onal appropr Ate

integrand. If the penalty number is not chosen properly, the solution may n.t . .
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physloal one. One advantage of using the oenalty method is that it does not increase
the matrix order, and the additional computa.tlon time is neghglble |
There ex:st a large number of possxble choxces for the welghtmg vector set. The
‘most popular weighting functions are, as Galerkm ongmally used, the basls funct:ons
themselves, that. is, ; o ;
Wi = NE(F)2 + N2 + N7 () (g
In order to make the weighted residual vectors 1dent1ca,lly zero, three tndependent |
weighting vectors for each { are necessanly required, with which the dot operations
on the res:dual vectors are zero (see Eq.( 5. 9)). For this, one can simply choose three

mdependent weighting vectors for the same ! as
=M (1)

where p is z,y, and 2, Applying the expanded expression of Eq.(5.5) and Galerkin’s

welghtmg vector of Eq (5. 14) into the Eq (5 13), the following equation is obtazned._ |

P 270 z N2 _6_ 8 :‘.___,2 ¥
| Z./ { H"‘fasz(.a_z—N" Omm)+6me(6yM 6.7:N')

m=1
| 0, 8. 8 g -
-+ ——Nm(-M’+5—M5M‘)+Ic’NmM’J . |
‘ il Oney D0 8. 8
+ H[o-N, (—N""'-“'N:)"l'_gz" m{zz N ~5m)
‘ a z 8 . 0 7 2 v
+ N(-a—zN 5-N, 35 N0) + BN VY]

+ H‘Ia oy = W)+ Zvo L -2y

(-‘3N= - NriMHk’N N} av
= /[N=(fo) +M(fo),,+N,(Vx.i) dv (5.16)

where (V x J-),, denotes the p component of ( Vx j) and HE represents j component of

Hy. For each l Eq .(5.16) is dwxded :nto 3 equa.tlons for each independent weighting -
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vector of Eq. (5 15). One of the three equatlons is Eq. (5 16) where N, = N; with
N =Nf =0 and the other two are Eq(5. 16) where N} = N, with Nif = Nf =0,
and Nf = N; with Nf = N =0 By solvmg Eq.(5.16) with appropriate boundary

conditions for a given geometry, an approximate solution set is obtained.

Before closing this section, let us rewrite the boundary conditions in terms of the- L

coefficients of Eq.(5.5). If a node n is on the magnetlc conductmg boundary, the

fields at 7, must satlsfy Eq (5.8). That is,

. M - . | |
H) x = ZH,,,N.,.(F;) Xfi=H, x#=0 (5.17)
" omel o
when
1 f m=n

Na(fn) = S | | (5.18)
0 if m#n :

Therefore, H, x # = 0 can be used for the boundary condition of Eq (5 8). For the

boundary condmon on the electnc conduct:ng boundary, Eq.(5.7) is rewritten as
HP) - -a=0 | (5.19)

since V x ¥4 (¥) is perpendicular to & (7). Therefore, for 2 node n located on the
electric conducting boundary, the boundary condition to be enforced 13 A=0

when N,, (r,..) satisfies Eq. (5 18).
5.3 Finite Element DiScretiz_ation and Basis Func_tions

F_‘or a numerical irhp]émentation of Eq.(5.16), the integration must be discretized
by subdividing V into sma.!le';. Qolumes, Ve, The shapé of the discretized volume can
be a tetrahedron, triangular prism, hexahedron, etc. This smaller volume is called
an “element” and each element has its nodal points; r,;n =1,2,- -+, M" where M™

is the number of nodes of one element. In order for the coefficient, H,, to represent
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the unknown ﬁeld at the nodal pomt n,. tbe value of the basis functlon :e chosen s0
that N (f2) =1iffY = 7, and Nm(i-‘) = 0if 7 9'5 fm. In elements contamxng a
node m, the nodal basis function N, (7) is a nonzero functlou, while in elements not
conta,mmg 2 node m, N,(7) is 2 zero funct;on Therefore, the globa.l basis function

is expressed as

' | NP if element e contains node m:
N (7) = =) | - (5.20)
0 if element e does not contain node m
where No(f}isa basis function deﬁned only in the e** element. The element basis
function NZ () can be a linear, a quadratic, or a higher order functlon.

Thus, Eq.(5.16) is discretized and rewritten as
My, 8 yer B D 8

2 S { Higage - BN+ g Na(Go Ve - 5o )
+ sii\”(a NF* + :N, ;N")+k’N°N"]
+ H"[—-—N‘(a '_ : )+ m N"(a N,”"-:% )
. a (3:1: ”*:"V"e; N'-=)+k2N=N“] .
. m[a 2w - vy L e - L
+ sg-N“(aiN’w aa NP f NI)+ENING Y av

= / NPV % J9)x + NPE(V x J¥), + NP#(V x Je),] @V (5.21) |

- where M* is the total number of elements and the superseript e denotes the eth '
element.

If the basis functions defining geometry and function are the same, the elements
are called isoparametric. In the 1sopa.rametr1c elements, the coordinates z, y, z as

well as H(z,y, z) are expressed as

ﬁ(zsyaz) = -%N;(w,y,z)ﬁm

me=]
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r = ZN (m,y,z)zm

rn-"l

y. = z N,f,(z,y,z)ym

m=1

| z = EN;(z,y,z)z;n (5.22)

© mal

—
il

Mn :
3 Ni(z,y,2) (5.23)
. m=1l . .
(5.24)
In most finite element formulations, a tetrahedre.l and a rectangular (brick) el-
ement with linear basis functions are commorﬂy used because of their simplicity in
formulation. However, the use of rectangular bnck elements is restricted when ap--
plied to a non-rectangula.r geometnca.l shape. Also, the use of a linear ba.sxs function
requires a large number of elements and nodes when the domain mcludes a radiator
or when the field in the doma.m changes rapidly. In this section, a linear basis fune- _

tion for tetrahedral elements and a quadratlc basis functlon for hexa.hedra.l elements

are described for use in later sections.

5.3.1 Tetrahedral Element with Linear Basis Functions

A tetrahedral elernent is one of the commonly used elements in the fhree-dimehsiona.l
finite element technique because this element has an appropriate shape to construct
any three-dimensional geometry with the least approximation. Figure 5.1 shows a
tetrahedral elernent wﬂ;h consistent node ordering. The ordering of nodal numbers
Ik, m of Flgure 5.1 follows a “right hand” rule. For this, the first three nodes are
numbered in an counterclockwme manner when viewed from the last one.

The hnear bas:s function of node J for the tetra.hedral element e is expressed as

N = Ef/"e'(a" + b,-z + ¢y + d,'z) | | (5.25)



I'z}g e 2

6V* = det

1Lz oy o= |
1l T Ym oz
and

Tk Yi 2 » o 1w z
=(+1)det| o 4 n | b=(-1ydet| 1 4 o,
Zm Ym Zm _' 1 ym zm
Tr 1z | . .zk we 1
c,-=(—1)jdet 1 z _ -_dj=(—1)jdet oy 1
:z,,. 1 zp, | % oym 1

where the value, Ve, represents the volume of the tetrahedron,
One of the advantages in the use of hnea.r basis function is that the zntegratlon
} ;:)ver a volume can be performed analytxca.lly[84] Applying the basxs functzons of
1; Eq.(5.25) to Eq.(5. 21) and :ntegratmg over the element volume, element system
| equations for eth element are obtamed The element system equatlons con51st of

the following 12 linear equations with 12 unknovm coeﬂicients (three magnetic field

components for each of the four nodes)

,?; seye A m(8bby + dd; + cmcl) + HY (semby = bnes) + HE (sd, b, — brd)))

) k’H‘Vl—-(fo) V./4

i 55‘117* (H? (sbns = enby) + H#.(sancz +bbi+ dndi) + H} (sdmes = emd)
RV =(V x D,V |

i 5‘6‘1{;: [HE (sbnd) — dnb) + H#,(gf:md; —dma) + H.f-.(sdmdz + emer + b b1

—kzﬁ:,% = (V X j):Ve/4
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Figure5.1: A tetrahedral volume element. The numbering of the nodes are consistent

so that the first three nodes are numbered counter-clockwise when viewed.
from the last one. :

where
V’_/l(l fm=n

Ve/20 ifm#n |
with { = 1,2,3,4. Each equation in the above set corresponds to each of the in-

Wi =

dependent welghtmg vector of Eq.(5.15) with p = » ¥ and z, respectlvely These:
element system equations are assembled for all the elements to generate the global ‘

sysiem equations. -

5.3.2 Hexahedral Elements with Quadratic Basis Functions

When the domain includes a source or a radiator: inside, the use of hnear basis
functions would reqmre many elements around the radmtor For this kind of problem.
3 quadratic or a higher order basis function is much more efficient than the linear

one. A disadvantage of higher order basis function is that the integration cannot he




79

pérfdrmeci c:z.rialytic'ally arid,reqﬁ{res a numerical techh.iq‘ue that requires longer time .

to generate the elemen't‘:system matrix. This numérical integration time, however,
iéy negligible comp#réd to the time reqﬁired for solving system equations. In thjs
section, a he:&ahedral .element with quadratfc basis function is des'cribe.d.

Figure 5.2 shows the general hexahedral elemeht with 20 nodes (8 corner nodes -
and 12 mid side nodes) in cartesian coordinates and transformed coordinates. Any
shape of a héxahedron in ‘cartesian_ coordinates can be uniquely mapped into trans-
formed coordinates using a shape funétion tra.nsforination.- In the transformed co-
ordinates, the hexahedron is a rectangular brick as s‘hown‘ in the figure. In both

coordinates, the shape functions should satisfy N, = 1 at node m and N, = 0 at

other nodes. Therefore, in isoparametric elements, one can write -

' My . My
Hz,y,2) = 3 Niz,y,2)4, =3 Ni(¢0,0)H.

e I}f“
= YNy 2)em = T N(E 0, O,
mz=] ms=] '
Mﬂ A MI'I
y = ;N,:(z,y,zmm—- Z;N;(f,n,C)nm
z = 2 Nalz,y, )2y, = Z N;(E,'J,OCm . (5.26)

m=1 m=1
where N,® and N7 denote the element basis function in cartesian and transformed |
coordinates, respectivelj. In_ general, the element basis fﬁnétious in éartesian coor-
dinates are not easy to obtain in a compact form due to the irrégular shape of the
element. However, the basis functions in fra)nsformed coordinates a;ré Vea.s.ily obtained

as

Nm ="" %(1 + f&m)(l + 'Iflm)(l -+ C(m)(ffm + 00w + CC‘m — 2) (5'27)







for corner nodes and

(
41(1 - 62)(1 + 777/"1)(1 + CCm) for Em = Oanm = :tl‘ Cm = 31

M= ST+ ER)I =) (14 (Gn) for bn = 21,7 = 0,Gn = £1 (5

7:'(1 +£5m)(1 +7777m)(l - C2) for ‘fm = il,nm = il,Cm =0

<ov
]
oo
et

for mid-side nodes where the coordinates are shown in Figure 5.2.

Although the basis functions for each node are given in Egs.(5.27) and (5.28),
the differentiation and integration of the functions in cartesian coordinates are re-
quired to generate the system equation of Eq.(5.21). The differentiation in cartesian

coordinates is obtained using the rule of partial differentiation. Differentiating with

respect to the transformed coordinates and writing in matrix form, one can obtain

3 9 N f 5
( aNE ’—Q-‘_L‘. 8y B8z aNg ONg
¢ 9t 8¢ a¢ 8x 9z
NG r =| 8z 9y 23z Na 3 =J{ aNa (5.29)
8n dn 8y 9y dy dy
aNg, o oy oa: | | ang NG
L & ) | % 3 ac | 3z | | oz |

where J denotes the Jacobian matrix. In the above relation, the left hand side can
be evaluated directly from Eqs.(5.27) and (5.28). The Jacobian matrix is found
explicitly from the relation of Eq.(5.26) as a function of the transformed coordinate

variables and written as

L %ng, Tay, 5,
J=|5 3_1Ym§m > anm ) Qﬂmgm (5.30)
Mmfm E 83( Mm Z 'F,:mCm J

The cartesian derivatives can be obtained by inverting the Jacobian matrix and

written as \ .
( SNp, N,
dx at
AN, =J1!} onN .
SN, 8Nm
or | a¢ J
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By performing tlns the cartesian variables (z y,z)of the integrand j in Eq (5. 21) have
been replaced by the transformed vanables & n.0).
The volume mtegratxon with respect to the cartesxa,n coordinates is also trans-

formed to the xntegratxon wrth respect to the transformed coordinates using
dr dy dz = |J| d¢ dr) d( SRR - (532)

| where || is the determmant of the Jacobian matr:x

Prov1ded that the inverse of J can be found, the mtegra.l form of Eq (5.21) can

be written as 7 » : _ |

LR R _ |
L1 /_  G&n, ()dedndc | (5.3)
where G(£,1,() contains the the integrand of Eq.{5.21) in terms of transformed
:coordmates 1ncludmg the determma.nt of Eq (5 32).

Therefore by tra.nsformmg the coordinates, a sunple form of the integration i is
obtained that is carried out over a unit recta.ngula,r brick wha.tever the shape in the
cartesxa.n coordinates is. However, the explicit form of G ca.nnot be obtained and
thus a numerical integration techmque 1s required. For this, a Ga.ussian Quedrature
technique[84], whlch is commonIy used in the finite element techmque, is chosen.

The mtegratlon of Eq (5. 33) is replaced by a summatlon as

f L [ et odeanac ‘
ZE):w-w:me(&,nj,cm) o (534)

 m=l j=1 5=t
where n is.the number of integrating points and w is weighl_;ing eoefﬁci.ents. The
number of integrating points in each direction is chosen to be the sa.rne although this
is not Decessary. For the quadratic basis function, the choeen'number of integrating

Points in each direction is three and thus the total integrating points in a v.. .
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are 27. The posmons of the pomts in each d:rectlon are chosen with ~1 / \/- 0,1/V3
and their weighting coefﬁcxents are 5/9,8/9,5/9.

By performlng the mtegrat:on of Eq. (5.34) numerically, the element sjrsterh equa-
tions are obtained. The global system equatxons are obtained by assembling these

element system equatlons for all the elements

5.4 Element Assembly and Equati_on SOliring_ -

In order to obtain solutions by the ﬁmte element method, one is eventually faced
with the task of solvmg a la,rge set of simultaneous, lmea.r a.lgebraxc equatxons When
solving the large system equa.t:ons numencally, one can use direct or iterative meth-
ods. The iteratxon method is faster and has less error than the direct method pro-

vided that a convergence factor, which is different i in different system equat:ons can

be obtained. Since it is not an easy task to find the convergence factor, especially in

large system equations, a direct method may be preferred in some cases.

In our analysis, a frontal technique, which uses a dxrect method is used to perform
the element assernbly and equa.tlon solving at the same time([86],{94],195]. The frontal
algonthm is a Specm] method tha,t is sultable for the finite element technique. This
algorithm assembles the finite element system equat:ons into global system equa-
tions and solves for the unknowns using Gaussmn ehmlnatlon sxmulta.neously, and
then performs a back-substltutmn process. It reqmres less storage fewer arithmetic
operations, and smaller penphera,f eqmpment when cornpared to other direct solvmg‘ |
routines.

The basic idea of the frontal algorithm[94] is that it assembles the equations
and eliminates the variables at the same time. As soon as the coefficients of an

equation are completely assembled from the contributions of all relevant elements,




o |

the equatron is tra.nsr'erred to back up storage and the correspondmg vanab]e is
eliminated. Therefore, the complete g]obal system matrlx is never formed during the
process.

At a certain step during the process when a new element is assembled, a coefﬁc1ent
matrix for vanables, which 2 a.re yet to be ehmmated remains in the core memory.
These equations, their corresponding nodes and degrees of freedom, are termed the
front. The number of unknowns in the front is the frontwidth This froxitw:dth
changes durmg the assembly and reductlon process and the average front- mdth de- |
termines the maximum size of problem that can be solved using this method.

In the frontal method, the ordermg of elements is ‘important while the nodal
numbering is irrelevant. The reason for this is that the lLife time of a node in the
front depends on the element numberlng, not the node numbermg Therefore, the

element numbermg must be done so as to reduce the life tlme and thus the frontw:dth

Another efficient method is a band solutron, which requ:res the entire global matrix
to be assembled first and begins to solve it with Ga.ussra.n ehmmatlon process. The
| frontal method however, is a more efficient method especm]ly in three-dlmensmnal
| problems[86]. | S

The anechoic chamber geometry that will be solved has a long length compared
to its width and height. This geometry enables one to reduce the frontw:dth even if
it has a la.rge number of unknowns. Therefore, the frontal techmque is sultable for
this geometry. |

For an overview of the frontal algorithm, 2 flow chart is shown in Figure 5.3.
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 Figure 5.3: Flow chart of frontal technique.
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5.5 Modeling and Numerical'Results
5.5.1 Modeling{ |

Figure 5.4 shdws the anechoic chamber model wiih the four-wire antedna adapt‘,ed‘.
for the ﬁnlte element analysis. Since the chamber with the four-wire antenna has a
symmetnc structure, the analysis for the ﬁrst quadra.nt of the chamber is suﬁicnent
In the first quadrant of the chamber, an ngge plane is at the bottom and a symmetl_-y
plane at the left side for the vertically polarized excitation; The top and right side |
planes are perfect electric eOnduct.brs covered with absofbers. An electric perfect
- conductor with absorber is used for the back ﬁall except in the area where the wire
is terminated. The front plane is modeled to be a perfect eleetric conddctor without *

absorber. For such geometry the following boundary co‘n_dition_s are applied: |

H-a=0 ~ ona perfect electric conductor
(chamber walls a.nd‘image plane)
Hxa=0 on a perfect magnetic conductor(symmetry plane).

For the excitation of the antenha, a magnetic frill source model is deed at the
- feed of the wire. For this, the magnetic ﬁeld vectors are given at nodes around the |
wire at the feed so as to circulate the wire uniformly. This means that a cor.lstant'
current source_is e.p;dlied to ejmite the.wire.’

An exact model of the real chamber would require too many unknoth to cdmf)ute
with the available cemputer system. Therefoz'e, the chamber is modified to reduce
the number of nodes The real absorbers on the walls are a wedge type in the tapered -
reglon and a pyramidal type at the quiet zone and backwa,ll of the chamber. These
absorbers are replaced w:th equivalent layers so that the layer_s have similar reflection

Properties to the absorber for the plane-wave incidence[93]. In the equivalent layers
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Figure 5.4: Modeling of the first quadrant of anechoic chamber with four-wire Sy
tem. Absorbers are substituted with equivalent dielectric slabs that have
similar reﬂect,on properties, Numbers in parentheses are dimensions for
reduced size chamber.
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the dxelectnc constant e, of layer lis gwen as

| e = flle, - 1) +'1 | (5.35)
where f! is the volume fraction of absorbing material at layer land ¢, is the measured
‘die]ectric constant of the absorber. .At the bottom of the absorbers, the volume
fraction is one and at the top it is zero. Since the volume fractlon varies hnearly
ftom top to bottom of the a.bsorber, the dielectric constant of the equlvalent lay_ers .
has linearly varying profile from _e,. =1toe =e¢, respectively. In this simulation,
‘only two IIayers” of edua.l thickness are used as the equitralent layers to reduce the
unkowns. The dlelectnc constant of the layer close to the wall is the value measured
in Chapter III. The la.yer adjacent to the air has the dlelectnc constant of (1+ e,)/2
In Chapter II, several cornparxsons of the reﬂectmty between the absorber and the
equxvalent layers were made. Although the reflection coefﬁaents of these eqqualent
layers are not exactly the same as those of the real'absorbers, the effects of the
‘equivalent absorbers on the response of the antenna are expected to be similar.

The other significant change is the size of the wire. The dla,meter of the real
wire is four mllhmeters It is xmportant in the finite eIement technique tha.t the.
. sizes of adjacent elements should not change a.bruptly If they change abruptly, the
technique would genera.te serious numerical errors. Wxth this in mind, the use of
four millimeter diameter wire would requlre a huge number of elements for modeling
the chamber of three meter ‘width and he:ght Therefore, in order to reduce the
- number of elements, the diameter of the wire is assumed to be 7.5 cent:meters at
the feed point and tapered to 50 centuneters at the back wall. As a matter of fact,
the chamber with wires is expected to gmde a TEM wave at low frequenaes(below
several hundred megahertz). Therefore, the use of the thlck wire is a justifiable

a.ssumptxon considering that the ongmal goal of this analysis is to observe the low




frequency response.

In this chapter, two types of elements are considered for the analysxs ef the cham- -
ber with the four-wu-e antenna. One is a tetrahedrai element with linear basis func-
‘tlon and the other is a hexahedral element with a mid-side quadratxc basis function,
Since the use of the ﬁrst one requxres too many nodes to solve the whole system, the
reduced geometry has been used The dlmenstons of the reduced chamber are shown
in the parentheses of Flgure 5.4. In thls case, the total number of nodes is dependent
on the geometry rather t_ha,n on the frequency. The reason is that the number of
elements around the radiator, which is wire in our case, must be at least ten in order -
to obtain a physxca.l solution. ‘The use of hexahedral elements w1th mid-side nodes
can simulate the radiator with fewer elements. Therefore, the full size chamber can
be accurately analyzed. In thie eaee, the s.ize of element is bigger than the tetrahedral
element and hence the total number of nodes is dependent on the frequency For a
good solutlon, the number of nodes must be at least elght per wavelength.

The numerical expenments were performed to see the effects of the pena.lt;y num-
ber. If the penalty number is zero, the solution is nonphysxcal We obtained a

physical solutions for the penalty numbers between 0.1 and 1.

5.5.2 Numerical Results

In the finite element simulation w:th tetrahedral elements, 7168 nodes and 31000
tetrahedral elements are used for a reduced cha.mber -geometry. Flgure 5.5 shows
the discretization of the cross section into hexahedral elements. Each hexahedral ,
element_is discretized again into five tetrahedral elements. |

By eolviug the system equa.tioﬁs, the magnetic fields a,reobtajned at each node.

The current distributions are then obtained from the magnetic fields at the wire
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Figure 5.5: Discretization of cross section of the chamber with hexahedral elements. .

Each hexahedral element is divided into 5 tetrahedral elements.

surface from Ampere’s law :
| I={§am.ar - (5.36)
where the integration path [ is around the wire following the right hand rule. Fig-
ures 5.6 through 5.8 show the current distribution on the wire for different termina-
tions at 100, 150, and 300 MHz, respectively‘: These terminations include a short, an
open, and a resistance loading. Figure 5.6 élcarly shows the st_;a,nd.ing waves appropri-
até to the termination of the wire. For the open termination, the current at the end
is zero and, for the short termination, it is maximum. When the 48 ohm resisf.ance is
used, the standing waves disa.ppéar. At 150 MHz similar behavio_r exists, but is less:
pronounced. It is interesting to note that the 48 ohm resistor, that( qurked very well
at 100 MHz, is not effective here. This is not _gurprising, since the optimum loading,

in general, is a function of frequency. At 300 MHz the termination bﬁre]y affects the
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%88 Rj,,g~48 chms
_ G-8-8 open end
1' 5 | ®—*-e shorted end

NORMALIZED MAGNITUDE

Figure 5.6: Curfcnt distribution on the wire at 100 MHz with different termination.
The currents are normalized to the input current.

current on the wire becaus'e, at this frequency, the current bas already décayed before
reaching the end. Also, at the end, the absorber absorbs the réma.ining cufrent that -
reaches the end. | B | |

Figuré 5.9 shows the di_scretiiation ﬁrith heXa.héd;a_J elements with mid-side nﬁdes.
With these elements, the full size chémbe; is discretized into 1998 ele:ments'with 9359 .

nodes. The computed current distributions on the wire are shown in F igﬁres 5.10

through 5.12 with a short termination to the back wall at 30, 50, and 70 MHz, respec-

tively. In these figures, the solid lines represent the current magnitude normalized
to the input current and the dotted lines represent the phase.
To obtain the field plots, the computed magnetic fields are assumed to be el-

liptically polarized at a given cross section of the chamber. Figure 5.13 shows the




92
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Figure 5.7: Current distribution on the wire at 150 MHz with different termination.
The currents are normalized to the input current,. ‘
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Figure 5.8: Current distribution on the wire at 300 MHz with different terminat i
The currents are normalized to the input current.




| ——

93

Figure 5.9: Discretization of the cross section of the chamber with hexahedral ele-
ments with mid-side nodes, .

NORMALIZED MAGNITUDE

0 5 10 15 20
DISTANCE [M].

Figure 5.10: Current distribution at 30 MHz. The wires are terminated to the back.
‘ wall with short. Hexahedral elements with mid-side nodes are used.
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Figure 5.11: Current distribution at 50 MHz. The wires are terminated to the back-
wall with short. Hexahedral elements with mid-side nodes are used. -

[ 1

avhent
s
I | il
— L ]

¥

NORMALIZH) MAGNITUDE

LA |

o 100 15 20
| DISTANCE [M]

Figure 5.12: Current distribution at 70 MHz. The wires are terminated to the back-
wall with short. Hexahedral elements with mid-side nodes are used.
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Figure 5.13: Elliptically polarized m‘agnetiq'ﬁelds at a cross section of the chamber,

polarization ellipse. If the field components are expressed 4t a cross section as
H, = Asinut (5.37)
H, = Bsin(wt+¢) - (538)

the lengths of two axis of the ellipse, A’ and B’, are wi'ittei_x as

. _
A = e 30
coséf - cosgain? + ng (5.3 )
B’ = —"'ﬁ——lh_-_._ _ (5.40) ‘
' sin cospsin20 + Alcos

where 8, the tilted angle of A’ from T axls, is

- -l-t" -12ABcos¢
B - B2

The major axis of the ellipse ié the longér one of A’ a,nd'B’ and the minqr_ axis ﬁhe
shorter one.

With this expression, the computed magnetic ﬁelds are drawn in Figures 5.14
through 5.16 for 30, 50, and 70 MHz, respectwely. Figure 5.17 shows the field



Figure 5.14: Field distribution at a cross section of 15 meter distance from feed point
at 30 MHz. The wires are terminated to the backwall with a short.
Hexahedral elements with mid-side nodes are used. ' '

variation obtained By fhis'analysis‘a.t 50‘ MHz. In the figure, (a) and (b) show the
magnetic field intensity variation along the hdri_zontal and §ertic&l axis, respectively.
The field intensities are iiorm’a.lized to the intensity at the center poinf. The i:lane
used in these figures is the cross section at 14 meters from the feéd. Figure 5.18
shows the field ‘va.ria.tion along the propagatidn ;:li'reci.:ion-a.t 50 MHz. The fields are
normalizcd to the ﬁelcis a.f 14 meters from the feed. As'expected, the fields decrease
as an inverse function of distance. According to these figures, the .ﬁelds are uniform

within £ 1 dB in the 0.5.meter‘ra.dius spherical test area.



Figure 5.15:

~ Figure 5.16:

Field distribution at a cross section of 15 meter distance from feed point
at 50 MHz. The wires are terminated to the backwall with a short.
Hexahedral elements with mid-side nodes are used. :
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Field distribution at a cross section of 15 meter distance from feed paint
at 70 MHz. The wires are terminated to the backwall with a <hL.u
Hexahedral elements with mid-side nodes are used.
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CHAPTER VI

IMPLEMENTATION AND MEASUREMENTS

The four-wire a,ntenna was built and installed in the tapered anechoic cha,mber at
the Umvers:ty of Michigan Ra,dlatron Laboratory The performance of the antenna
was tested by measurmg the mput impedances and the resultant field d;strlbutxons
The a.ntenna showed good performance in producmg a uniform ﬁeld at the test
area and has a good xmpeda.nce behavior over a broad frequency ra.nge Using the
- four-wire antenna system_, surface current measurements were conducted to demon-
strate EMC capabilities[96]. in addition, electromagnetic reflection or backscattering
meaeuremeuts were performed fo showuthe potential of this antenna for rada.r Cross
seetion (RCS) measurements in the low frequency regime. |

Section 6.1 describes the construction of the four-wire antenna in the anechoic |
chamber. In section 6.2, eIectnca] property measurements of the system are descnbed |
and performed For measuring the input impedance, a small four-wire antenna model
was constructed and measured in free space. Also, the input unpedance of the full size
four-wire a.ntenna was measured when it was mstal]ed in the cha.mber by mea.sunng :
the S-parameters at the feed point. The ﬁeld intensity in the test area was measured
to show the uniformity of the field. In sectxon 6 3, backscattermg measurements

are presented for a tllted cylinder. Surface current measurements are presented in

100
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section 6.4 for indueedsurfe,ce currents on a model aircraft.
‘6.1 Installation of the Four-wires in Anechoic Chamber -

Even though it has been analyticail'y shown that the optimum errangement of
the four wires is not symmetncal[97], a symmetnc arrangement was chosen One -
of the reasons for this choice is that it allows the user to change the polarization
of the antenna by SImply changing the feed connections Another reason is that
the symmetric arra.ngement is more compatxble with the square cross sectlon of the
anechoic chamber. | |

Figure 6.1 shows the drawing of the fepered anechoic chamber with a four-wire
system and instrumentation set up for Si; or reflectivity measurement. The overall
djmensions of the cba.mber are 5.4 meters wide, 18 meters long, and 5.4 meters high.
The anechoic treatment consists of 1 8 meter deep pyra.mxda.l absorbers on the target
endwall of the cha.mber, 0 6 meter and 0.45 meter deep pyramxda.l absorbers, and 0. 3
meter wedge absorbers on the side wa.lls, ceiling and ﬂoor sur{a,ces of the 0.45 meter &
x 0.45 meter X 0.56 meter test region; and 0 45 meter deep pyramidal and 0.3 meter
deep wedge absorbers on all surfaces of the tapered section The 12.85 square meters
of the test region floor surface are treated with 0. 6 meter deep walkway absorber

At the feed point, ea.ch wire of the four-wlre system starts with a one meter _
long brass tube (4 mm dna.meter) followed by an outer shield conductor of RG-58/ U
coaxxa.l cable, which has the same dmmeter as the brass tube. The top two wires
are connected to one SMA connector with a “V” form and the bottom two wires to
the other SMA connector symmetrically. The top and bottom wires also have the
same “V” form with each other. The two SMA connectors are mounted on the metal

plate as closely as possible (1.2 centlmeters) in a vertnca] line. For the mecha.mca.l
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Figure 6.1: The tapered anechoxc chamber with four-wnre system with equ:pment set
up for field and backsca.ttermg measurements.
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Figure 6.2: The four-wxre a.ntenna feed showmg the support plexxglass block. "

plate as closely as poss:ble (1.2 centlmeters) in a vertical line. For the mechanical
support of the wires at the feed, a plexiglass block is drilled in a “V” form and tubes
are inserted and glued into the holes Figure 6.2 shows a photograph of the feed
mcludmg the plexiglass block In order to termzna,te the wires on the back wall,
~ holes are drilled through the absorber and the back wall.. The antenna wires are
passed through these holes and secured However, due to the 18 meter length of the
wires, the wires droop a.bout 50 centlmeter at their midpoint. To correct this droop,
two ropes are stretched a.long the top of the chamber and each wire is supported by
two strings that are attached to these ropes Wnth these ropes, the droop is reduced
to less than 3 c¢m in the radla.tlon area of the wires. Figure 6. 3 lhows photographs
taken inside the chamber. The upper photo shows the feed plate with the four wires
coming out diagonally and the two ropes at the top. The lower photo shows.the wire

going through the back wa.ll 2t the crevice (or the low spot) in the pyramids.
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Figure 6.3: Photbgra.bhs of the antenna wires in the chamber.

the feed point. Lower photo shows one of the wire
back wall. -

Upper photo SHows
s going through the
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6.2° Electrical Property Measurements
6.2.1 Input Impedance_ 'Measuremenfs

The antenna input n-npeda.nce was measured on two versions of the antenna, One -

~ is the antenna in free space usmg a ground plane conﬁguratton and thus needing only

a half of the antenna (eqmvalent to rnonopole vs. d]po!e) and the other is the full

antenna in the anechoxc chamber.

Free Space Version

Usmg the same feed geometry, a smaller version of ‘the four-wire antenne ﬁfas
constructed, but usmg an image plane. In this case, only half of the antenna with
single port exc:tatxon 1s used. (This is like feedlng and measuring a monopole when
data for a dipole are desu'ed ) This antenna has a single V-element fed through a

SMA connector which is mounted on a ground plane (or image plane) as is shown

'm Flgure 6. 4 The angle of the V-element is 8.6 degrees and the angle between the

V-element and ground plane is 4.3 degrees. The V-element consists of two brass
tubes tha,t are one meter in length and four mxlhmeters in diameter. Impedance

of the structure was mea.sured on a network a.na.lyzer and the resuIts are shown in

Figure 6.5, The oscxﬂat:ons m the curves for R and X are caused by reﬂectlons :

from the ends of the wires, When the 81gna.l is range gated to remove the end
reflections, the smooth curves are obtained, ‘The real part shows about 80 ohms and
the i Imaginary part is near 0 ohm. For the four-wire antenna, the xmpedance would

be tw:ce or 160 ohms
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Four-wire Antenna in the Chamber

The input impedances of the four-wire antenna in the anechoic chamber was
measured by measuring the two-port S-parameters of the antenna. Figure 6.6 shows
the two port network representation of the four-wire system. In the operation of
the antenna, ports 1 and 2 are excited with voltages of the same magnitude but
with 180 degree phase difference. The antenna impedance is then twice the port
impedance. Using a two-port measurerment procedure, the impedance of an antenna
driven differentially can be obtained as follows.

Assume both sources are matched and a’s and b’s represent the voltage waves
when the circuit is excited in differentjal mode. The S-parameters are defined as done

in the Hewlett Packard literature[57]. For the differential (and matched) excitation,
a; = —as

Then

br = a; S + a5z

or

b
= = 8§y — Sp
a

1

and thus, the port impedance is

7 :1+511—512
F 1 =851+ S, o

where Zp is 50 ohms. The antenna input impedance is then simply
Zin =27,

Figure 6.7 shows the measured input impedance of the four-wire antenna in the

anechoic chamber, This input impedance has similar behavior to that measirig




- Figure 6.6: Two port representa,tlon of the four~W1re a,ntenna in the anechmc cham-
ber.

from the antenna in free spaee, but t.here are also differences. The real paft for the
antenna in the chamber is about the same magmtude ( 100 ohms), but varies more
with frequency The ma.;or difference between the two antenna.s is that the chamber
antenna has an inductive rea,ctlve component rather tha.n Zero reax:tance for the free
- space version. The d:ﬁ'erence could be attrlbuted to a dlﬁ'erent reference plane in the
cahbra.tlon of the network analyzer. For the free space version a,ntenna the reference
plane was at the antenna base, whereas for the chamber antenna, the reference plane
‘was at the connector. Of course, the chamber a.ntenna is expected to have somewhat -
different 1mpeda,nce chara.ctenst:cs due to the mteractlon of the antenna with the

chamber walls.
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Figure 6.7: Measured input impedance of the four-wire antenna in the anechoic -
chamber. ‘

6.2.2 Field Measurements

The monostatic radar equation is written[QS} as

P _ G S
H = '"-——(411_)334 (6.1)

where
P, : power returued.from target
P, : power transmitted from antenna
G : antenna gain
A Waw}elength
o: scatiering cross section of target
R : distance from antenna to target.
The power density, Ss, of the incident wave on the scatterer is given by

PG

s = m : (62)
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By substituting Eq (6.2) into Eq.(6.1) for G, we obtain

oA? 41rPP ‘
Pr = %}:S‘z or Sg - O'AZ t‘ . ) (6‘3)

According to Eq.(6.3),' we see that the incident power density on 'a;‘scatteryer is pro-
portional to the square root of the returned power, provided that the scatterer is
characterized by' Radar (.L'Iross Sectioﬁ o. Consequently, the ﬁeld distyibuiion can
be oBtaihed by measuring the pdwer returned from the target located et;' the c‘qrre-k
sponding scanning point. | _

Fi.gure. 68 shows the block diagrarh of the sysfem set-up used for the field mapping
mea.surements A 0- 180 degree hybnd coupier (0.1 MHz — 2000 MHz) was used to
obtain the dxﬂ'erentral mode signal for the wires. The two top wires were fed at 0
degree phase and the two bottom wires were fed at 180 degree phase. Connectors
were made using equal lengths of éemirigid coaxial ca.bles(Ll, L; in Figure 6.8) to
preserve the signal balance. For the scatterer, a 12.875 inch diameter flat circular
plate was used. The measurements were  made with the HP8753B Network Anaiyzer, :
with the sweep frequency range set from 50 MHz to 1550 MHz.

Figure 6.9 shows the time domain response of the whole system, obtained by
Fourier tra.nsformmg the measured frequency domaln data. The first. peak which is
denoted w1th “A” in the figure, is due to the reﬁect:on at the coupler and the second
peak, “B”, is due to the reflection a.t the feed of the wires._ A peak between “B” and
“C” seemed to be due to the fire extinguishers on the ceiling of the Vchambe.r.ﬂ The
peaks denoted with “C” and “D” are due to the reﬂectior.n's at the backwall and the
IOpen ends of the wires, respectively. In this case, there was no 'loeding a,pplied. at the
end ef the aﬁtenna. wires. The wires were‘ pulled through holes in the back wall, tied
to anchors, but not electrically connected. By loadmg even with a lumped reswtance,

the last peak, “D”, can be ehmlnated Figure 6.10 shows the time domain response of
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| WV | Targetr
Coupler E + 3 O
. v Ly | .
| Wires
- Network Aha!yzer‘ .
O measure §;;
Network Analyzer - Hewlett Packard, §753B
' Coupl;r ‘ Anzac, Model H-9
Li, L2 Lines adjusted fo_r phase match
Wires Brass Tube (1 m), plus
Outer Conductor of RG-58/U
- Target -

12.875 inch Diameter Circular Plate

Figure 6.8: The block diagram of the four-wire system for field measurements.
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the system wit‘h' 2 120 ohm lumped ioéding re‘s.istance. ‘The peak, “D“, of Figuré 6.9
has disappeared in Figure 6.10. Nevertheless, there still éxist significant fr‘eﬂe'ctionls
at the feed of the antenna and the back wall of th.e chamber. The fgéﬂeciion at;the
back wall is due to the podr. performance of the absorbers at low fréquéncies and is
attributed tb reflection of the‘space wave rathér. thah the current. on the wires.

Since the reﬂect.lon frorn the target (12 875 inch dxa,meter flat circular plate) 1s.
quxte small cornpared to the other reﬂect:ons, a spec:al procedure is requ:red For-
this, the response of background is subtra.cted from the response w1th the target
present. Figure 6.11 shows the time domain response after subtraction. By sub-
tracting, a 30 dBrsigna,l to ﬁoise ratio is achieved in the time domain as shown in
the figure by marker 1. Since tﬁe noise at the feed and coupler was still high (the
first peéks‘ iﬁ Figure 6.11), it wa§ removed By software gating. The gate span was |
five nanoseconds and the gate shape was normpl. The five nanosecond gate span
was chosen to inclﬁde the direct ray and the rays bounced off the walls. In the ﬁéld
measurements, the test area was sca.rined with the circular plafe every 10 inches in
honzonta.l vertlcal and propagahon directions (80 in. x 60 in. x 30 in.). Fig~
ures 6.12 through 6.14 show the ﬁeld vanat:ons in honzontal a.nd vertlcal axes of
three crosscuts that are shown in Figure 6.1. In each ﬁgure, the ﬁeld mtensxtles
are normalized to the ﬁeld at the center of the plane These figures show the field
dxstnbutlons are umform as expected Wlthm a 40 inch dmmeter circle in each plane,-
the field deviation is & 0.5 dB for most frequenc1¢s. .

In the propagation direction, the field intensities were measured along the center
line of the chamber from 190 inches to 120 iﬁches measured from the back wall The
intensities are normalized to that of 160 inches from the back wall and are shown

in Figure 6.15. As is shown in the figure, the fields tend to decrease as an inverse
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Figure 6.15: Measured field intensity in propagation direction (normalized with the
intensity at center point).

function of distance from feed. Figures 6.12 through 6.15 reveal that the field is
uniform within 4 1 dB in a 40 inch diameter sphere at the test area, the worst case .

- being at 1500 MHz, the highest frequency measured.
6.3 Backscattering Measurements

In this section, the four-wire system is used to demoustrate its appllcatlon for
low frequency ba,ckscattenng measurements. For the backscattering measurements,
the same system as used for field mapping measurements was used ( see Figure 6.8).
A closed 21 inch high, 7 inch dlameter aluminum cylinder was used as a scatterer.
Measurements were made for various tilt angles as the tilted cylinder was rotated
Flgure 6.16 shows the geometry of the cylinder showing the tilt and the rotating
angles, The incident polarization was vertical. The measurements were performed

for the .tilt angles of 0, 30, 45, 60, and 90 degrees, separately. The cylinder was
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Tiltangle § 2

N

Rotation angle

Figure 6.16: A geometry of cylinder used in backscattering mea.surement;

mounted on a styrofoam pedestal that was then mounted on an azimuthal rotator.
The tilting of the cylinder was accomplished with styr’ofoam support wedges. For each

tilt angle, the cyhnder was rotated around the z axis and measured every five degrees.

Calibration was performed with a 12 inch diameter sphere. The mea.sured data were

transferred to the HP9836 computer and processed according to the formula

S Sback ] ' o
Teyl = E———-éma’;: . (6.4)

where P Sl , and % aph are the mea.sured S11 of the cylmder, the empty room and
the sphere, respectively, The a"" is the theoretical radar cross section of the sphere
computed from the Mie series[99].

Figure 6.17 shows the radar cross section (RCS) of the cylinder, which is not
tilted, as a functlon of rotatmg angle. In the ﬁgure, two frequencies are compared:
0.3 GHz with dotted line and 1 GHz sohd line, The cylinder is rotated from —90

degrees to 90 degrees and measured at every five degrees The RCS of the cylmder
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Figure 6.17: RCS of 0 degree tilted cylinder at 0.3 and 1 GHz.

| _is' about —2.5 dBsm(dB square meters) at 1 GHz with & 1 dB error and at 0.3 GHz, -

_ the RCS is about —3 dBsm with less error, Theoretica.lly, the result should be a

“straight line. The error is attnbuted to the lmperfect surface of the cylinder and
different surface shapes of the sides of the styrofoam supports

Figures 6.18 through 6.21 show the radar cross section of the cylinder with 30, 15,
60, and 90 degrees tilt angle, respectiveiy, at both 0.3land. 1 GHz. The cylinder was
rotated to 360 degrees and measured a;c every five degrees. When the cylinder s tilted
to 30 degrees, the RCS at"l GHz is very sensitive to the rotating angle while the RC'S
at 0.3 GHz is not. At 90 degrees tilt‘a.ngie, thé RCS of bofh frequencies have lobes
but wi.th different widths and levels. As a matter of fact, the five degree rotating
step n;ay be too large for the measurements, especially at 1 GHz. However. these |

are sample measurements to demonstrate the usefulness of the four-wire antenna
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Figure 6.18: RCS of 30 degrees tilted cylinder at 0.3 and 1 GHy.
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Figure 6.19: RCS of 45 degrees t.i'lted cylinder at 0.3 and 1 GHz.
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Figure 6.20: RCS_df 60 degrees tilted cylinder at 0.3 and 1 GHz.
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Figure 6.21: RCS of 90 degree tilted cylinder at 0.3 and 1 GHaz.
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6.4 Surface Currents Measurements

In this section, the surface current is measured again to demonstrate the appli-

“cation of the four-wire system in the EMC measurements. In these measurements,

the broadband characteristic of the system is tested.

6.4.1 Initial Set up

Flgure 6. 22 shows the sketch of the tapered anechoic chamber with the four-wire
system mstrumented for surface current measurements (S mea.surernents) In this
set up, amplifiers are used to increase the signal to noise ratio. Some of the targets
used have resonances at several hundred rnegahertz and some below one hundred
mega.hertz Fxgure 6. 23 shows the block diagram of the feed and the instrumentation.
The four-wxre antenna is fed by +V and —V voltages to obtain vertical polarization. |
To obtam the differential mode, a broadband balun followed by a pair of matched
amplifiers was used These amplifiers are rated one watt each in the frequency range

from 0. 01 to 4. 2 GHz By using two amplifiers in the differential conﬁgurati_on,

~ two watts of power are obtained The amplitudes and phases of the differential

conﬁguratlon are ca,refully matched to within +1 dB trackmg in a,mphtude and i 10
degrees in phase in the frequency range by selecting proper attenuators and coaxial
lines. Figure 6.24 shows the photograph of the balun and the two amphﬁers at the

feed. The bundles of strings are the ends of ropes and stnngs used to raise the wires

to eliminated drooping.

In these measurements, a two millimeter diameter(D*Z mm) shielded loop sensor

| [100],[101] is used to measure the surface currents Figure 6.25 shows the loop sensor

that is constructed from 0.020 inch diameter semmgld cable. The voltage mduced at

the gap of the loop sensor is delivered to the preamplifier through a coaxial line tha.t
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Figure 6.22: The tapered anechoic chamber with four-wire system with eqﬁipment '
set up for surface current measurements,
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Figure 6.23: Block diagram for the feed for a surface current measurement.
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is supported horizontally in the chamber. With the network analyzer set to sweep
from 0.3 MHz to 5000 MHz, the time domain response of an empty chamber is shown
in Figure 6.26. The first peak, denoted by “A”, is the direct signal. Peak “B” appears
due to a ray bounced by the chamber ceiling, and peak “C” is due to the reflection
at the rear wall. The antenna wires in this case were not terminated, but left in an
open circuit. We note that these peaks are over 20 dB below the direct signal and

can easily be gated out as was done in the field measurements (Section 6.2.2).

6.4.2 Measurements

For the surface current measurements, we performed measurement on two kinds
of objects: spheres and B-1B aircraft models. A sphere is the most obvious model to
start with to check the performance of the facility. For a sphere, the fields are well
known and easily computable from the Mie series[99]. Also, the sphere is commonly
used as the calibration target for most measurements. Aircraft models were selected
for the targets of the test measurements. Similar aircraft models had been used in
[100] and [101].

Figures 6.27 and 6.28 show the surface currents of the 7.96 centimeter and 15.24
centimeter diameter spheres, respectively. In the figures, the solid lines represent
the magnitudes of the current densities that are normalized to the incident magnetic
fields and the dotted lines show the phases. The theoretical curves (Mie series)
are shown in (a) and the measured curves in (b) of each figure for comparison. For
the measured curves, the 7.96 centimeter diameter sphere is used for calibration.
In Figure 6.27, the measured data show the repeatability and the accuracy of the
measurement since the measurement is calibrated with the same model at the same

location. The measured data contain significant noise in the frequency ranges below
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Figure 6.27: Theoretical and measured current on the 7.96 cm dza.rneter sphere Sohd
line shows magnitude and dotted line phase.
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50 MHz and above 4500 MHz Figure 6.28 demonstrates the performanc‘e of the
four-wire. facxhty for the use of the surface current measurement. Comparing to
the theoretical curve (upper graph), the measurement is accurate to + 0.2 dB in
amplitude and to ﬁve degrees in phase from 0.1 to 4.5 GHz.

In these measurements, the gate width, gate shape, and the bandw:dth (or fre-
quency range) of the network analyzer ‘aﬁ'ect..'the final results. For example, Fig-
ure 6.29 shows a measurement on the 15.24 cm diameter sphere measured from 0.3
MHz to 1 GHz and gated with the same ‘gate'wid.th as in Figure 6.28. The results
are slightly diﬁ'ereﬁt, which is .notf_ﬁecessarily unexpected.

For the B-1B aircraft measufements, we eceuited three models. Those mod-
els were 1/48 scale B-1B (Revell No.490‘(‘)k)’, 1/72 scale B-1B (Monogram No.5606),
and 1/72 scale Boeing 707 Intercontinental (Heller‘No.80305). These aircraft were
prepaxled in the usual way includihg spraying with conducti:ve (silver) paint. The_
measurement pomt was selected on top of the fuselage at 30.3 percent of the fuselage
length when mea.sured from the tip of the radome In all cases, the illumination was
top incidence, electnc vector para,llel to the fuselage, and the measured field compo-
nent was the axial surface current densxty normahzed to the incident magnetic field.
Figure 6.30(a) shows the the B-1B mode]s mounted on the styrofoam with the loop
sensor.‘ | |

Figures 6.31 and 6.32 show the measﬁrements of the current en the 1/48 scale

and 1/72 scale models, respectwely In these figures, the upper graphs are for the
“wings-forward” a.nd the lower for the wmgs-swept. conﬁgurat:ons Note that the
frequency scales are not converted to full aca.le frequencies in order to help access
_ the frequency range performance of the four-wire antenna faeility. The amplitude

curves in these figures show the classical half-wave resonance of 18 to 20 dB above
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Figure 6. 29 Theoretical and measured current on the 15.24 cm diameter sphere, 0.3
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Figure 6.31: Surface current on 1 /48 scale model of B-1B at 30.3 percentile fuselage
position; wings forward (top) and wings swept (bottom). Solid line
shows magnitude and dotted line phase.




0.0 — ! L

(v 1 2 3
‘ FREQUENCY [CHz)

4

1/1

o 1 2 .3
| ' FREQUENCY [GHz]

Figure 6.32: Surface current on 1/72 scale model of B-1B at 30.3 percentile fuscl

position; wings forward (top)
shows magnitude and dotted line phase.

and wings swept (bottom). Solid line

age



0.0 1 bl L -180.0
s} 0.2 04 0.6 08 1
 FREQUENCY [GHz]

Figure 6.33: Surface current on top of 1/72 scale model of B-1B at 30.3 fuselage
percentile position for the in-flight refueling mode. The tanker is the
KC-135 with same scale. Top incidence, axial fuselage current. Solid
line shows magnitude and dotted line phase.

the incident field. The amplitudes vary around 6 dB, which is the high ftequeﬁcy
optics appréximation.' & |
Figure 6.30(b) shows the '1/72 scale B-1B model for the in—ﬂight refueling mode
configuration. The tani-ﬁer is the KC—135 #t 1/72 scale that is a modified version of the
Boeing 707 intercontinenta.l. The measurement, point is chosen at the 30.3 percentile
fuselage‘ position when measured from thé tip of thé radome. The measured surface
- currents afe shown in Figﬁre 6;3'3. To show more detail in the resonance behavior,
the measurement was performed over a 0.3 MHz to 1 GHz range. As thié figure
| shows, the main resonant peak is at about 80 MHz, corresponding to 1.1 MHz full
scale freduency. It is also observed that the peak here is about 8 dB higher than that

of the individual cases shown in Figures 6.31 and 6.32.




'CHAPTER VII

CONCLUSIONS AND FUTURE WORK

In this thesis, a four-wire antenna was introduced for use in EMC mea.surements._
The four-wire antenna consists of two V-antennas that also form v georhetry with
each other. The antenna was designed to produce a uniform field in the test area

over a wide frequency range. Since an anechoic chamber is & wide'ly used facility in

EMC measurements, the antenna was installed and tested jn the anechoic chamber.

The antenna was first a.ﬁalyzed in free space using the N umerica] Electromegnetic
Code(NEC). In order to remove the reﬂectlons at the end of the wires, an a.ppropna.te
loading resistance distribution was determined. The obtained resistance distribution,
which has the form of 2 square function, is effective over a broad frequency range from
50 MHz to 1000 MHZ. The free space analysis showed tha.t the antenna produced a
% 1 dB uniform field in a two meter d:a.meter spherical test area with the symmetric
arra.ngement of the wires. The computed input unpedances and field dlstnbut:ons
indicate that the antenna is usable in the frequency range from 50 MHz to 1000 MHz
and poesibly to 5000 MHz since the computatione were limited to below 1000 MHz..

Since the antenna was insta_.lle.d‘ m the anechoic chamber, tEe eﬁ'eets of absorbers .
were also studied, When freqﬁencies are high, typieally above 500 MHz, the ab-

sorbers show good performance and the antenna can be considered as being in free
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space. HOWeve‘r,.be‘l_ow 500MHz -aﬁd especialiy below‘freqt.rencies where the ab-
sorbers are meffect:ve the antenna performa.nce wrll be aﬁ'ected by the chamber To
| consider the effects of the chamber walls, which are covered by the absorbers, modi-
fied volume-surface mtegra] equatlons(modlﬁed VSIEs) were deyeloped. By applying
the modified VSIEs, the chamber walls with wedge type absorbers tvere analyzed.
From the results of the ana,lysm, equwalent lossy layers were obtained. The equrv-
alent layers have compatlble reflectivities with those of wedge absorbers. With the
equivalent layers, the anechoic chamber with the four-wire antenna was analyzed
“using the finite elernent technique. In the finite element analysis, the fields were
conﬁrmed to be uniform. | |

The four-wire antenna was constructed and installed in the anechorc cha.mber
at the Umversxty of Mlchlgan Radla.tlon Laboratory The field distributions were
measured and are within + 1 dB field devm.tlon in a two meter diameter sphencal |
test area. The input 1mpedances of the antenna were also measured in the frequency
range from 3 MHz to 6000 MHz. The a,dvantage of the four-wrre antenna i is the
extremely wide ba.ndw1dth capability, Wherea.s typically horn a,ntenna.s have a 2: 1
bandwidth and ridge-horns a 10:1, or even 20:1, ba.ndwrdth the four-wire structure
can easily achieve 100:1 bandwidth such as 50 MHz to 5000 MHz.

To show the potent:ai of the four-wrre systern for EMI/EMC applications, sample
measurements were performed and presented These include induced surface field
measurements on spheres and model aircraft a.nd backscattering measurements from
a cylinder. In surface field measurements a + 0.2 dB measurement accuracy is
dernonstra.ted on the measurements made on spheres The results of backscattering
measurements are not as :mpressrve (:l: 1 dB), but it must be emphasized that such

‘neasurements can be made at frequencies below 100 MHz, a frequency region that
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otherwise could not be measured in an anechoxc chamber, |
There are two topics that need further study to bnng the four'wxre.de:s:gns closer |
to pra.ctxca.f implementation. ‘One is the development of a practical and effective
matching of the wire at the back wall and the other is a study of the |nteractlonv '
between the device under test and the antenna wires. In the case of resistive loadmg
some theoretical studxes were presented in section 2. 2, but the such design would be
1mpractxca.l to implement. In hxnds1ght the appmprlate loadmg would be a lumped
res:stor located at the end of each wire and embedded in an a.bsorbmg material.
Fmally, because of the presence of antenna wires along the walls of the chamber,
quesfions still exist cohcerning‘the level of interaction between the model and the
wires. This intefactionk could be studied iﬁ two ways. (or in conjunctlon) (1) by
theoretlca.lly/numencally analyzmg the entxre chamber thh the test model present,
and/or (2) by making careful ba.ckscattenng or surface field mea.sure_ments on objects

for which the results are known and then analyzing the data.
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