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Abstract

Optimal behavior is a very desirable property of autonomous agents and, as such, has received much attention
over the years. However, making optimal decisions and executing optimal actions typically requires a substantial
effort on the part of an agent, and in some situations the agent might lack the necessary sensory, computational, or
actuating resources to carry out the optimal policy. In such cases, the agent will have to do the best it can, given
its architectural constraints. We distinguish between three ways in which an agent’s architecture can affect policy
optimality. An agent might have limitations that impact its ability toformulate, operationalize(convert to internal
representation), orexecutean optimal policy. In this paper, we focus on agents facing the latter two types of limita-
tions. We adopt the Markov decision problem framework in our search for optimal policies and show how gradations
of increasingly constrained agent architectures create correspondingly more complex optimization problems ranging
from polynomial to NP-complete problems. We also present algorithms based on linear and integer programming
that work across a range of such constrained optimization problems.

1 Introduction

A widely-studied problem in the AI literature is the construction of optimal policies for autonomous agents [23].
Traditionally, the problem of constructing an optimal policy has been viewed separately from the problem of actually
executing that policy. However, a policy is no good to an agent if it cannot carry it out, which might happen if the
agent lacks the necessary sensory, computational, or actuating resources to observe the world, make the decisions,
or take the actions as prescribed by the policy. As a simple example, an agent operating in a real-time environment
might have a policy that optimizes expected utility but includes a requirement that the agent reacts within 1 second of
a particular exogenous event whenever the event occurs. This policy might not berealizablewithin the limitations of
the agent architecture. It could be unable tooperationalizethe policy because the agent might be dividing its limited
perceptual resources to monitor for various important events such that it cannot assuredly notice this particular event
within one second. Or the agent might be unable to dependablyexecutethe policy because it draws down its battery
power each time it needs to react to the particular event, and while it is capable of reacting properly at £rst, it cannot
guarantee that it will have the power to react to all future event occurrences.

The concept ofbounded optimality, as described by Russell and Subramanian [24], suggests that the best that
an agent designer can expect to do in implementing an optimal agent is to formulate the bestprogram that can be
run on the agent’s architecture. In their work, Russell and Subramanian emphasize bounded-optimal programs for the
formulationof decisions for a resource (time) constrained agent. Our emphasis in this paper is instead on algorithms for
devising bounded-optimal programs (represented as policies) for agents whose architectures constrain the policies that
can be operationalized or executed. A policy is bounded-optimal with respect to an agent’s architecture if, according
to some evaluation criterion, that policy has the highest value in the class of policies that are realizable, given the
agent’s architectural constraints. A policy is said to be realizable by an agent if it satis£es all constraints imposed on
the policy by the agent’s architecture.
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One approach to solving the constrained optimization problem of £nding optimal realizable policies is to reduce
the problem to an unconstrained one. This can be accomplished in a number of ways. One might try to restrict the
language for representing policies relative to the agent architecture, such that any representable policy is realizable.
In this case, if the optimization algorithm uses the same language, the search can be performed in the unconstrained
space, and the resulting policy will be guaranteed to be realizable. As a simple example of this approach, consider
a memoryless agent that only knows the current state of the world but does not remember how it got there. In that
case, even if the world is non-Markov, one can (and probably should) conduct the search for the optimal policy in the
language of memoryless policies rather than to search in the space of history-dependent policies with some additional
constraints. In general, however, restricting the language in just the right way may be very hard or impossible to do,
as a policy composed of actions that are individually realizable (and thus should each be represented in the language)
might not be realizable due to the action combinations.

Another way to reduce the constrained problem to an unconstrained one is to modify the problem representation to
include the information about the agent’s limitations. For example, if an agent has limited consumable resources (e.g.
power), the resource usage (e.g. current power level) can be made a part of the state description. This approach, while
still able to make use of ef£cient methods of solving unconstrained optimization problems, has several drawbacks.
Firstly, it suffers from combinatorial (in case of multiple discrete-value resources) state-space explosion. Secondly,
this approach naturally handles only the types of constraints that can be folded into the state description. The problem
is that sometimes there are global constraints imposed on the policy as a whole, rather than local constraints on the
execution of individual actions in particular states. One can certainly argue that any information (at the extreme, a
full description of the whole policy) can be added to the state description, but we do not consider this to be a viable
approach.

The alternative, which we adopt in this work, is to conduct the policy search using the unrestricted language and
without modifying the state description, but to place some constraints on the space of feasible solutions. Let us say
that a languageL is used to represent a set of policiesΠL, and an agent’s architectureM limits the set of feasible
solutions to a set of policiesΠL(M) ⊆ ΠL. Moreover, there is a policy evaluation criterionV(π), which maps a
policy π ∈ ΠL to a number (V : Π → R).

In this work, we have the following goal. Given a policy representation languageL, a restricted policy space
ΠL(M), and a policy evaluationV, £nd a policy from the constrained space (π ∈ ΠL(M)) that has the maximum
value according toV. An example problem would be to £nd a policy that has the highest total expected reward (V)
among the class of deterministic Markov policies (ΠL) that are executable by a particular agent, given that it only
has a limited amount of power, and that it has to £nish executing the policy by a certain deadline (M). Although,
we certainly do not claim to solve the stated problem in the most general case and provide solution algorithms for all
possible languages, architectures, and evaluations, we do follow one relevant thread of increasingly constrained agent
types and their corresponding constrained optimization problems.

The contribution of this work is a characterization of a portion of the landscape of constrained agent architectures
in terms of the complexity of £nding optimal policies for those architectures, and algorithms for doing so. Not all
algorithms and complexity results discussed in this paper are new. The novel results that are of the most interest
include the complexity proof and the algorithm for £nding deterministic policies under linear execution constraints
(section 5.1), the analysis of operationalization constraints on action utilization costs (section 5.2) and an algorithm for
approximating optimal policies that bound the probability of exceeding upper bounds on the total costs of the policy
(section 4.3).

We begin with an introduction of our model in section 2 and follow with a review of methods for solving un-
constrained Markov decision problems in section 3. Section 4 that discusses various types of execution constraints is
followed by section 5, which focuses on operationalization constraints. For each of the types of constraints, we analyze
the complexity and discuss solution algorithms for the corresponding optimization problems, as well as provide some
examples of agent architectures that embody these types of constraints.

2 The Model

2.1 Markov Decision Problem

In accordance with the literature, we formulate our optimization problem as a standard stationary, discrete-time,
Markov decision problem with £nite state and action spaces [20]. A classical MDP can be de£ned as a tuple
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〈S,A,P,R〉, where:

• S = {i} is a £nite set of states.

• A = {a} is a £nite set of actions.

• P = [pa
ij ] : A × S × S → R de£nes the transition function. The probability that the agent goes to statej if it

executes actiona in statei is pa
ij .

• R = [ria] : S ×A → R de£nes the rewards. The agent gets a reward ofria for executing actiona in statei.

A policy is de£ned as a procedure for selecting an action in each state.1 A policy is said to bestationaryif it does
not depend on time, but only on the current state, i.e. the same procedure for selecting an action is performed every
time the agent encounters a particular state. Apurepolicy always chooses the same action for a state, as opposed to a
randomizedpolicy, which chooses actions according to some probability distribution over the set of actions. The term
deterministicis used to refer to stationary pure policies.

A randomized Markov policy2 π ∈ ΠMR, can be described as a mapping of states to probability distributions over
actions, or equivalently, as a mapping of state-action pairs to probability values:π = [πia] : S ×A → R; πia ∈ [0, 1]
de£nes the probability of executing actiona, given that the agent is in statei. We assume that an agent must execute
an action (a noop is considered a trivial action) in every state, thus

∑
a πia = 1.

A deterministic policy can be viewed as a degenerate case of a randomized policy, for which there is only one
action for each state that has a nonzero probability of being executed. That probability must obviously equal 1. This
class of deterministic policies is traditionally labeledΠMD. Since there is only one action that can be executed in any
state, a deterministic policyπ ∈ ΠMD can be represented simply as a mapping of states to actions:d = [di] : S → A.
The conversion between the two representations (π andd) of deterministic policies is obvious:

di = a ⇐⇒ πia = 1 (1)

Clearly, the total probability of transitioning out of a state, given a particular action, cannot be greater than 1, i.e.∑
j pa

ij ≤ 1. As we discuss below, we are actually interested in domains where there exist states for which
∑

j pa
ij < 1.

If, at time 0, the agent has an initial probability distributionα = [αi] over the state space, and the system obeys the
Markov assumption (namely that the transition probabilities depend only on the current state and the chosen action),
the system’s trajectory (de£ned as a sequence of probability distributions on states) will be as follows:

ρt+1 = P̃ρt

ρ0 = α,
(2)

whereρt = [ρt
i] is the probability distribution of the system at timet (ρt

i is the probability of being in statei at time
t), andP̃ = [p̃ij ] is the transition probability matrix implied by the policyπ (p̃ij =

∑
a pa

ijπia).

2.2 Assumptions

Typically, Markov decision problems are divided into two categories:£nite-horizonproblems, where the total number
of steps that the agent spends in the system is £nite and is known a priori, andin£nite-horizonproblems, where the
agent is assumed to stay in the system forever (see [20] for a detailed discussion of both types of models).

In this work (as will be clearer from the next sections) we concentrate on dynamic real-time domains, where agents
have tasks to accomplish (typically before a given deadline). Moreover, besides succeeding or failing to carry out these
tasks, agents might obtain some rewards during the execution of their policies. For example, consider an agent ¤ying
a plane, whose goal is to safely get to its destination and land there. This example does not naturally correspond to a
£nite-horizon problem, because the duration of executing various policies is not predetermined (unless we arti£cially
impose such a £nite duration, which is not easily justi£able). On the other hand, the problem does not naturally £t the

1We only consider stationary Markovian problems and, therefore, do not make a distinction between decision rules and policies for ease of
exposition.

2MR (Markov Randomized) and MD (Markov Deterministic) are the standard abbreviations used to refer to the classes ofrandomized and
deterministic policies, respectively [20].
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de£nition of the in£nite-horizon model, because the plane obviously cannot keep on ¤ying forever (assuming that it
does not have the option of in-¤ight refueling and is not powered by aperpetuum mobile).

This leads us to adopt a slightly different assumption about how much time the agent spends executing its policy.
We assume that there is no prede£ned number of steps that the agent spends in the system, but that optimal policies
always yieldtransientMarkov processes (decision problems of this type were extensively studied by Kallenberg
[11]). A policy is said to yield a transient Markov process if the agent executing that policy will eventually leave
the correspondingMarkov chain, after spending a £nite number of time steps in it. The term Markov chain is used
to refer to the stochastic process that results once the agent’s policy has been £xed. Given a £nite state space, this
assumption implies that the Markov chain corresponding to the optimal policy has no recurrent states (states that are
visited in£nitely often) or, in other words:

∀i lim
t→∞ ρt

i = 0 (3)

This means that there has to be some “leakage” of probability out of the system, i.e. there have to exist some states
{i} for which

∑
j

∑
a pa

ij < 1. One particular case where the above assumption holds is in a system in which all
trajectories lead toabsorbingstates. Once an agent enters an absorbing state, it has £nished (or failed to £nish) some
task and has nowhere else to go, i.e. the probability of transitioning out of an absorbing statei is zero:

∑
j pa

ij = 0.3

In the plane-¤ying example, all trajectories lead to either a safe landing or a crash, and once the agent enters one of
these states, the probability of transitioning to other states is zero.

We also assume that the rewards that an agent receives while executing a policy are bounded, as discussed in more
detail in the next sub-section.

2.3 Policy Value and Optimality

There are multiple ways in which one can assign numeric values to policies. In general, the value of a policyπ, given
the initial probability distributionα, can be expressed as follows:

V (π,α) =
∑
h∈H

V (h)P (h|π,α), (4)

whereh is a state history, which is just a sequence of state-action pairsh = {〈st, at〉}, H is a set of all possible
state-action histories, andP (h|π,α) is the probability of sequenceh actually occurring, conditioned onπ andα.

One of the more popular choices for evaluating policies, which is the most natural one for transient problems, is
the expected total reward criterion.4 If the agent receives a reward whenever it executes an action, the total expected
utility of a policy can be expressed as follows:5

V (π,α) =
T∑

t=0

∑
i

ρt
i

∑
a

πiaria, (5)

whereT is the number of steps during which the agent accumulates utility. If the rewardsr are bounded, and the
process is transient, the above sum converges for anyT , and the value of the policy is, thus, also bounded.

Moreover, if the system obeys the Markov assumption and, as a result, follows the trajectory in (eq. 2), the value
of a policy can be expressed in terms of the initial probability distribution, transition probabilities, and rewards as
follows:

V (π,α) =
∞∑
t

rρt =
∞∑
t

rP̃tα (6)

It is clear that the value of a policy depends on the initial state probability distributionα. Moreover, in general,
the relative order of two policies can change depending on the initial probability distributions, i.e.∃π,π′,α,α′ :
V (π,α) > V (π′,α), andV (π,α′) < V (π′,α′). However, in some cases (such as for an unconstrained MDP),
there exist policies that are optimal forany initial probability distribution, i.e.V (π∗,α) ≥ V (π,α) ∀π,α. These
policies are the ones that are commonly called “optimal” in the unconstrained literature and are typically computed,

3An alternative way of handling these states is to treat them as in£nitely-recurrent, i.e. once the agent gets there, it stays there forever. We do
not adopt this model, because it is less natural for our domains and also leads to unnecessary complications in the optimization problems.

4Other widely-used criteria include, for example, the expected average reward and the discounted total reward.
5This assumes a linear additive utility, which is characteristic to risk-neutral, time-indifferent agents.
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in a very ef£cient manner, by using some form of dynamic programming, such as value or policy iteration, which is
based on Bellman optimality equations [4]. We will refer to these policies asuniformly optimal(using the terminology
from [3]). These uniformly optimal policiesπ∗ always produce a history of states that is at least as good as a history
produced by any other policy, regardless of the initial conditions. Therefore, for an unconstrained case, it is suf£cient
to compute a single uniformly optimal policy and use it for all instances of the problem with arbitrary initial probability
distributions.

The trouble is, of course, that in the constrained case these dominant optimal policies are not always operational-
izable and executable. Indeed, imagine a problem where executing the same action (a∗) in all states yields the best
results. Therefore, the policyπ∗ that prescribes the execution of that actiona∗ in all states is clearly uniformly opti-
mal. However, executinga∗ might not be operationalizable for an agent with limited resources, and it might have to
settle for sub-optimal actions for some states. Furthermore, imagine that if the agent starts in state0 and executesπ∗,
all other states are reachable, and the agent has to spend a long time in the resulting Markov chain, thus exceeding
its executable (consumable) resource limitations. However, if the agent starts in a different state1 and executes the
same policyπ∗, only a small subset of all states is reachable and the agent can £nish executingπ∗ much faster, and
has enough resources to do so. Therefore, in a constrained case, a policy is only optimal with respect to the initial
probability distribution.

Moreover, once constraints are introduced, we can no longer assume that an optimal policy can be composed
from optimal sub-policies. This thus violates the principle of optimality, which is the basis for most unconstrained
algorithms such as value and policy iteration. Hence, the problem of constructing an optimal realizable policy be-
comes much more dif£cult, as shown in the next sections, where we analyze the complexity of various constrained
optimization problems after looking £rst at the unconstrained case.

3 Unconstrained Agents

This section is devoted to a discussion of omnipotent agents that do not have any operational or execution constraints.
In particular, we describe a linear programing formulation of Markov decision problems that is due to D’Epenoux [6]
and cite some known results about the complexity of unconstrained MDPs. The purpose of this section is to provide a
baseline and the necessary background for subsequent sections that deal with constrained agents.

3.1 Linear Programming Formulation

The most commonly used algorithms for solving unconstrained MDPs are value and policy iteration (see, for example,
[20]). As we pointed out earlier, these algorithms and their modi£cations are very ef£cient and are very well-suited to
unconstrained problems. However, it is not easy to adapt value or policy iteration to constrained problems, since these
algorithms are based on the principle of optimality, which (as just mentioned) does not always hold for constrained
problems. Another method for solving unconstrained MDPs that allows for an easier addition of constraints is based
on a linear programing formulation of the problem.

In this section, we review how to construct a linear program, the solution to which yields a policy that maximizes
the total expected reward, as de£ned in (eq. 5), over an in£nite horizon (again, assuming all states are transient):

V (π,α) =
T∑

t=0

∑
i

ρt
i

∑
a

πiaria

=
∑

i

∑
a

( T∑
t=0

ρt
iπia

)
ria =

∑
i

∑
a

xiaria,

(7)

wherexia =
∑T

t=0 ρt
iπia is the expected number of times actiona is excuted in statei. Then,xi =

∑
a xia is the total

expected number of times statei is visited.
Clearly, xia constitutes an alternative way of representing a randomized policy. It is often referred to as the

occupancy measureof a policy [3]. The mapping fromxia to πia is trivial:

πia =
xia∑
a xia

=
xia

xi
(8)
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Notice, however, that thexia representation contains more information about the system than just a policyπ, because
the former, besides giving us the mapping (eq. 8), also speci£es the expected number of times each state will be visited
if π is executed.

If a policy is deterministic, then in its occupancy-measure representation only onexia for a giveni will have a
nonzero value. In that case, the occupancy-measure representation can be converted to a deterministic policyd as
follows:

di =

{
a if xia > 0
arbitrary ifxi = 0

(9)

Notice that in the second case an arbitrary action can be assigned to statei, becausexi =
∑

a xia = 0 implies that the
statei will never be visited.

We can now formulate a linear program, whose solution is a set of occupancy variables that yields a policy with
the highest expected value, as de£ned by (eq. 7). The linear program is:

max
∑

i

∑
a

xiaria

subject to the constraints: ∑
a

xja −
∑

i

∑
a

xiapa
ij = αj ,

xia ≥ 0

or, equivalently:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣
∑

i

∑
a

(δij − pa
ij)xia = αj ,

xia ≥ 0,

(10)

whereδij is the Kronecker delta, de£ned asδij = 1 ⇐⇒ i = j.
The constraints in (eq. 10) just represent the conservation of probability and have nothing to do with external

constraints (such as resource limitations) imposed on the problem. That is, the expected number of times that state
j is visited minus the expected number of times thatj is entered across all state-action pairs better equal the initial
probability of being inj.

Recall that, for unconstrained problems, there always exist deterministic policies that are uniformly optimal, i.e.
they are optimal for any initial probability distribution. An important question is whether the policies constructed
using the above LP belong to the class of deterministic uniformly optimal policies. A detailed discussion of this topic
is beyond the scope of this paper, and we refer the reader to [20] or [11] for a comprehensive exploration of this matter.
Here we just cite the main results and provide some intuitive rationale for them. As it turns out, the solution to the
above LP yields a uniformly optimal solution, if the initial probability distributionα used in the LP is strictly positive
(∀i αi > 0). Intuitively, the justi£cation for this condition is that it “forces” the solution to assign an optimal action
for every state, whereas some states could be unreachable given a different initial probability distribution with some
zero components. In the latter case, any actions could be chosen for the unreachable states, which, in general, would
not be optimal for all initial distributions.

We have provided some justi£cation for why the resulting policies are uniformly optimal. Another question is
whether a solution to the above LP represents a deterministic or a randomized policy. The answer is not de£nitive
and depends on the algorithm that is used to solve the LP. However, a key property of linear programs such as (eq.
10) is that there always exists a set of solutions that map to deterministic policies. Recall from the theory of linear
programming thatx is abasic feasible solutionof an LP if it cannot be expressed as a nontrivial convex combination
of any other feasible solutions to the LP. An important property of basic feasible solutions of an LP withn rows
is that they have at mostn positive components. Therefore, a basic feasible solution to (eq. 10) contains at most
n = |S| positive components. Now, if we assume that the initial probability distribution over the states is strictly
positive (∀i αi > 0), it is clear thatxi ≥ αi > 0, which means that there have to beat leastn positive elements inx.
Hence, there are exactlyn positive components inx, one for each statei, which means that the corresponding policy is
deterministic. Therefore, for problems with strictly positive initial probability distributions, deterministic policies are
uniformly optimal and can be obtained by using an exterior point method (e.g. simplex) for solving linear programs.
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Figure 1: A simple MDP:S = {s1, . . . , s6}, A = {a1 = noop, a2, a3}. Ovals represent states (rewards for visiting
them are shown inside the ovals), and arcs represent possible state transitions (probabilities are shown in parentheses).
States{s2, s4, s5, s6} are absorbing.

Therefore, in order to £nd a deterministic uniformly optimal policy for an unconstrained MDP, one just needs to
solve the LP in (eq. 10) withα > 0. Since the resulting policy will be deterministic and uniformly optimal, the
action to be executed in every state, as prescribed by (eq. 1), will be optimal for any probability distribution over the
initial states. However, it must be noted that the occupancy measure representation of a policy (xia) that is obtained
by solving (eq. 10) retains its additional interpretation as the expected number of times statei is visited and actiona
is executedonly for the initial probability distributionα that was used in the LP.

3.2 Example

We now introduce an extremely simple example that serves to illustrate the method described in the previous subsec-
tion. Despite the overly simplistic nature of this problem, it can be used as a skeleton for examples of constrained
problems that are analyzed in the following sections.

Consider the stochastic environment depicted in Figure 1. There are six states in the problem{s1, . . . s6} and three
actions{a1, a2, a3}, wherea1 is a noop that represents the fact that the agent has a choice of not executing any action.
The agent starts ins1. If it does not do anything ins1 (executes a noop), it will go to states2 with probability of1.0
and get a reward of 5 there. It can also execute actiona2, which will with certainty take it to states3. Similarly, in
states3, the agent has three choices of actions: actiona1 takes it to states4 for a negative reward of−10, a2 has a
50/50 chance of leading tos3 or s6 and, in the latter case, yielding a reward of 60. If, however, the agent chooses to
executea3, it has a0.8 probability of staying ins3 and a0.2 probability of going tos5 and getting a reward of 50.

This problem yields the following linear program (as in (eq. 10)):

max(rx)
∣∣Ax = α, x ≥ 0, (11)

where

x =[(x11, x12), x21, (x31, x32, x33), x41, x51, x61]T ,

r =[(0, 0), 5, (1, 1, 1),−10, 50, 60], α = [0.1, 0.1, 0.1, 0.1, 0.1, 0.5]T ,

A =


1 1 0 0 0 0 0 0 0
−1 0 1 0 0 0 0 0 0
0 −1 0 1 0.5 0.2 0 0 0
0 0 0 −1 0 0 1 0 0
0 0 0 0 0 −0.2 0 1 0
0 0 0 0 −0.5 0 0 0 1


(12)

In these equations, we used round parentheses to group the components ofx andr that refer to the same state. These
parentheses have no other meaning and are only used to improve readability, We will also use the same notation for
other vectors (such asπ) that are indexed byia.
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Notice that we chose anα with all positive components to get a uniformly optimal solution. The solution to
the above LP isx = [(0, 0.1), 0.1, (0, 0.4, 0), 0.1, 0.1, 0.7], which maps (per (eq. 1)) to the following deterministic
uniformly-optimal policy:d = [a2, a1, a2, a1, a1, a1] (executea2 in s1 and ins3, and executea1 in all other states).

If, however, we setα to the actual initial probability distribution as speci£ed in the example (α = [1, 0, 0, 0, 0, 0]T ),
the LP would yield the following solution:x = [(0, 1), 0, (0, 2, 0), 0, 0, 1], which maps to the following deterministic
policy: d1 = a2, d3 = a2, d6 = a1 and arbitrary actions fors2, s4, ands5, since these states are not reachable
(x2 = x4 = x5 = 0). Notice that this solution prescribes the execution of the same actions for reachable states
(s1,s3, ands6) as the uniformly optimal one. This solution, besides giving us an optimal policy, also indicates that the
expected number of times of visiting statess1, s3, ands6 is 1, 2, and 1, respectively, and that the agent can expect a
total reward ofrx = 62.

3.3 Complexity of Unconstrained MDPs

The complexity of unconstrained Markov decision problems has been a topic of extensive discussion (see [15] for a
summary). Papadimitriou and Tsitsiklis [19] analyzed the computational complexity of various classes of MDPs and,
in particular, showed that the problem of £nding optimal solutions for in£nite-horizon MDPs under the total expected
cost criterion is P-complete.6 The proof that these problems can be solved in polynomial time is based on the fact
that an in£nite-horizon MDP can be formulated as a linear program (as described above in subsection 3.1), and since
LPs are known to be in P, the reduction shows that the MDPs of this type are also in P. Actually, the polynomial-time
algorithms for solving linear programs [12, 13] are extremely slow in practice. For this reason, the most popular
methods for solving linear programs are based on Dantzig’s simplex method [5]. These methods are usually very
ef£cient, but most have been shown to have an exponential worst-case running time (e.g., [14]), and no algorithm
based on the simplex method has been shown to have polynomial running time.

Recall from the previous subsection that, for unconstrained problems, there always exists a uniformly optimal
deterministic policy, meaning that for any initial probability distribution, there exists a deterministic policy that is at
least as good as any randomized policy. Therefore, the above complexity result holds for both deterministic (ΠMD)
and randomized (ΠMR) classes of policies.

These results on the complexity of unconstrained MDPs can serve as a comparison baseline for the complexity of
constrained problems, which are analyzed in the following sections.

4 Execution Constraints

We begin our discussion of constrained agent architectures by analyzing execution constraints. Recall that constraints
of this type arise due to the inability of an agent to carry out the actions as prescribed by the policy. We model this
situation by assigning resource costs to action execution and putting bounds on the total costs incurred during the
process of executing a policy.

4.1 Constant Action Costs

In this section, we assume that every time an agent executes a given action in a particular state it incurs the same costs.
In that case, the total resource costs incurred by the agent are proportional to the number of times the actions using
the corresponding resources are performed. Therefore, the total costs can be expressed as linear functions ofx. The
treatment presented in this section is the standard constrained MDP (CMDP) model [3, 11, 20] that is well-known and
is widely used primarily in the operations research community.

As an example, recall the toy problem from section 3.2 (Figure 1) and suppose that each actiona takes a certain
amount of timeta to execute. Moreover, imagine that the agent is placed in a real-time situation, where it must £nish
executing a policy before timeT (this requirement could be due to a power limitation of the agent’s architecture, or
it could be imposed by the system designer). This constraint can be expressed as

∑
a ta

∑
i xia ≤ T , which assumes

thatxia is exactly the expected number of times actiona is executed in statei. In order for the constraint to be valid,
xia will have to retain this meaning in whatever method we use for solving this constrained problem. We postpone

6Assuming that all numbers that are needed to de£ne a particular optimization problem (such as transition probabilitiespa
ij , rewardsria,

etc.) can be written using a constant number of bits. Then, the size of the input is polynomial in|S| and |A|. To be more precise, it is in
O(|A||pa

ij |) = O(|A||S|2).
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the solution to our running example for the moment and now turn to the general formulation of problems with linear
constraints.

A CMDP is commonly described by a tuple〈S,A,P,R,C,Q〉, whereS, A, P, andR have the same meaning as
in the standard MDP model (described in section 2). Additionally, in a CMDP associated with each action there is a
vector of costsC = [ck

ia] (actiona incursck
ia units of resourcek when it is executed in statei). Furthermore, there is a

vector of upper bounds on the total costsQ = [qk], and a solution to a CMDP should satisfy the following inequalities
on the total expected cost: ∑

i

∑
a

xiack
ia ≤ qk (13)

In order to £nd an optimal policy that satis£es these constraints, it seems that all we have to do is add the constraints
in (eq. 13) to the unconstrained LP (eq. 10) and solve the resulting linear program:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣
∑

i

∑
a(δij − pa

ij)xia = αj ,∑
i

∑
a xiack

ia ≤ qk,
xia ≥ 0

(14)

However, although the linear program for the constrained case looks very similar to the one for the unconstrained case
(eq. 10), there are a few signi£cant differences between solutions to these two problems.

Recall that, in the unconstrained case, there exist policies that are optimal for any initial probability distribution
α. As we mentioned earlier, this is generally not true in the constrained case, and optimal policies depend onα.
Therefore, we cannot just solve a single LP and use the resulting policy for all initial probability distributions, as we
did in the unconstrained case. Now, if we want to obtain an optimal policy for an initial probability distributionα, we
need to solve a linear program that uses the sameα. The good news is that, since we always solve linear programs
that contain exactly the right initial probability distributions, the interpretation ofxia as the expected number of times
actiona is executed in statei will be valid, and thus our constraints mean precisely what we expect.

Another difference between the unconstrained and the linearly constrained problems is that, in the latter case, there
does not necessarily exist a deterministic policy that is at least as good as any randomized policy (as was the case in
the unconstrained situation). The reason for this is that the LP in (eq. 14) has additional constraints, and its basic
feasible solutions can have more thann = |S| positive components.

4.1.1 Example

We now return to our running example from section 3.2 and show how the above method can be used to solve the
constrained problem. Recall that we would like to £nd a solution to the example from the previous subsection, such
that the solution satis£es the constraint

∑
a ta

∑
i xia ≤ T . In terms of the formulation given above, we have only

one resource, action costs arec1
ia = ta, and the single resource bound isq1 = T . Let us say that the action costs

areta = (0, 5, 1) andT = 11. Given these numbers, the cost of the policy obtained for the unconstrained case is∑
a ta

∑
i xia = 15 > T , and thus that policy does not satisfy our constraint. Therefore, we have to add the constraint

to (eq. 11), and solve the new linear program. The solution thus obtained isx = [(0, 1), 0, (0, 0.4, 4), 0, 0.8, 0.2], which
maps to a randomized policyπ = [(0, 1), 0, (0, 0.1, 0.9), 0, 0.8, 0.2] for the expected total reward of 56.4. Notice that
the new policy prescribes the execution of the “cheaper” actiona3 in place of the more “expensive”a2 90% of the time
for the states3. Notice that the optimal policy is randomized. The problem of £nding optimal solutions in the class of
deterministic policies for linearly constrained problems is discussed in the next section dealing with operationalization
constraints.

4.1.2 Complexity

It is easy to see that linear constraints do not add to the complexity of the corresponding optimization problem. Indeed,
since linearly constrained problems can be formulated as linear programs, they are also P-complete, and, thus, belong
to the same complexity class as unconstrained MDPs.

4.2 Variable Action Costs

In this section we relax the assumption made in the previous section and consider action costs that are not constant,
but depend on the expected number of times a given action is executed in a particular state. We, therefore, no longer
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limit ourselves to constraints that can be expressed as linear functions ofx. However, we do make the assumption that
the constraints can be represented by continuous functions ofx. This section does not really provide any great insight
into solving these kinds of problems and is included here for the sake of completeness.

For example, consider an agent that learns to perform a particular action more ef£ciently by adjusting some internal
parameters every time it executes the action. In that case, the average cost of performing this action will decrease with
the expected number of times the agent executes the action. Another example of a domain, where variable action costs
occur is the example of ¤ying a plane: the amount of fuel needed to ¤y a certain distance decreases with the distance
already ¤own, since the plane uses up fuel and loses weight.

In general, to handle nonlinear constraints we have to solve the following nonlinear program:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣
∑

i

∑
a(δij − pa

ij)xia = αj ,
ck(x) ≤ qk,
xia ≥ 0,

(15)

whereck(x) is a continuous function that speci£es the usage of resourcek, given the occupancy measurex.
The above program contains a linear objective function and nonlinear constraints. Unfortunately, there is no

ef£cient method for solving general nonlinear programs. However, there are stochastic methods and approximations
for solving these problems. For example, a linearization of the program might be possible using a method such as the
Wolfe’s grid method [1] or the Grif£th and Steward method based on Taylor series expansion [9].

4.2.1 Example

Let us once again revisit our running example from section 3.2. Suppose that there are time-costs associated with
action execution, but they are not constant (as in section 4.1.1), but decrease with the expected frequency of execution.
Let us say, just an example, that it takes the agent5 time units (as in section 4.1.1) to execute actiona2 the £rst time,
and that the agent learns to perform the action more ef£ciently, so that the cost of executinga2 decreases as:

c1(x) = 2 +
9

1 + 2
∑

i xi1

If we use the numbers from the linear case, the constraint becomes(
2 +

9
1 + 2

∑
i xi1

)∑
i

xi1 ≤ 11

In order to £nd an optimal policy, we have to add this constraint to (eq. 11) and solve the resulting nonlinear program.
It is easy to verify that we obtain the same solution as in the unconstrained case, which makes sense because the cost
of executinga2 three times is approximately3.3 × 3 = 9.9 rather than5 × 3 = 15 (as with constant execution costs
in section 4.1.1), which no longer breaks the constraint.

4.2.2 Complexity

In general, there is not much one can say about the complexity of nonlinear programs such as (eq. 15), except that they
are no easier than linear programs from the previous section (the latter are obviously a special case of the former). In
particular, it is not even clear how one would formulate a general nonlinear program (consisting, in part, of a number
of arbitrary functions) as an input to a Turing machine, without restricting oneself to a speci£c class of functions.
In the case of nonlinear optimization, it makes more sense to talk about the rate of convergence of an optimization
algorithm, and the results would greatly depend on the instance of the nonlinear program and the algorithm used.

4.3 Risk-sensitive Execution Constraints

In the previous sections, we discussed constraints that were imposed on the totalexpectedcost. However, in some
domains suchrisk-neutralconstraints and optimization criteria are not expressive enough (discussed in more detail in
[21, 8]). In this section we survey some work in the area of risk-sensitive constraints and optimization criteria.
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To handle deviations from the expected case, Sobel [25] proposed to maximize themean to varianceratio with con-
straints on the expected. Huang and Kallenberg [10] describe a general approach to handling risk-sensitive constraints
and optimization criteria.

Ross and Varadarajan [22] have considered constraints that are imposed on thesample-pathcosts and thus allow
one to £nd policies that are guaranteed, in the limit, to have a zero probability of exceeding the cost bounds. Altman
and Shwartz [2] also analyzed the sample path costs in both constraints and optimization criteria.

Dolgov and Durfee [8] propose an approximation that allows one toexplicitly bound the probability of exceeding
the bounds on expected total cost for transient problems with constant action execution costs. Namely, approximations
to the following optimization problem are computed:

max
∑

i

∑
a

xiaria

∣∣∣∣ ∑
a xja − ∑

i

∑
a xiapa

ij = αj

P (ck ≥ qk) ≤ pk
0 , xia ≥ 0,

(16)

whereP (ck) > qk is the probability that the total amountck of resourcek that is used by the policy exceeds an
upper boundqk on that resource. The proposed linear approximation makes use of the Markov inequality to bound the
probability of resource overutilization and yields the following liner program:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣
∑

a xja − ∑
i

∑
a xiapa

ij = αj
1
qk

∑
i

∑
a xiack

ia ≤ p0

xia ≥ 0
(17)

Even thought the above LP yields suboptimal policies, it allows one to make explicit guarantees about the proba-
bility of resource overutilization, which can be useful if such overutilization has dire consequences. Furthermore, if
penalties for resource overutilization are known at design-time and can be expressed in the same units as the rewards,
it is possible to include the penalties in the policy evaluation criterion, as opposed to modeling the constraints on the
overutilization probability. This yields an LP with the following objective function:

max
(∑

i

∑
a

xiaria −
∑

k

W k

qk

∑
i

∑
a

xiack
ia

)
, (18)

whereWk is the penalty (in units ofria) incurred for overutilizing resourcek. The maximization is subject to just the
standard “conservation of probability” constraints as in (eq. 10). A bene£t of this formulation (as compared to 17) is
that, for certain initial probability distributions, deterministic policies are optimal. A downside is that the formulation
does not allow one to explicitly control the acceptable overutilization probabilities.

A more detailed description of this method, including an experimental evaluation can be found in [8].

4.3.1 Example

Let us turn to our running example and add the following probabilistic constraint to it (using the same numbers as in
section 4.1.1):

P (c ≥ 11) ≤ p0, (19)

wherep0 is some upper bound on the probability that the total costc exceeds the upper boundq = 11. Let us £rst
calculate the probability that the optimal policy for the unconstrained agent (3.2) exceeds this bound. Recall that the
optimal unconstrained policy prescribes the execution of actiona2 in s1 ands3. If the agent starts in states1 with
probability 1, the total cost of the policy is a geometric random variable with the following distribution:

P (c = 5i) = 0.5i−1 ∀i ∈ [2,∞]

Thus, the total probability of exceeding the upper bound ofq = 11 is

P (c ≥ 11) =
∞∑

i=3

P (c = 5i) =
∞∑

i=2

0.5i = 0.5

However, if we setp0 = 0.5 and plug the numbers into (eq. 17), we getx = [(0.45, 0.55), 0.45, (0, 0, 2.75), 0, 0.55, 0],
which maps to the following policyπ = [(0.45, 0.55), 1, (0, 0, 1), 0, 1, 0] that has a total reward of 32.5. Clearly, this is
suboptimal, because the optimal policy that satis£es the constraintP (c ≥ 11) ≤ 0.5 is the policy for the unconstrained
agent, whose probability of exceeding the bound on total cost is exactly 0.5. As mentioned above, the suboptimality
of our approximation is due to the fact that the Markov inequality gives a very rough bound on the probability.
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4.3.2 Complexity

One of the bene£ts of using the linear approximation described above is that it is no harder to solve than the uncon-
strained problem. However, this is only an approximation, and we have not yet analyzed the true complexity of £nding
optimal policies that satisfy probabilistic constraints. This is one of the directions of our future work.

5 Operationalization Constraints

As we mentioned in the introduction, some agent architectures, besides having limitations on what they can execute,
also have limitations on what policies that they can represent internally. In this section, we discuss constraints of this
type.

5.1 Deterministic Policies for Constrained Agents

As discussed earlier, optimal policies for MDPs with execution constraints are randomized, in general, and determin-
istic policies are suboptimal. However, a lot of work in AI has focused on deterministic actions (probably due to the
existence of uniformly optimal policies). Therefore, in this section, we focus on agents with linear execution con-
straints that can only represent (or operationalize) deterministic policies. We analyze the complexity of this problem
and present an algorithm for solving it.

This section slightly deviates from the structure of the previous sections in that we £rst formally de£ne a problem
and analyze its complexity and then present a solution algorithm.

5.1.1 Complexity

In order to determine how hard it is to £nd an optimal deterministic policy for a CMDP with linear constraints, let us
formulate a corresponding decision problem, which we call DET-CMDP:

Given an instance of a transient CMDP〈S,A,P,R,C,Q,α〉 and a rational numberU , does there exist
a deterministic policyd, whose expected total reward equals or exceedsU?

The following result characterizes the complexity of this decision problem.

Theorem 1 DET-CMDP is NP-complete.

Proof: The presence of DET-CMDP in NP is obvious. Clearly, one can always guess a deterministic policy and
calculate its expected total reward in polynomial time.

In order to show NP-completeness of DET-CMDP, we will reduce Hamiltonian Circuit (HC) to it. Recall that HC
asks whether, for a given directed graphG(V,E), there exists a path of length|V | that begins in a given starting state
v0, visits every state exactly once, and returns back to the starting state. HC is known to be NP-complete. Therefore,
if we could show that any instance of HC could be reduced to DET-CMDP, we would show that DET-CMDP is also
NP-complete. The reduction is illustrated in Figure 2 and proceeds as follows:

1. Create a CMDP with states that correspond to vertices of the HC, and with unique deterministic actions that
correspond to edges of the HC.

2. Add action cost constraints that ensure that each action is executed no more than once, which implies that every
edge in the HC is also traversed no more than once. This constraint is only needed to correctly implement the
next ones.

3. Assign rewards to actions and choose aU in such a way that ensures that the total cost can be greater than or
equal toU if and only if all states are visitedat least once.

4. Create additional constraints on action costs that, in conjunction with the above ones, are satis£ed if and only if
all states are visitedexactly once.
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Figure 2: Reduction of HC to DET-CMDP.

Our construction will have the property that a policy that satis£es these constraints will only exist if and only if the
original graph has a Hamiltonian circuit. We now describe the reduction in detail.

For any graphG(V,E), let us construct a DET-CMDP that has a statesi for every vertexvi ∈ V and one additional
statesn. Therefore, for a graph withn vertices, we create a state space withn + 1 states. Furthermore, let us add a
unique action to every statesi ∈ {s0 . . . sn−1} for every outgoing edge ofvi and set the transition probabilities for
these actions as follows:

∀a, ∀i ∈ [0, n − 1], ∀j ∈ [1, n − 1] :

pa
ij =

{
1 if the edge corresponding toa leads fromvi to vj

0 otherwise

∀a, ∀i ∈ [0, n − 1] :

pa
in =

{
1 if the edge corresponding toa leads fromvi to v0

0 otherwise

Essentially, this creates a unique deterministic actiona for every edgee = (vi, vj) in the original graph, such that
the action transitions from statesi to statesj , except the edges that lead into the starting vertexv0, which are mapped
to actions that lead tovn instead. In a way, we have split the starting vertex into two states:s0 andsn, wheres0

inherited all outgoing edges fromv0, andsn got all the edges incoming intov0.
Let us also assign to every action a unit cost of a unique type. Hence, there will beM = |A| different resources in

the CMDP – one for each action.

∀k ∈ [0,M − 1] : ck
ia =

{
1 k = a

0 k 6= a
(20)

Using these costs, we can add a constraint that ensures that every action is executed no more than once:

∀k ∈ [0,M − 1] :
∑

i

∑
a

ck
iaxia ≤ 1 (21)

Let us also assign rewards to actions in the following manner. Letm be some integer that is greater than the
maximum number of incoming edges for any vertex in the HC. Then, for every actiona that leads from statesi to state
sj let us assign the following reward:

ria = mj , (22)
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where,j is an exponent, not an index. For example, in Figure 2, the maximum number of edges leading into any vertex
is 2, so we choosem = 3, and assign the rewards according to (eq. 22).

If we now choose

U =
M−1∑
i=0

mi =
mM − 1
m − 1

, (23)

the policy value will be greater than or equal toU if and only if every state is visited at least once. Indeed, we can
view the total value of the policy as a number in basem of lengthM , where the digit in positionsi exactly equals
the number of visits to statesi. Since we have ensured (via (eq. 21)) that no action can be executed more than once,
the digit in positionsi can only be in the interval[0,m − 1]. Therefore, recalling that statesn is absorbing (the most
signi£cant digit is 1), and viewingU as a number in basem that has 1’s in all positions, it is clear that the total value
of a policy can only be greater than or equal toU if and only if every state is visited at least once.

Let us now assign an additional cost of a new type to every action, which will allow us to make sure that every
state is visited exactly once. For every actiona that leads from statesi to statesj , let us assign the following cost of
typeM that exactly equals the reward for executinga in si:

cM
ia = ria = mj (24)

Now, let us add the following constraint on the total cost of typeM :

∑
xiacM

ia ≤
M−1∑
i=0

mi =
mM − 1
m − 1

(25)

Clearly, since the total cost of typeM for a given policy must equal its total reward, the constraint (eq. 25) implies
that the total reward exactly equalsU . Obviously, the latter can happen if and only if every state of the CMDP is
visited exactly once, which in turn can happen if and only if the original graphG(V,E) has a Hamiltonian cycle. This
concludes the reduction of HC to DET-CMDP and the proof of the fact that the latter is NP-complete.¥

5.1.2 Algorithm

As discussed earlier, it is not clear how one can adapt value or policy iteration to handle constraints. Also, now that we
have shown that DET-CMDP is NP-complete, it is clear that we cannot solve the problem using linear programming
(as the latter is P-complete).7

However, the problem of £nding deterministic policies slightly resembles that of Integer Linear Programing (or
Integer Programming (IP), for short). Recall that integer programming is the discrete version of linear programming,
with an additional constraint that all variables are limited to integer values; if only some of the variables are limited
to integer values, then the problem is called a Mixed Integer Program (MIP). The problem of £nding the optimal
deterministic policy for a constrained MDP is somewhat similar to IP and MIP in that in a deterministic solution, in
the occupancy measure representation, only onexia for a giveni can have a nonzero value. Integer Programming
and Mixed Integer Programming are known to NP-complete, and therefore there might be a way of formulating DET-
CMDP as an IP or an MIP. This section does exactly that – it describes a reduction of DET-CMDP to a Mixed Integer
Program. The ability to formulate the constrained policy optimization problem as an MIP allows one to make use of a
wide variety of highly optimized algorithms and tools for solving MIPs.

The £rst step in reducing DET-CMDP to MIP is to notice that it is not easy to express the “determinism” constraint
as a linear function ofxia. We, therefore, augment the representation with a set of binary occupancy variables∆ia,
where

∆ia =

{
1 if di = a (actiona is planned for statei)

0 otherwise
(26)

Then, the condition that a certain policy is deterministic can be expressed as a linear constraint on∆ia:

∀i
∑

a

∆ia ≤ 1 (27)

7Unless P=NP, or we use an exponential number of optimization variables.
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Therefore, we can now express our objective function and the original constraints as linear functions ofxia, and
we can also express the condition that the policy is deterministic via linear functions of∆ia. Therefore, if we could
“synchronize” allxia’s with the corresponding∆ia’s with a linear function, we would have a MIP solution to which
would yield an optimal deterministic policy.

The problem is, of course, that the relationship between∆ia andxia is not quite linear:

∆ia =

{
1 if xia > 0
0 if xia = 0

(28)

However, we can capture the essence of this relationship with a linear function with a couple of “tricks”.
First, we need to normalize our occupancy measure representation to be in the interval[0, 1]:

yia =
xia

X
, (29)

where0 < X = supxia < ∞ is some constant upper bound onxia, which exists for any transient MDP and can
be computed in polynomial time. Indeed, we can just replace the expected reward in the objective function with∑

i

∑
a xia in the usual LP formulation of the constrained MDP, solve this LP in polynomial time and letX equal the

resulting value of the objective function.
Given the normalized occupancy measure, we can then capture the essence of the relationship between the occu-

pancy measure variables and∆ia as a linear constraint:

∀i, a : yia ≤ ∆ia (30)

Clearly, if yia > 0, the above constraint forces the corresponding∆ia to be 1, which is in accordance with (eq.
28). On the other hand, ifyia = 0, the above constraint will hold for both∆ia = 0 and∆ia = 1, which does not
quite satisfy (eq. 28). However, it turns out that this is not a problem for the following reason. If some∆ia = 1,
even if the correspondingyia = 0 (which is allowed by constraint (eq. 28)), the worst that can happen is that the
“determinism” constraint (eq. 27) becomes unnecessarily broken. This might seem problematic, but in fact it is not,
since the important thing is that another (feasible) solution with the offending deltas corrected always exists and has
the same value of the objective function. Basically, the above condition has no false positives, but can have false
negatives, which are not lethal. This means that if the algorithm for solving MIPs is complete (most of them are), it
will always £nd the optimal deterministic policy that satis£es all the constraints (assuming one exists).

To summarize, the problem of £nding optimal deterministic policies for constrained MDPs can be formulated as
the following MIP:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣∣∣∣∣∣∣

∑
i

∑
a(δij − pa

ij)xia = αj

X ,∑
i

∑
a xiack

ia ≤ qk

X ,∑
a ∆ia ≤ 1,

xia ≤ ∆ia,
X = supxia,
0 ≤ xia ≤ 1, ∆ia ∈ {0, 1}

(31)

As mentioned earlier, even though solving such programs is, in general, an NP-complete problem, there is a wide
variety of very ef£cient tools for doing so (see [26, 18, 27] and references therein). Therefore, one of the bene£ts of
reducing the optimization problem to MIP is that it allows one to make use of the available highly optimized tools,
instead of having to implement a solution algorithm by hand.

5.1.3 Example

Let us now £nd the optimal deterministic policy for our example with the same linear constraints as in section 4.1.1.
Recall that the action costs for the three actions are[0, 5, 1], and the upper bound on the cost isq1 = 11. Plugging the
numbers into (eq. 31), we get the solutionx = [(0, 1), 0, (0, 0, 5), 0, 1, 0], which maps to the following deterministic
policy: d1 = a2, d3 = a3, d5 = a1, yielding a total expected reward of 55 and the total expected cost of 10. Notice
that unlike the randomized solution to the same problem (section 4.1.1) which uses actiona2 in states3 10% of the
time, this deterministic policy has to always execute actiona3, giving a slightly lower total reward.
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5.2 Action Utilization Costs

We continue our discussion of operationalization constraints by analyzing problems where costs are not incurred for
executing actions (as in section 4), but rather actions have utilization that is incurred for including the actions in the
policy. We begin this section by introducing a motivating problem.

5.2.1 Motivating Problem

Let us consider a problem from the domain of real-time intelligent control. This example is of interest in that the
constraints imposed on the policy are not due to costs incurred during theexecutionof a policy, but there are limitations
on the agent’s ability toschedulea control cycle that is used by the architecture to execute the policy.

To illustrate the kind of problem that we are attempting to address here, consider an intuitive example of driving
a car in a dynamic city environment. In order to ensure safety, the driver needs to continuously cycle through a list of
activities such as watching the road ahead, checking the surrounding traf£c, reading the speedometer, etc. Depending
on the result of these observations the driver takes an action (such as accelerating, slowing down, turning, etc.) that is
most appropriate in the current situation. Therefore, the driver needs to formulate acontrol policythat prescribes what
observation acts should be performed and what actions should be executed, based on the outcomes of the observations.
However, an agent might have limited resources, and the time spent on one activity (looking at the speedometer) might
take away from the time available to execute other actions (watching other cars) and to react to sudden changes in the
environment (the car in front braking). The challenge is then to come up with a control policy that is executable, given
the agent’s resource limitations.

A solution to this real-time control problem was proposed by Musliner, Durfee, and Shin for their Cooperative
Intelligent Real-Time Control Architecture (CIRCA) [16, 17]. However, CIRCA uses asatis£cingapproach to £nding
executable policies, meaning that it does not continue searching for optimal policies once it £nds one that is good
enough (for a discussion of the details of this satis£cing search see [7]).

One of the main parts of CIRCA’s architecture is its Real-Time System (RTS), whose purpose is to execute a
control cycle, which consists of a scheduled sequence oftest-action pairs(TAPs). The test part of a TAP constitutes
a boolean test on the current state of the environment, and the action part speci£es the action to be executed if the
environment matches the test. The control cycles for the RTS are produced by the scheduler (another component of
CIRCA), which takes a standard (state to action mapping) representation of a policy and converts it to a sequence of
TAP’s. One of the underlying assumptions in CIRCA is that sensing and acting takes time, which, of course, means
that not all policies yield schedulable TAP policies. This problem is addressed in CIRCA by a myopic generate-and-
test approach, which works as follows. CIRCA £rst constructs a policy without taking into account the limitations
of the RTS and then tries to schedule it. If the scheduler fails, a greedy heuristic is used to remove some TAP’s
(effectively replacing the corresponding actions with noops), until a set of schedulable TAP’s remains. In some cases,
this approach can produce suboptimal control cycles.

The approach that we suggest below is different in that it attempts to reason about the limitations of the architecture
of the RTSwhile searching for an optimal policy, so that any produced policy will be guaranteed to be executable on
the RTS. In making this leap, however, we need to also acknowledge that our treatment here does not yet deal with
some complicated aspects of CIRCA’s policy-generation problem, and in particular with some of its non-Markovian
aspects.

As mentioned earlier, a characteristic feature of the constraints imposed on policies by the CIRCA RTS is that
actions (other than the noop) incur costs in terms of theutilization of the RTS. If some action is used in a policy,
it has to be scheduled and thus periodically utilizes resources of the RTS. However, this utilization cost isconstant,
regardless of how many times the action might actually be executed. Let us now de£ne the problem more formally.

5.2.2 Complexity

In accordance with the example described above, let us de£ne the total cost of including actiona in the policy to be:

ca(x) = uaθ
( ∑

i

xia

)
, (32)
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whereua is a constant utilization cost incurred for including actiona in the policy8, andθ(z) is a step function de£ned
as follows:9

θ(z) =

{
0 z ≤ 0
1 z > 0

Therefore, we would like to solve the following program:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣∣∣
∑

i

∑
a(δij − pa

ij)xia = αj ,∑
i

∑
a ck

iaxia ≤ qk∑
a uk

aθ
(∑

i xia

) ≤ wk

xia ≥ 0,

(33)

whereU = [uk
a] is a vector of utilization costs, andW = [wk] is a vector of utilization upper bounds. We have

allowed multiple utilization costs (to resemble CMDPs with execution costs) for generality reasons.
Let us now formulate a corresponding decision problem and analyze its complexity. Consider the following ques-

tion, which we call UTIL-CMDP:

Given an instance of a transient CMDP with constraints on action utilization〈S,A,P,R,C,Q,U,W,α〉
and a rational numberV , does there exist a policyπ, whose expected total reward equals or exceedsV ?

Theorem 2 UTIL-CMDP is NP-complete.

Proof: The presence of UTIL-CMDP in NP is trivial. We can prove that UTIL-CMDP is NP-complete, by noticing
that DET-CMDP is just a special case of UTIL-CMDP, and reducing the former to the latter.

Indeed, given any instance of DET-CMDP〈S,A,P,R,C,Q,α〉, we can construct an equivalent UTIL-CMDP
〈S,A,P,R,C,Q,U,W,α〉 with the same state and action spaces, transition probabilities, rewards, and execution
costs and bounds. All we have to do is to augment the DET-CMDP with some utilization constraintsU, W.

For every state in the problem, we will create a unique type of utilization cost and will assign unit costs to all
actions

∀k ∈ [1, n] : uk
a = 1 (34)

Now, we can add a constraint that ensures that only one action can be used for any given state:

∀k ∈ [1, n] :
∑

a

uk
aθ

(∑
i

xia

) ≤ 1 (35)

Clearly, there exists a solution to the UTIL-CMDP constructed above if and only if there exists one for the original
DET-CMDP. We have, therefore, reduced DET-CMDP to UTIL-CMDP and have, thus, shown that the latter is NP-
complete.¥

5.2.3 Algorithm

In this section, we present an algorithm for solving CMDPs with constraints on action utilization costs via a reduction
to a mixed integer program. This reduction is very similar to the one used in section 5.1 for £nding optimal determin-
istic policies for problems with linear execution constraints (DET-CMDP). Therefore, in this section we only brie¤y
survey the differences before presenting the resulting MIP.

The £rst observation is that the optimization program for UTIL-CMDP (eq. 33) can be re-written as:

max
∑

i

∑
a

xiaria

∣∣∣∣ ∑
i

∑
a(δij − pa

ij)xia = αj ,∑
a uk

a∆i ≤ wk, xia ≥ 0,
(36)

where∆i = θ
(∑

i xia

)
is a binary variable that shows whether actiona is used anywhere in the policy.

Now, we can proceed exactly as in section 5.1.2 to construct the MIP that is equivalent to the program given above.
Namely, we normalize our optimization variablesx such that

∑
i xia ∈ [0, 1]. This can be easily accomplished via the

8In our CIRCA example, this would be the utilization cost incurred by the RTS for scheduling actiona.
9Notice thatθ(0) = 0, unlike the more commonly occurring step (or Heaviside) function whose value at 0 is de£ned as 1. The two are otherwise

identical.
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transformationyia = xia/X, whereX = supa

∑
i xia. Instead of computing the exact maximum, we can again take

X = max
∑

i

∑
a xia, which can be easily computed.

We can now use the same trick as in section 5.1.2 to synchronize∆i and
∑

i xia to yield the following MIP:

max
∑

i

∑
a

xiaria

∣∣∣∣∣∣∣∣∣∣

∑
i

∑
a(δij − pa

ij)xia = αj

X ,∑
a uk

a∆a ≤ wk,∑
i xia ≤ ∆a,

X = sup
∑

i xia,
0 ≤ xia ≤ 1, ∆a ∈ {0, 1}

(37)

5.2.4 Example

As a simple example of this type of constraint, let us again turn to our running example with six states and three
actions. Imagine that the system that executes policies for this domain has a (very) limited amount of memory and can
represent a state-to-action mapping for only a single state-action pair (all other states default to noop actions). This is
a highly simpli£ed analog of CIRCA’s RTS. The optimization program for this example is:

max(rx)

∣∣∣∣∣∣∣∣
Ax = α/X
∀a ∈ {2, 3} :

∑
i ∆a ≤ 1,

∀a ∈ {2, 3} :
∑

i xia ≤ ∆a,
X = 10, 0 ≤ x ≤ 1, ∆a ∈ {0, 1}

(38)

The solution to the above program isx = [(1, 0), 1, (0, 0, 0), 0, 0, 0], which corresponds to a deterministic policy
of executing actiona1 (noop) in states1, yielding a total reward of 5. Given the constraint that the agent cannot plan
to execute more than one action (besides noops), this solution is the obvious optimum, because if the agent wastes its
only available action to go tos3, the best it will be able to do from there is -10.

It is worth noting that it is possible to satisfy the constraints by using a heuristic to repair the solution to the
unconstrained problem (section 3.2). However, the solutions thus obtained would be suboptimal. For example, a
greedy heuristic that incrementally made minimal changes to the original unconstrained policy would arrive at the
suboptimal solutionx = [(0, 1), 0, (1, 0, 0), 1, 0, 0], which yields a reward of -10.

5.3 Action Combination Constraints

In the previous sections, we have analyzed some constraints that can can be expressed as linear (or at least continuous)
functions of actions’ execution or utilization costs. However, sometimes, coming up with such functional represen-
tations for the constraints is not an easy task, as the interactions between various actions of a policy can be quite
complex. In that case, one might have to explicitly specify which combinations of actions are realizable, and which
are not. In this section, we brie¤y discuss the problem of £nding policies that are optimal in the class of deterministic
policies (d ∈ ΠMD), where constraints are given as propositional formulas on boolean variables∆ia that have the
same meaning as in the DET-CMDP problem (eq. 26). Namely:

∆ia =

{
true if di = a

false otherwise
(39)

Clearly,∆ is an alternative representation of a deterministic policy that is analogous to the occupancy measure (x)
representation of randomized policies.

5.3.1 Example

Let us make use of our running example one more time. Suppose that the agent can executea2 either ins1 or s3 but
not in both (as prescribed by the optimal policy in the unconstrained case of section 3.2). This constraint could be
expressed asϕ(∆) = ¬(∆12 ∧ ∆32). Then, the agent’s best course of action is to executea2 in s1 anda3 in s3 for a
total reward of 50.
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5.3.2 Complexity

The problem of £nding optimal deterministic policies that satisfy a given boolean formulaϕ(∆) corresponds to the
following decision question, which we call SAT-CMDP:

Given an instance of a transient CMDP〈S,A,P,R,C,Q,α〉, a boolean formulaϕ(∆), where∆ is as
de£ned above, and a rational numberV , does there exist a deterministic policy∆ that satis£esϕ(∆) and
whose expected total reward equals or exceedsV ?

The following (quite obvious) proposition characterizes the complexity of this problem.

Proposition 1 SAT-CMDP is NP-complete.

Proof: Clearly, SAT-CMDP is in NP. It is also NP-complete, because it contains SAT as a subproblem, which
makes a reduction of SAT to SAT-CMDP a trivial matter.¥

At the point of writing, we have not extensively investigated these types of problems and, therefore, do not have a
good solution algorithm. However, we are interested in further pursuing this line of research and investigating hybrid
approaches that combine optimization and SAT techniques.

6 Opaque Constraints

We conclude our discussion of constrained architectures with the most general case – a “black-box” scenario, where
the agent’s architectural constraints are completely opaque to whomever is trying to construct an optimal policy.
Although this class of constraints is not very interesting or practical, we include it here for completeness, as being
the polar opposite of the unconstrained case. We assume that there exists a “black box” that can classify policies as
being realizable or not. In other words, the optimization algorithm is completely clueless as to the set of realizable
policiesΠL(M), but it has access to an oracle which, given a policyπ, tells it whetherπ ∈ ΠL(M). Clearly, given
the situation, the time required to £nd an optimal realizable policy in the worst case is∼ |ΠL|. Indeed, if there are no
realizable policies (ΠL(M) = ®), one will have to ask the oracle aboutall policies fromΠL before a decisive answer
can be obtained. If the search is conducted in the class of deterministic policiesΠMD, the worst case running time is
∼ |ΠMD | = |A||S|, and the problem is in EXP, with the best possible worst-case execution time inO(|A||S|). In the
case of randomized policies|ΠMR| = ∞, and the problem is, in general, undecidable.

7 Summary

In this paper, we have analyzed increasingly constrained agent architectures, and discussed methods for constructing
optimal policies for these architectures. Through a combination of algorithmic descriptions and complexity analyses,
we have provided a systematic and nearly comprehensive characterization of how operational and execution constraints
associated with different agent architectures can impact the dif£culty of designing optimal agents to be embodied in
those architectures. We have also presented new algorithms and complexity results for the following three problems:
1) £nding optimal deterministic policies for agents with linear execution constraints (section 5.1), 2) £nding optimal
policies for agents with action utilization 5.2 costs, and 3) approximating optimal policies that bound the probability
of exceeding upper bounds on the total costs of the policy (section 4.3).
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