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Abstract

The transportation of compressed video data without loss of picture quality requires the network
to support large fluctuations in bandwidth requirements. Fully utilizing a client-side buffer for
smoothing bandwidth requirements can limit the fluctuations in bandwidth required from the
underlying network. This paper shows that for a fixed size buffer constraint, the critical bandwidth
allocation technique results in the minimum number of bandwidth increases necessary for stored
video playback. In addition, this paper introduces an optimal bandwidth allocation algorithm which
minimizes the number of bandwidth changes necessary for the playback of stored video and achieves
the maximum effectiveness from client-side buffers. For bandwidth allocation plans that allocate
bandwidth for the length of a video, the optimal bandwidth allocation algorithm also minimizes the
number of bandwidth increases as well as the total increase changes in bandwidth. A comparison
between the optimal bandwidth allocation algorithm and other critical bandwidth based algorithms
using several full-length movie videos is also presented.
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1.0 Introduction

Video applications, such as video-on-demand services, rely on both high-speetkingtand data
compression. Data compression can introdugstimess into video data streams which can complicate
the problem of netark resource managemenorHive-video applications, the problem of video deli
ery is constrained by the requirement that decisions must be made on-line and that the delay between
sender and recgr must be minimized. As a resultydi video applications may Y& to settle for
wealer guarantees of service or for somgrdeation in quality of service. &k on problems raised by
the requirements ofle video includes ark on statistical multipbeng[2,7], smoothing inxchange for
delay[4], jitter control[9,11], and adjusting the quality of service to fit the resouvedalde[6]. Stored
video applications, on the other hand, caretakmore fleible approach to the lateyof data delery.

In particular they can mak use of hffering to smooth theurstiness introduced by data compression.
Because the entire video stream isWwna priori, it is possible to calculate a complete plan for the
delivery of the video data thavaids both the loss of picture quality and thss of netwrk bandwidth

due to @erstatement of bandwidth requirements.



The utility of prefetching is quite simple ta@ain. Since the bytes for ymgiven frame can be sup-
plied either by the netwk or by a prefetchuifer, the lrstiness of the netwk bandwidth requirement
can be controlled by filling the prefetchffer in adwance of eachurst by deering more bytes across the
network than needed, and draining it in the course of thietbThe size of the prefetchfter, of course,
determines the size ofitst that can bevaraged out in this ay. With a small lnffer, only a limited amount
of data can be prefetched withowedlowving the luffer, so the bandwidth required of the netiw will
remain relatrely bursty With a lager luffer, on the other hand, there is the possibility that most of the
burstiness of a video clip can be eliminated through prefetching. Thisgevep requires a plan for
prefetching the data that ensures that trgel&uffer is filled in adance of lbrsts which place high demand
upon the bffer.

In a previous paperwe introduced the notion afitical bandwidth allocationwhich praides plans
for smoothing the netark bandwidth by utilizing audfer of a fixed size[3]. The critical bandwidth algo-
rithm allows for long sequences of monotonically decreasing bandwidth requirements, such that, at an
point during playback, the bandwidth allocated is the minimanstantbandwidth necessary to play back
the video without bffer overflov or underflav. Our hypothesis was that the critical bandwidth algorithm
could be used as the basis for minimizing the total number of bandwidth changes necessary for the play-
back of a video. In this papexe first shw that the critical bandwidth allocation algorithm results in the
minimum number of bandwidth increases necessary for video playbackviMthen introduce (and
prove) an optimal bandwidth allocation algorithm for stored video which minimizes the total number of
bandwidth changes as well as the total (magnitude) of bandwidth increase changes necessary for continu-
ous, uninterrupted video playback. That is, the algorithm guarantees that the plan will not cauesé the a
able luffer to underflov or to orerflow while producing the igest possible changes in bandwidth.

The optimal bandwidth allocation approach has implications for the design of underlyingrknetw
delivery services. &t test video clips, the approach yields plans that call for constant bandwidth alloca-
tions for periods lasting on the order of minutes and requires admission control decisionsals ioterv
several minutes. This relate constang males it possible for the nebsk management to pvie band-
width guarantees without Wiag to waste bandwidth throughverstatement of the actual application
requirements. Requests to increase nsgtvwandwidth are made infrequentlhis suggests that netvk
services preiding guarantees for netwk bandwidth should be able togutiate these guarantees in
advance. In contrast,Me video applications usually gatiate for an immediate channel. Furtheshould
be possible for the application toner its bandwidth requirement without tearingvothe channel. kie
video applications generally maintain aefixbandwidth allocation.

In the folloving section, a description of the original critical bandwidth algorithm is presented along
with an optimal ersion of the algorithm. A proof of optimality is also presented for the optimal bandwidth
algorithm. The ealuation section compares and contrasts the alteenstnoothing algorithms using an
MPEG encoded mae and seeral full-length Motion-JPEG encoded wies. Finally a summary and con-
clusions about the importance of smoothing to the design obrieservices is presented.

2.0 Bandvidth Allocation Algorithms

In dealing with compressed video data, smoothing techniques attempt tergmdurstiness with appro-
priate prefetching and delafn understanding of koburstiness is introduced into a video stream can pro-
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FIGURE 1. The solid line in the graph shas a possible graphdr Fp,qie(i). The total
delivered bandwvidth (up to some frame i), must be geater than or equal to F,qyiei)-
Note: Fyovie(i) must be monotonically increasing (i.e. no negatie frame sizes). The dotted
set of lines shw the critical bandwidth allocation algorithm’s bandwvidth plan that
requires 5 deceases in bandidth, while the squares on the dotted lines sho the
junctur es between runs. The minimum wffer size is determined by the maximum ertical
distance between the critical bandidth allocation plan and the function Fy,qyie(i)-

vide insight into the ééctiveness of the arious smoothing algorithms.oF pre-recorded streams
compressed with algorithms such as MPE®&], burstiness occurs at tascales: in small runs of frames
as a result of the pattern of frame types,(brmB) used in compression and at géarscale with ariations

in scene content. Asag originally shan, the critical bandwidth allocation algorithm can be dactte
algorithm in smoothingariations in scene content[3]. In this section we willew the critical bandwidth
algorithm and sha that it results in the minimum number of bandwidth increases. In addition, we will
motivate, present, and pre the optimal critical bandwidth allocation algorithm.

2.1 Critical Bandwidth Allocation

The critical bandwidth allocation algorithm calculates a plan for theedglof video data which, into
a limited huffer, produces plans with relagly few increases in bandwidthoFclarity, we say that each
increase in bandwidth will lggn a nev sggment Thus, the critical bandwidth algorithm will break each
video clip into one or more gments with non-increasing bandwidth requirements. Eaghesat will con-
sist of one or moreunswith each run hang a constant bandwidth requirement.

Given aty map of frame sizes for a particular viey a graph can be dva that has the folleing func-
tion:
i
Fmovie(i) = z FrameSize;
j=1

This function is the running ingeal of frame sizes for the mi@. By graphing this function (as is stioin
Figurel), ary plan that is generated muswbahe total bandwidth reegid (TBR) such that the follking
condition holds for all frames, within the meie to avoid buffer underflov:

()< TBR

F movie

The critical bandwidth allocation algorithm allocates bandwidth at the minimum constant bandwidths
necessary in order to play back the video withaifitelo underflov. This corresponds to creating a een
arc from the bginning of the muie to the end of the mvee with each run ending at a point on the line



Fravie(i)- The slope of each line (run) determines the bandwidth allocation that is required for that run and
provides a plan for video dekry. The bandwidth allocations for this plan decrease monotonically and are
the minimum allocations for grsuch monotonically decreasing plan (ghdn Figurel as a sequence of

lines with monotonically decreasing slopes). The creation of this plan does noedngdmits in avail-

able luffer space bt does calculate the minimum possibléfér size necessary to play the video clip with

a single monotically decreasing sequence of bandwidth allocations. This reaifiezcize is determined

by the maximum ertical distance between the bandwidth allocation plan and the fungtigr(h. The
magnitude of this minimumuffer size will vary for the same clip, depending on the encoding scheme
used and the long ternutstiness that results.

Formally, the critical bandwidtiCBy, in bytes per frame, is defined as

Or C
CB, = MaX % 2} - frame, E
1<i=N j C

whereN is the number of frames in the video clip draing is the size in bytes of frame numbpethus,
the critical bandwidth is determined by the framdpr which the aerage frame size farand all prior
frames in the video clip is maximized.e\¢all framei, which forces the critical bandwidth, tketical
pointin the video clip, oCP,. In the case where the maximum is acatemultiple times, we choo&&P,

to be the last frame at which it is ached. Suppose wedde the video clip into te runs, one consisting
of all frames up to (and including)P, and one folliing CP, to the end of the video. Then, the first run
will have the same critical bandwidth as the entire video clip, while the rumfodcCP, will have a crit-
ical bandwidth less than the critical bandwidth of the entire video clip{8]thits definition and subse-
qguent definitions wolving bandwidth calculations, we assume that redems are allocated in bytes per
frame.

By recursvely breaking the video clip at these critical points and finding the critical bandwidth of the
remaining clip, we canx¢end the definition of critical bandwidth to produce a strictly decreasing sequence
of critical bandwidths. These critical bandwidtiB,,, are determined by a sequence of critical points
CP,, where

Ztp,_,+1 frame

CB. = max j

" CP,_,<isN

[ |
] O

j

Finally, this bandwidth allocation plan als for the commencement of playback tgibeafter the arvial
of the first bandwidth reseation (frame) of data.

2.2 Critical Bandwidth Allocation with Maximum Buffer Constraint

Using the critical bandwidth algorithm results in the calculation of the mininuffertsize necessary
to treat the entire video clip as a monotonically decreasing sequence of bandwidth allocations. If this min-
imum huffer size &ceeds the Uiffer space \ailable, then the client must increase the bandwidth in the
middle of the video clip, tradinguiffer bandwidth for netark bandwidth. Using our geometric model, we

4



Finish line

. }Available luffer size

End of mwie

Bytes

Start point

Frame Number

FIGURE 2. This figure shavs a possible graph dr Fp;(i) and F,(i). The total
delivered bandvidth (up to some frame i), must lie between (i) and Fq, (i) or
buffer overflow or underflow will occur. The dotted lines epresents a critical
bandwidth allocation plan that does not consider bffer overflow. Any time the
allocation plan goes abee R;(i), buffer overflow will occur.

can graph the follwing functions, F;(i) and kg, (i), where k(i) is the same asgke(i) from the last
section.

0. 0
Fri(i) = O FrameSize,0+ BufferSize
U
=1

L

and
i
Fiow(i) = Z FrameSize;
i=1

By graphing theseertically equidistant functions (as stiwin Figure2), ary plan that is generated must
have the total bandwidth reagid (TBR) such that the folldng condition holds for all frames, i, within
the mwie:

Fon(i) < TBR<F, (i)

For the critical bandwidth algorithm that uses a maximuiffieb constraint, the algorithm allocates at the
minimum bandwidths such that thefter does not underfio or overflow. In the &ample in Figure, the

second run which will cause thafter to overflow is modified to not cross,fi), the uffer overflow func-

tion, so that the run (line) which increases the bandwidth requirement wallahbandwidth requirement

(slope) greater than the second run (see FigurAs a result, each run is still allocated at the minimum
constant bandwidth necessary to get to the end of each run and increases only occur when prefetching a
burst into the bffer will cause it to gerflow.
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FIGURE 3. The dotted line abae shavs the modification from Figure 2 that the critical
bandwidth algorithm with a maximum buffer constraint makes such that the bffer will
not overflow.

In order to algebraically calculate a bandwidth allocation plan thes tattentage of the ffer space
available without gceeding it, let
* FrameAsg be the gerage frame size from thediening of the run to thigh frame within the
run.
* MaxBW be the maximumwerage bandwidth sustainable from thgibaing of the run to the
ith frame that will not werflow the tuffer. This can be defined as

min EFrameAve- +[Buffer8izew E
1<j<i O : j 0

Then, a critical bandwidth sequence is defined as a set of secess, with each run defined as a sét of
frames such that the folldng holds for all frames within the run:

max FrameAve. < MaxBWk
1<j<k J

When the abee condition becomeslse, the bffer space eailable will be &ceeded at some point within
the run and a change in bandwidth will be required. The critical bandwidth for the run is determined by

CB = MaX  FrameAve,

1<j<k J

and the critical point is the franjat which theFrameAre was maximized. If the critical point ks then a
bandwidth increase will be necessary in thet men. If the critical point is less thdq then a decrease in
bandwidth will be necessary because thffdp overfloved after a critical point.ypically, a critical point
will either be at the end of the run or will be at a framreenough back to allothe huffer to overflow
between the critical point and the end of the run, freme

Using the method described results in a bandwidth allocation plan for therdelf the video. At the
end of each run, theulfer will be relatvely empty For runs that increase the bandwidth allocation from
the last run, the transition can be further smoothed by prefetching data foxtmamen the geometric
model, this corresponds to modifying the run that increases the bandwidth requiremestdcshealler
slope (see Figurd). This smoothing corresponds to starting the run with the bandwidth increase earlier in
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FIGURE 4. The light solid lines in the graph abee shav the critical bandwidth allocation
algorithm with no pr efetching, while the dotted line shars the modification that is made
to decrease the bandidth requirement on a banavidth increase. This dearase in
bandwidth corresponds to starting the run earlier (in time) with a smaller bandidth
requirement.
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FIGURE 5. Each graph represents the bandidth requests fom a sample of 17,000
frames from the movie Star Wars. The medium dotted line is the critical banevidth
allocation algorithms without prefetching and a maximum hiffer size of 3 Mbytes. The
solid line represents the critical banavidth algorithm with pr efetching and a maximum
buffer size of 3 Mbytes. The lightly dotted line shars the average allocation of 64 frame
groups.

time kut with a smaller bandwidth requirement. The prefetching of dateeven must not violate the
buffer limitation and must still olyethe critical bandwidth property

The resulting bandwidth allocation plans for the critical bandwidth algorithms with a maxioften b
constraint are shen in Figures. Using either of these algorithms creates a plan that has the minimum
number of bandwidth increases necessary for video playback as willvae Bjaghe follaving theorem.

Theoem 1 The critical bandwidth allocation algorithm with a fixed maximurfids constaint
results in the minimum number of bandwidth éases equired for playbak of video without
buffer starvation or bffer overflow
Proof: A key obseration about the critical bandwidth algorithm is required for the proof of
this theorem. &r runs within a sgment, the critical bandwidth algorithm allocates each run
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FIGURE 6. These figues shav the two condition for which an increase in the bandidth
allocation plan will be necessarydr the run, run;,;. In Figure (a), the run chosen by the
critical bandwidth allocation plan with a maximum buffer constraint chooses the run
such that it starts at the critical point labeled and is drawn though the point labeled
“tanget point”. The shaded egion in Figure (b) shavs the ara whee other plans that
intersect both (1) the line flom “critical point’ ' to ‘X’ " and (2) the tanget point.

such that the critical point for the run is at the end of the run, resulting in an enffptyab
the end of each run.

On a run which increases the bandwidth requirement a situation similar to that in@-igure
arises. Because all plans must cross the line between the fititsif point” and “X’’ in
Figure6b, ary other plan that crosses between these points will result in a critical point (end
of run), less than or equal to that chosen by the critical bandwidth allocation algorithm. The
critical bandwidth allocation algorithm with maximum prefetch required an increase in band-
width therefore requiring all other plans to increase their bandwidth requirements as well. As
a result, because the critical bandwidth allocation plan creates plans thaealtitieal
points at the end of each run (so that all increases are similar to that in@jigheecritical
bandwidth allocation plan with a maximunaffer constraint has the minimal number of
bandwidth increases. //

Using the critical bandwidth algorithm with adik size hffer minimizes the number of bandwidth
increases required during the playback of a video clip. The algorithm also requires decreasing the band-
width at critical points throughout eachgsgent, havever, this does not minimize the total number of
bandwidth changes.

2.3 An Optimal Bandwidth Allocation Algorithm

Using a critical bandwidth based algorithm, it is possible to minimize the total number of bandwidth
changes, both increases as well as decreases, gified size bffer. In this section, we will motate,
describe, and px@ an optimal stratgy for creating a bandwidth allocation plamr Elarity, given a frame
for which a run bgins, we will usecritical bandwidthandcritical point to mean the bandwidth and point
to use for the run such that theffler does notxceed its limits for the run.

2.3.1 Motwation behind the Optimal Bandwidth Allocation Algorithm

Several obserations about the critical bandwidth algorithm lead us to \elikat it can be used as a
basis for minimizing the total number of bandwidth changes necessary to play a video back witeout b
underflav or overflow. Our typothesis vas that applying a greedy approach to each run in the critical
bandwidth algorithm such that each run selected as long as possibleowld result in the minimum



number of bandwidth changes. Suppose we laarun that is determined by critical poi@g, and critical
bandwidth,CB, then seeral obserations arise:
» Allocating bandwidth ay greater tharCB during the run will result in unused data being
stored in the bffer during the run, placing a per hurden on the dfer.

» Allocating bandwidth ay less tharCB will result in kuffer stanation unless an increase in
bandwidth greater tha@B occurs beforeCP to male up for “lost” bandwidth. Therefore,
usingCB should result in the minimal load placed on thédy.

» Adding prefetch to the Iggnning of a run will push the critical poir€P, further out until a
point where too much prefetch will result in a necessary increase (dudfdo dverflow),
which, in turn, reduce€P (and thereby shortening the run).

Using these obseations, rgulating the amount of prefetch for each run and allocating each run at its
critical bandwidth will be &y in minimizing the total number of bandwidth changes. In addition, the
amount of prefetch for each run should be calculated such that each run is as long as possible. As men-
tioned abwe, the critical points can be med forward in time by using prefetching, Wwever, simply
prefetching as much as possible before a run will not result in the critical points beied the furthest
into the future. Adding additional prefetch will push the critical point further out up to a certain point, say
CPRopt After this point ag additional prefetch will result inuffer overflow beforeCR,;, resulting in an
increase in bandwidth required bef@g, ;.

Depending on whether a run is an increase or decrease in bandwidth from the last run detenmines ho
the prefetching can be handled. In the case of a decrease in bandwidth, suppoge aveuhaun,
described by critical poin€Py and critical bandwidtiCBy, then the prefetch for the xterun, run,,
described byCP; andCB,; can be accomplished in one ofotwways. First, prefetch can be accomplished
during runy by setting the bandwidth for the run@®, (as in Figure7a). The second methodvolves
extending CBy into run, to accomplish the prefetch.éAare guaranteed, that the maximum amount of
prefeté:h is possible becauSg; is less thatCBy. These tw cases are shm in Figure7. Using the second

c
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FIGURE 7. These figues shav the possibilities br prefetching data br a run, run,, that
decreases the bandidth allocation from the last run. Figure (a) allocates banaidth in
rung higher than its critical bandwidth to accomplish prefetch. Figure (b) shavs hav
prefetch can be accomplished by extending the bawdlth allocation for rung into run,.
The bold lines indicate the actual allocation with pefetch.

method of prefetch is preferable because the maximum amount of prefetghyis abtainable, while the

buffer capacity may limit the amount of prefetalagable to the first method. Furthermorestiny was an

area of increased bandwidth, the increase in bandwidth will not be the minimum possible increase if
prefetching with the first method is used.
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FIGURE 9. These figues shav the two conditions in which a change in bangidth is
made using the optimal banevidth allocation algorithm. In maximizing the furthest point
reached by C in the figues, the lines must touch both [(i) and Fg,,(i). A search on the
line between B and C age used to find the furthest point ér the next run.

For runs that will end before an increase in the bandwidth allocation plan, only one method of prefetch
is possible. Suppose weveauny which requires an increase in bandwidth in thet nen. Allocating at
ary bandwidth higher than the critical bandwid@By, for rung will result in an @erfloved tuffer. There-
fore, we increase the bandwidth bef@®, to start prefetching forun,. To accomplish this, a search is
performed between the diening and end of the run to find a starting point such that the maximum amount
of prefetch is possible for thexteun and that theuffer will not overflow in rung and the critical point for
the nat run is asdr out as pogsible. This prefetching is graphicallywshim Figure8.

—
CBo rung

e

« ———— <— CB
8 Prefetch are 1 +<_ 1
< cP,

e

) %

g A

©

o

35}

oM

CPy
Frame Number

FIGURE 8. This figure shavs the only possibility br prefetch for a run, run,, that
increases the bandidth allocation from the last run, rung, and keeps the number of
bandwidth changes constant. The bold line indicates the actual allocation with gfetch.

2.3.2 The Optimal Bandvidth Allocation Algorithm

The optimal bandwidth allocation algorithm allocates runs such that the critical point for each run is as
far out as possible.oF our geometric model, allocating runs such that the critical points aae astfas
possible corresponds to @iiag the longest lines possible that do not crggé)fer Ry, (i). As a result, at
the end of a particular line (run), there are possibilities for the né run, either increase or decrease the
bandwidth requirement. These cases arevatio Figure9. A search along the line that touchggiFand
Fiow(i) is performed to find the intersection point of a lingmsent that reaches tharthest point out in
time. This n& line s@ment will maximize the critical point for the xtaun, while preiding a transition
from the last run to the current run. A sample construction isrsimFigurel0.
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FIGURE 10. This figure shavs a sample construction of the optimal bandidth allocation

algorithm. Note, this plan includes only 4 runs while the plan in Figue 4 required 6 runs.
The heavy solid lines shav Fy,;(i) and Fy,, (i), while the light solid lines shav the slopes
(bandwidths) selected by the optimal critical banevidth allocation algorithm. The dotted

lines shav the lines along which the seahes wee performed to maximize the critical
points of the Pllowing runs.

Formally, the construction of the optimal bandwidth allocation plan consists of three types of alloca-
tions: the bginning run, a run that decreases the bandwidth allocation, and a run that increases the band-
width allocation.

The bginning run does not kia ary prefetch in order to minimize the latgrisetween channel set-up
and the bginning of playback. Therefore, the first run, is set to the critical bandwidth and critical point for
the run starting at the gmning of the muie.

In the calculation of a run that decreases the bandwidth allocation, a search (as described9b)Figure
is performed to determine Wdar the bandwidth should be held past the end of the last run into the current
run. The search finds a franjesuch that using the same bandwidth allocation from the end of the last run
results in the critical point in the current run to beaaolit as possible. The bandwidth for the run is then
set to the critical bandwidth of the last run up to, and including, fiamkile the bandwidth from frame
j*+1 to the critical point is set to the critical bandwidth of the current run.

In the calculation for a run that increases the bandwidth allocation, a search (as described @aFigure
is performed in the end of the last run to find a framty start prefetching for the current run such that the
current run will be as long as possible. The current run is then started orkfeardehas its bandwidth
allocation set to the critical bandwidth starting from frdoweith its critical point determining the end of
the run.

In order to create the optimal bandwidth allocation plan, we first find the critical bandwidth and critical
point for the run bginning on the first frame of the video. Xeusing the conditions from Figuge we
determine whether the xiterun will increase or decrease the bandwidth allocation. Accordingiyhen
apply the appropriate calculation for a run that decreases the bandwidth allocation or for a run that
increases the bandwidth allocatiolr lEach subsequent run, we simply apply the same algorithm to deter-
mine which of the calculations to use (whether for increasing or decreasing the bandwidth). This results in
a plan that has the minimum total required bandwidth changes necessary to play back the video without

11
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FIGURE 11. Each graph represents the bandidth requests fom a sample of 17,000
frames from the movie Star Wars The medium dotted line is the critical bandvidth
allocation algorithms with prefetching and a maximum hiffer size of 3 Mbytes. The solid
line represents the optimized critical bandidth algorithm with pr efetching and a
maximum buffer size of 3 Mbytes. The lightly dotted line shas the arerage allocation of
64 frame groups.

buffer overflow or underflev, while utilizing all of the bandwidth that has been resénA sample alloca-
tion plan is shan in Figurell.

2.3.3 A Poof of Optimality

To shav that the optimal bandwidth allocation algorithm results in the minimum number of bandwidth
changes, we will s that the bandwidths chosen byarther plan will result in at least as nyarequired
bandwidth changes.

Theoem 2 For video playbak allocation plans using a fixed sizeffer, for whid (1) the bytes

deliverable ae equal to the ggregate size of the video clip and (2) wherefetding at the

start of the meie are disallowed, the optimal critical bandwidth algorithesults in the min-
imum number of bandwidtihanges.

Proof: We will shav by contradiction that the optimal bandwidth allocation algorithm results
in the minimum number of bandwidth changes for such plans. As descrivéouphe the
optimal critical bandwidth algorithm chooses each run such that the critical points are as f
out as possible.

Suppose the optimal bandwidth allocation algorithm creates a bandwidtiplplay,,
that hasX bandwidth changes in it. Furtheuppose that this plan is not optimal in the
number of bandwidth changes. Therefore, another plan,ee, must &ist that hasewer
thanX bandwidth changes in it. As a result, there must et least one run plan,eye,that
spans greater than one run frpfan,. As will be shavn, this cannot happen.

The first run irplanyy, Whether it requires an increase or decrease in bandwidth in the
next run, will result in a plan that has a critical point greater than or equal to the first run in
planyetter If an increase in bandwidth is required in thetmen (Figureda), plang, picks the
bandwidth such that grmore bandwidth wuld result in bffer overflow. Any bandwidth
higher results iniffer overflow before the critical point of the first runtang,. Any less
bandwidth results in a critical point that is before the critical point of the first plarg,;. If
a decrease in bandwidth is required in thet nen, then by definitiomplan, has chosen the

12



minimal bandwidth necessary withowesflov resulting in the furthest critical point
possible. Thusplan,ettercannot hae a critical point that is further out thptangy, for the
first run.

For each run after the first ruplang, starts by gamining the end of the last run and finds
a starting frame that will maximize the critical point of the current run. This searetsigsal
performed between points B and C asvaini Figure9. Because this search is on a line that
connectd,; andFq,,, planyetercannot pick a né run that is longer than the one chosen by
plangpy, otherwiseplang, would have found it in its search. 8continue this process for all
runs within theplan,,. Becauseeryith run inplan,eye,cannot hee a critical point further
than theith run inplangy, planyeiermust hae at least as mgmuns aplany,. Therefore,
plany results in the feest number of bandwidth changes.//
As shavn by Theoren?2, the optimal bandwidth allocation algorithm results in the minimum number
of bandwidth changes required to play back a video clip withaffetounderflev or overflow. It is possi-
ble, havever, that there will be seral plans which require the same minimum number of bandwidth
changes. & runs which end in a bandwidth increase, the bandwidth used by the optimal bandwidth alloca-
tion algorithm is the highest possible bandwidth withauffds overflon. Additionally, the runs which
require a bandwidth decrease in thetnein are allocated at the minimum possible bandwidth without
buffer stanation. Therefore, the optimal critical bandwidth algorithm not only finds the minimum number
of bandwidth changes necessatyalso creates a bandwidth plan with the minimum total increases (in
magnitude) of bandwidth.

3.0 Ewaluation of Algorithms

From the point of vier of network management, load estimation and admission control are crucial to
providing guarantees of service. These can be greatly simplified if all chamhég eonstant behéor.
In the absence of an entirely constant bandwidth allocation, the amount each channel strays from this con-
stant allocation will determine the netuic's performance.Wo measures that influence this performance
are the frequencof requests for increased bandwidth and the size of these increases. The yragdenc
size of decreases can be interesting as well if theonketwanagement mak some pnasion for lovering
a bandwidth reseation.

To compare and contrast thefdiences between the critical bandwidth allocation based approaches,
we digitized seeral full-length meies to use as test data. Owperiments confirmed our theoretical
hypothesis and shied that for a small amount of client-sidéflering we can indeed reduce the number of
bandwidth changes necessary to a small numiisepur surprise, we found thatwiag 20 MBytes of
buffer space on the client-side could reduce the total number of changey firthe clips tested to less
than 10. In the rest of this section, we will describe apegmental set-up and the video clips that were
digitized. In addition, a more in-depth look at the performance of the critical bandwidth allocation based
algorithms will be presented.

3.1 Experimental Set-up

To test the déctiveness of thearious smoothing algorithms, we needed to digitizenaftdl-length
mavies. In preious work, we found that using the critical bandwidth allocation approach on smaller clips
created plans that required no increases in bandwidth and required small amouffesio§lio achiee
this. At the bginning of our vark on video bandwidth smoothing, our test data consisted of a Sitagle
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Wars MPEG-compressed maie. For this paperwe used a PC based video capture testbed to digitize the
moviesJurassic Rrk andE.T. - the Exta Terrestrial. To test arious bit rates for the same v, we digi-
tizedE.T. at three diierent constant picture qualities.

Our PC testbed consisted of a Pioneer Laser Disc playdiroMdeo DC1tv capture board, and a
Pentium 90 processor with 32 MB of memadfpe MiroMdeo Capture board is a Motion-JPEG compres-
sion board. Because the critical bandwidth algorithms are most geneithe changes in scene content,
we felt the additional (order of magnitude) cost for a real-time MPEG encedanot verth the cost. Fur-
thermore, because the basic routine for encoding I-frames within an MPEG video are based on the JPEG
compression standard, the frame sizes for ppemental video data are roughly eqlent to all I-frame
encoded MPEG video mies. The Miro\ideo board digitized the mi@s at 640x480 and then subsampled
them to 320x240 with guaranteed VHS picture quality

Using our testbed, we digitized 4 wies, Jurassic Rrk once, andE.T. at three frame qualities, 75, 90,
and 100. The digérent picture qualities determinew@oarse the guantization matrices are during encod-
ing. For our samplé.T. video, picture qualities of 75, 90, and 100 resulted in bits pet pigasurements
of 0.66, 0.94, and 1.64 bits per gixrespectiely. According to an introductory JPEG pap@&66 bits per
pixel corresponds tdgood to \ery good” quality, 0.94 bits per piel corresponds tdexcellent’ picture
quality, and 1.64 bits per p&k corresponds to a quality that igsually indistinguishable from the origi-
nal”’[10]. The statistics for these digitized mes along with the statistics fdurassic Rrk andStar \\ars
are summarized inablel. It is interesting to note that tistar Wars frame sizes were much tgar on

Vlcli\le:mCéHp Coding | Quality Length Ave. Bit Rate gﬂigé I(:br)z;ltg:) glllzne Zr;;?e]i)
Star Wars MPEG | N/A 1 hour 35 min 6.6 Mbps 78459 321
ET 75 MJPEG |75 1 hour 50 min 1.5 Mbps 14269 717
ET 90 MJPEG |90 1 hour 50 min 2.2 Mbps 19961 885
ET100 MJPEG | 100 1 hour 50 min 3.8 Mbps 30553 6827
Jurassic Brk | MJPEG | 90 2 hours 5 min 2.7 Mbps 23883 1267

TABLE 1: This table shows the statistics of the Motion-JPEG video clips that wer
digitized with the Mir oVideo capture board and used in the ealuation of the critical
bandwidth algorithms.

average than th&.T. andJurassic Rrk films, havever, they resulted in &irly similar results in terms of
bandwidth changes as will be stroshortly

3.2 Bandwidth changes

To avoid overtaxing netwrk resources, bandwidth allocationsyédo be trackd and appneed by
some admission control manag&he total number of changes in bandwidth are particularly important
because themay be denied and some adjustment willehi@ be made, such as a change in quality of ser-
vice, the establishment of an altermatioute, or perhaps the allocation of additional prefetffebspace.
Bandwidth decreases should be simpler to handle from theorkepwint of viav because no additional
resources from the nebnk will be required to satisfy the request.

The total number of changes in bandwidth can be important, since each change may require an interac-
tion with the netwrk managerAs Figurel2 shavs, the optimal bandwidth allocation algorithm resulted
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FIGURE 12. The graphs aboe shav the total number of required bandvidth allocation

change requests or the Star Wars and Jurassic Park videos. Each algorithm was run on

the entire video clip br varying buffer sizes.
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FIGURE 13. The graphs abee shav the total number of bandvidth allocation decrease
requests 6ér the Star Wars and Jurassic Park videos. Each algorithm was applied to the
movie segment with diffeeent buffer capacities.

in the favest number of bandwidth changes for @egi huffer size. As an»ample, using th&tar Wars

video and a 10 MByteuffer resulted in 22 bandwidth change®iothe 95 minute mae, while the critical
bandwidth algorithm with and without prefetching required 44 and 95 changes in bandwidth,velgpecti

On arerage the optimal bandwidth allocation algorithm required a bandwidth change approxinextely e

4 minutes. After the initial start of the wie, theStar Wars movie using the optimal critical bandwidth
algorithm had a minimum run length of approximately 2 minutes and a maximum run length of approxi-
mately 8 minutes and 20 seconds. The distinction between increases and decreases in the bandwidth allo-
cation plan can be useful because the requests for decreases in bandwidth can generally be satisfied, while

increase may require furthergaiations with the netark. In addition, it highlights the main &fences
between thearious algorithms.

As shavn in Figurel3, the total number of bandwidth decreases for 8tdh VVars andJurassic Rrk
had graphsery similar to their respeet total number of bandwidth change graphs. Thusga |aercent-
age of the bandwidth changes are due to decreases in bandwidth, which fronor& peint of viev
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FIGURE 14. The graph abwe shavs the total number of bandvidth allocation increase
requests 6r the Star Wars and Jurassic Park videos. Each algorithm was applied to the
respectve movies with different buffer capacities, all resulting in the same number of
bandwidth incr eases as shen above.

should be easier to satisfJhe original critical bandwidth algorithm resulted in an unstable number of
bandwidth changes forawying luffer sizes. These are mainly due to the sharp increases in bandwidth at
the bginning of sgments without prefetching. M a high bandwidth requirement at thegimming of

each sgment, the critical bandwidth algorithm required more decreasegio buffer overflov (See
Figureb). By smoothing these gment boundaries, au@r bayinning bandwidth requirement could be

used thus reducing the number of required decreases in bandwidth. In comparing the optimal critical band-
width algorithm with the critical bandwidth algorithm with prefetching, we see that the midredde
between these algorithms is in the number of bandwidth decreaseswashshihe same relag differ-

ences in total bandwidth changes and total number of decreases). The critical bandwidth allocation algo-
rithm allocates each run at the minimum bandwidth requirementoid anderflov, while the optimal
bandwidth starts each run at the minimum bandwidth requiremehbhls the bandwidth past the critical

point of the run to prefetch data for thexheun.

For bandwidth increases, using the threéedéint algorithms resulted in the same number of increases
across all bffer size constraints for each wme, therefore, grifying Theoremil. As shavn in Figurel4,
the number of increases required &tar VWrs andJurassic Rirk drop belev 5 for kuffers greater than 15
MBytes.

3.3 Bandwidth Incr ease Magnitude

Requests for increases in bandwidth allocation will typically require interaction with therkeban-
ager for more resources. The frequeand magnitude of these increases will determine theonietw
ability to adapt to changing netwk load. Comparison of increases in bandwidth magnitudes are only rele-
vant when the total number of increase requests is the same. Agmple if one stream requests 1000
bytes/frame more bandwidth and another asks for 100 bytes/frame on ten separate occasions, no compari-
son can be made. Because the critical bandwidth based algorithenth@@ame number of increases for a
given mwie, looking at the total magnitude in requested increases in bandwidth allocationvenay gi
adwantage to one of the algorithms. Aswhdn Figurel5, the critical bandwidth algorithm with prefetch-
ing and the optimal bandwidth allocation algorithm produce roughly the same total magnitude of band-
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allocation increase equests ér the Star Wars and Jurassic Park videos. Each algorithm
was applied to both meies with different buffer capacities. The optimal bandavidth
allocation algorithm and the critical bandwidth allocation algorithm with pr efetch
resulted in nearly the same total.
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width increases for aygn mwie, while the critical bandwidth algorithm with no prefetching srlager
increase requests. Thefdience in the werall magnitude in increases between3ter VWars andJurassic
Park video is mainly due to lger diferences in the small and d@ frame sizes (and not the actual bit-
rates).

3.4 A Comparison of the Vrious Algorithms

The original intent of the critical bandwidth algorithnasvto find the minimal amount of constant
bandwidth necessary to play back a video without an initial d€lag results indirly large spiles at the
beginning of each run, W results in dirly long periods of non-increasing bandwidth requirements.
Prefetching can be used between tlggremts to smooth out the bandwidth increase requests. It is interest-
ing to note that, if using the critical bandwidth algorithm with prefetching, the increase requests for band-
width actually arwve before the are absolutely necessarxg¢ept for the initial allocation). Thus, in times
of heary network load with no adanced bandwidth resextions, the end user can delay its need for band-
width in exchange for an increased bandwidth request. See Figure

The optimal critical bandwidth algorithm mek the fevest possible changes in bandwidth for the
duration of video. The tradefdior this optimal allocation is the need to perform a search at the end of
each run calculated in the me. The critical bandwidth algorithm with prefetching requires a search only
on runs which will hee an increase in the bandwidth allocation in thd nen. Finally the critical band-
width algorithm with no prefetching requires no searching, fesults in lager bandwidth increase
requests.

3.5 A Trip to the Movies

The optimal critical bandwidth algorithm results in the smallest number of bandwidth changes
required for the playback of a video clip. As Figtieshavs, for moderately sizeduffers the number of
bandwidth changes can be reduced to a small number for the playback of each videthe @ange of
different bit rates for these videos, each displayed approximately the same number of required bandwidth
changes. Thus, the sizes of the wdlial frames within a mae are not the limitingdctor in the number
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until t;. Note, the additional bandavidth required is not a linear intepolation
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FIGURE 17. This graph shavs the total number of bandvidth changes equired
given some fixed amount of biffer space to play back the arious videos without
buffer overflow or underflow. As shavn above, using a nominal amount of bffer
greater than 10MBytes alloved for very few bandwidth changes.

of bandwidth changes require. Instead, it is thieidifice in sustained peaks amadlays that matters in the
total number of bandwidth changes. Using a 20 MBwféebresulted in all maes requiring less than 10

bandwidth changes, while using a 60 MBytdfér resulted in all mdes requiring less than 5 bandwidth
changes.

4.0 Summary and Conclusions

The smoothing of video data will play an important role in the design of video playback systems. Smooth-
ing of compressed video data through prefetchingnallthe data delery service to substituteufier
bandwidth for netwrk bandwidth. In this papewe hae prosen that the critical bandwidth allocation
algorithm with a maximumddfer constraint results in the minimum number of bandwidth increases neces-
sary for the playback of stored video streams.h&/e also introduced the notion of the optimal bandwidth
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allocation algorithm which is based on the critical bandwidth algorithm. As wedtavn, this optimal
bandwidth allocation algorithm meg the best use of thegadlable iffer bandwidth and minimizes the
total number of bandwidth changes required for playback.

Many live video applications ke fairly consistent bandwidth requirements across time, although
compression will lead to pattermistiness at a small scale. This sort of video stream can be smoothed by
an algorithm with a narm window. On the other hand, streams such as storedesiare inhomogeneous
at the leel of scenes within the mie. To efectively smooth such streams, it is necessaryxemine
longer sgments within the stream. This is the approackndhy the critical bandwidth and the optimal
bandwidth allocation algorithms. Both algorithms agguetgiprefetch data to smooth netsk bandwidth
requirements and dédr on the approach used in returning bandwidth back to theorletWhe critical
bandwidth algorithm calculates a bandwidth plan such that the bandwidth is returned as soon as the critical
point that forced the bandwidth is passed. The optimal bandwidth allocation algorithm, on the other hand,
continues to hold the bandwidth until the optimal amount of prefetch for feumeis obtained.

The choice between using the optimal bandwidth allocation algorithm and the critical bandwidth algo-
rithm with a maximum bffer constraint depends on the netiwcost model. In some cases, it may be more
beneficial for the netark to hae the clients allocate at their minimum constant bandwidth requirements,
making the critical bandwidth algorithm more useful. In other cases, it may be more beneficial for the net-
work to hae as fav interactions with the video application as possible, in which case, the optimal band-
width allocation algorithm may be the appropriate choice.

The amount of bffering needed in gnsystem will depend upon the size of the data stream and the
effectiveness of encoding. The video clips used in our analysis do ecadaintage of inteframe depen-
dencies, haever, these interframe dependencies will tend to reduce the number of bandwidth changes
required as long as the pattern of frame types is repeating. Nonetheless, our results ave iofltbati
resources required for smooth video dalj. These requirements are nogatn terms of todag’worksta-
tions and should be ackible for tomorra's televisions.

By prefetching dectively, critical bandwidth based allocation algorithms minimize the total number
of bandwidth increases necessary while the optimal critical bandwidth algorithm minimizes the total num-
ber of bandwidth changes made as well. Because thgs®ists persist for considerable amounts of time,
lowering their bandwidth requirement periodicalllge ability to return bandwidth back to the netkv
without re-establishing the channel can be beneficial.
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