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Abstract

In this paper, we present novel and practical techniquesdarately detect IP prefix hijacking
attacks in real time to facilitate timely mitigation respes. There are strong evidences that
IP hijacking is common on today’s Internet. Attackers majadk victim's IP address space to
perpetrate malicious activities such as spamming and lingdoS attacks without worrying about
disclosing their identity through source IP addresses.eMeriously, they can disrupt network services
or regular communication by temporarily stealing activelsed addresses. Unintentional network
misconfigurations can also have similar effects, possisyling to severe impact on reachability. We
propose novel ways to much more accurately detect IP hijgcky combining analysis of passively
collected BGP routing updates and data plane fingerprinsuspicious prefixes. The key insight is
to use data plane information in the form of edge network fipgeting to disambiguate potentially
numerous suspect IP hijacking incidences based on routingnaly detection.

Previous work on identifying IP hijacking solely relies oantrol plane information in the form
of anomalous routing updates or external data such as sldless registries. Such an approach is
inaccurate, suffering from too many false positives to befulsn practice. In our proposed scheme,
real-time fingerprinting provides confirming evidence fajabking, while incurring little overhead.
More importantly, we provide mechanisms to perform onlingigation rather than post-mortem
analysis. Utilizing real-time BGP data from multiple feeals well as RouteViews, we demonstrate
the ability of our system to distinguish between legitimaiating changes and hijacking attacks.

. INTRODUCTION

Analogous to identity theft, IP hijacking also known as ftalent origin attacks is to steal IP
addresses belonging to other networks. It is an attack orrdabtng infrastructure or the control
plane of the Internet. To accomplish this, attackers anoceuine hijacked address prefixes to traverse
networks they control, so that they can use the stolen aslelse® send and receive traffic. On
the current Internet, IP address allocation to differergaaizations is managed by ICANN (the
Internet Corporation for Assigned Names and Numbers) whilkegates local allocations to several
Regional Internet Registries (RIR) such as ARIN, RIPE, andNAC. Those registries in turn
allocate IP addresses to different organizations and matiegistries. IP addresses provide identifying
information; therefore, they are important resources @aged with owners’ identities and should be
deemed as properties of organizations who must receive ffmmlegitimate authorities.

Attackers may hijack IP address space for two purposes: §b) the stolen addresses to conduct
malicious activities such as spamming and DoS attacks witivorrying about disclosing their identity.
Note that although source IPs can be easily spoofed due koofagbiquitous deployment of ingress
filtering, establishing a TCP connection still requiresngsa routable IP address to receive traffic.
(2) Intentionally disrupt the communication of legitimatests numbered with the stolen addresses,
disrupting their reachability — effectively a more stegltiipe of DoS attack. Both types of hijacking



use can significantly interrupt the stability and securityhe Internet. Moreover, stolen IPs were also
found to be sold or leased to networks in need of IP addres®esga8]. In such cases, attackers often
trick the address registries to insert erroneous addresgrmship information. Note that the symptom
of IP hijacking from victim’s perspective is similar to otheutages, making it nontrivial to diagnose.

Besides malicious intent, IP address hijacking can alsaltrdsom unintentional network mis-
configurations. The most notable example is the inciderdliing AS7007 [13] which accidentally
advertised a short path to a large number of network prefigekiging to other networks) to its
upstream provider. The provider did not filter out the boguging announcements leading to a large
blackhole for many destinations on the Internet.

IP hijacking sometimes also refers to BGP (Border Gatewayoeol) hijacking, because to receive
traffic to hijacked IP addresses, the attacker has to malee tlitbaddresses known to other parts of the
Internet by announcing them through BGP [42], [30], [23].iethis the interdomain routing protocol
on the Internet today. The Internet consists of more tha@@PAutonomous Systems (ASes) [4], each
with its own independent routing policies. The basic fumctof BGP is to enable ASes to exchange
reachability information and allow BGP speakers to build iaternal model of AS connectivity.
Neighboring ASes interact to exchange routing informati@nBGP route consists of a particular
prefix and the AS path used to reach that prefix. IP hijackinguif an AS advertises a prefix
that it is not authorized to use either on purpose or by aotid®@ecause the current BGP protocol
implements little authentication and often assumes a figgnit level of trust between peering ASes,
IP hijacking can easily succeed. Furthermore, because a@&Br cannot know routing policies of
its neighbors and cannot accurately evaluate the validiy uting announcement in general given
only local information, this leads to significant difficels in preventing malicious or misconfigured
routing information from propagating through the entir¢ehnet.

An obvious way topreventIP hijacking is to ensure proper configurations of route rfiltat the
links between network providers and their customers tolpdeccustomers from announcing routes
for prefixes they do not own. However, this is both difficuldainsufficient due to several reasons:
(1) Providers do not always know which address blocks thastamers are assigned to due to
the prevalence of multi-homing. As a result, customersnofibtain address prefixes from multiple
providers. (2) Similar to ingress filtering, as long as thiexeone provider that does not properly
enforce route filtering, IP hijacking becomes possible.@@mpromised routers in the core Internet
can bypass such filters, as route filtering is impossiblegafmering edges due to lack of information
on addresses allocated to customers belonging to one’s gféamtimes one’s competitér.

Given the above difficulties with route filters and the po#isjbof rogue routers, it is highly
necessary to detect and thwart potential IP hijacking gitenSome of the existing work on detecting
unauthorized prefix advertisement uses public route mggisformation such as whois database.
Due to stale and inaccurate registry information, such gorageh is ineffective. Other methods
focus on detecting anomalous control plane informationlying on conflicts in origin ASesin the
announcements [52] and short-lived nature of routing ugsift4]. These suffer from too many false
positives as well as false negatives, making them impralctar real operational use. False positives
result from legitimate reasons why seemingly anomalousimgwpdates occur. False negatives stem
from the fundamental observation that the control planédn matthe BGP AS-level path may not
match the forwarding or data plane path. [36], [29]. Morepusing timing behavior as an anomaly

1There are two dominant AS relationships: customer-praviated peer-peer. Customers pay their providers to obtain
Internet connectivity. Peers exchange traffic on behalhefrtcustomers for free.

20rigin ASis the AS originating the route announcement for a given kfixrlt is also the last AS in the AS path, as
each AS prepends its AS number when propagating the route.



indication further undermines online mitigation as theedébn may need to wait for the hijacking
attempt to disappear.

Our approach to defeating IP hijacking is to first detect ial téime routing updates that indicate
unauthorized announcement of address prefi@es key insight is that a successful hijacking will result
in conflicting data plane fingerprintsdescribing the edge networks numbered with the announced
address prefixThus, we exploit this fundamental property by using liglgight active or passive
fingerprinting that characterizes end-hosts or edge n&smar accurately and efficiently ascertain IP
hijacking attempts as soon as they occur. Such fingerprantsrange from fine-grained host-based
information like the host uptime or the number and types afroports (collected throughmap
to coarse-grained network information such as firewall giedi. Essentially these fingerprints are
identifying signature information for the network usingthP address prefix in question. Typically a
hijacking attempt cannot succeed in affecting the entiteriret, especially from the perspective of
hosts topologically close to the actual network owning thefip. A real hijacking routing update thus
results in conflicting fingerprints obtained from differex@twork vantage points.

Our work focuses on real-time detection of ongoing IP hijaglevents as soon as they occur rather
than post-mortem analysis. Online detection enables yimmdigation responses, for example in the
form of requesting help through external channels. Our nmaintributions include the following
aspects. We present a comprehensive framework for thekattedel of IP hijacking, including
attack types previously overlooked and cannot be addressied anomaly detection on the control
plane alone. We propose detection techniques for each #ekijg attack type based on several
novel technigues such as AS edge popularity checking, 8adgc examined closely using active
probing to collect data plane fingerprints confirming theels. Unlike previous work, our approach
successively reduces the amount of false positives usirggiaty of anomaly detection and constraint
checking techniques on routing data. Only very few remainintidents need to be finally confirmed
using edge-network fingerprinting. Overall, we presentfinient, accurate, and general IP hijacking
detection framework, readily deployed in today’s Interregjuiring no ISP nor end-host cooperation,
and validated using empirical data.

The rest of the paper is organized as follows. We first sunzeadlated work in Section Il, followed
by a description of a comprehensive classification of IPckijag in Section Ill. Section IV proposes
our detection techniques for each attack type. To demdastine real-time detection capability, we
present experimental results in Section V. Validation gsmpirical data are shown in Section VI.
Finally, Section VII concludes the paper.

Il. RELATED WORK

IP hijacking is an attack on the Internet’'s routing protocgpecifically on BGP. IETF's rpsec
(Routing Protocol Security Requirements) Working Groupvites general threat information for
routing protocols [8] and in particular BGP security reguaients [15]. Prefix origin authentication is
one such requirement. Related to this is path authenticadie explained later, malicious AS inserted
in the AS path can achieve similar damage as fraudulentrodg@es (at the end of the AS path).
A recent survey written by Butleet al. gives a comprehensive overview on BGP security issues,
currently proposed solutions, and operational practioeégsmprove routing robustness.

According to recommendations in RFC1930 [25], a prefix isallguo be originated by a single
AS. MOAS conflicts result if multiple origin ASes announce ttame prefix. Zhaet al. first coined
the term MOAS, providing several legitimate explanations fhem aside from misconfiguration
and hijacking attacks: prefixes of exchange points, mutiting without BGP or with private AS
numbers [52]. Their subsequent work [53] suggested the 6€GE» community attribute storing



a list of originating ASes to detect potential violationsowkver, such a list is unauthenticated and
optional, thus cannot ensure accurate detection of IPKiijgc To protect routes to specific services
such as DNS, another ensuing work by Watgal. [50] proposes preferring a set of known stable
routes over transient routes. However, this approach doesaale to arbitrary routes.

The well-known BGP security architecture S-BGP [46] rel@s digitally signed routing updates
to ensure integrity and authenticity, assuming the preserid®KIs. Its high overhead in terms of
memory, CPU, and additional management overhead preuvsntagid deployment. Follow-up work
such as psBGP [49] and [51] improve the efficiency of S-BGR Sibsequently proposed SoBGP [38]
provides flexibility to trade off security and protocol okiead using protocol parameters, combining
proactive security measures with anomaly detection. BeBIG® and SoBGP can defend against
IP hijacking attacks besides other security issues. Otlwk \wn this area relying on cryptography
include [44], [26]. The Interdomain Routing Validation IR project [22] uses an out-of-band
mechanism to validate received routing information by gungy the IRV server in the relevant AS.
However, it does not prevent an AS from originating a prefiddaes not own.

The Listen and Whisper scheme [48] proposed by Subramanianalso helps identify inconsistent
routing advertisement, but does not deterministicallyedetP hijacking attacks. Similar to our
approach, it takes advantage of data plane information.edew we take a more proactive approach
by collecting the relevant fingerprints to maximize the poitiy of identifying potential conflicts as
a result of IP hijacking. Complimentary to our approach, teeent work by Aiello, loannidis and
McDaniel [7] investigates the semantics, design and agipdio of origin authentication services by
formalizing address delegation semantics and exploriegute of various cryptographic structures
for asserting block ownership and delegation.

Compared to these related work, our approach focuses otigadaceadily deployable mechanisms
using information from the data plane to validate occuresnof IP hijacking in real time. Many
operational requirements for secured BGP have not beerssitt [12], hindering the deployment of
solutions such as S-BGP. In contrast, our solution can bernentally, easily deployed by end hosts
today, requiring no additional infrastructure, modifica to BGP nor routers, nor ISP cooperation.
Our work uses routing anomaly detection techniques, suthose by Kruegeét al. [34]. We improve
these techniques and use them for narrowing down more soggpitcidents for further investigation
based on edge network fingerprintingssentially we combine anomaly detection of control plane
informationi.e., routing updates with more conclusive conflicting data-pldingerprints identification
associated with the network in question.

In the area of anomaly detection of routing updates and cem@htary to our work is the recent
paper by Ladet al. [35] which notifies the prefix owners in real time occurrenoésew origin
ASes. This method however can be evaded as changes in or§jiis Aot necessary for attacks to
occur. Our approach is more general and identifies all pless$iacking attack types described in
Section Ill. A recent presentation at the NANOG meeting byotBe et al. [14] presents the idea
of detecting IP hijacking based on heuristics of shortdiMOAS conflicts, similar to [27]. We do
not use timing-based approaches, as they may produce sagrifalse positives and false negatives
due to evasion. Furthermore, our work achieves online teteavithout waiting for the hijacking
event to disappear which is necessary to collect the timiglgabior. Ramachandran and Feamster
recently [41] confirmed a common suspicion that IP hijackimgorrelated with malicious activities
such as spamming. Many current best common BGP practicbsasumute filtering and TTL security
hack [21] can make attacks more difficult.

Finally, our work benefits significantly from various fingerging approaches to characterize end
hosts and networkse.g., OS-based fingerprinting using tools such as nmap [18] andbg® [5],



physical device fingerprinting by identifying clock skew&3], timestamp-based information using
TCP and ICMP timestamp probing, as well as IP ID probing used@dunting hosts behind NAT [11].

1. A COMPREHENSIVEATTACK MODEL OFIP HIJACKING

We first provide a classification of IP hijacking scenariobeTcomprehensive attack taxonomy
provides the foundation for our discussion on detection, ékplanation for attacker’s motivations,
and possible evasion attempts. A similar taxonomy is giwebhdd et al. [35], but their work addressed
only a subset of the attacks.

1) Hijack a prefix: The attacker announces the ownership of IP prefixes thanfeio some
victim ASes. This will lead to Multiple Origin AS (MOAS) coridits in routing tables, because
the same prefix appears to have originated from both thenadigivner's AS and the hijacker’s
AS.

2) Hijack a prefix and its AS: The attacker announces a route to a prefix with an AS path
that traverses its own AS to reach the victim AS. No MOAS canflill result, since only a
new route to the legitimate origin AS is added to the routialgle¢, with the origin AS of the
hijacked prefix unchanged. This route is invalid, since ladl traffic to the prefix goes through
the attacker’'s AS, allowing the attacker to easily intetcepodify, and insert traffic, while
pretending to own the prefix of the victim AS.

3) Hijack a subnet of a prefix: This is similar to the first case, except the attacker onlyoances a
subnet of an existing prefix. For example, the attacker oipcks a /24 subnet of an announced
123 prefix, which has not been further deaggregated intolemaiefixes. In this case, there is
no directly observable MOAS for such a prefix in routing tablgthout examining its supernet
prefixes. We call this type of MOAS involving a subnet of a prefubMOAS.

4) Hijack a subnet of a prefix and its AS: The attacker announces a path to reach the victim
AS and a subnet of this AS’s prefix. The attacker may prefes théthod since it introduces
neither MOAS nor subMOAS into routing tables and is the maicdlt to detect.

5) Hijacking along a legitimate path: Instead of forwarding the traffic to the expected next-
hop network, the attacker intercepts traffic and originateffic using the address block of the
downstream network.

In the first four attack types, attackers attempt to annowamcattractive route, so that routers in
different networks on the Internet, even given alternatiugtes, will still select the hijacking route as
the best route and subsequently install it in their forwagdiables. One of the steps in route selection
process is preferring routes with the shortest AS path [R2}aining the origin AS (type 2) increases
the path length and may cause the hijacking route not chogesoime routers. Note that given the
shortest AS path preference, networks topologically closthe victim AS are less likely impacted
as they tend to choose the correct routes which are usuallyesithan the hijacking routes that may
traverse several ASes before reaching such networks. Aflomgsame reasoning, routing tables of
networks close to the attacker's AS announcing the hijackaute are more likely polluted, choosing
the hijacking route over the possibly longer but correctesuRoutes announced by top tier providers
usually have shorter AS paths as observed from most netwanrlisare less likely impacted by IP
hijacking.

For the fifth attack type, the attacker does not need to aroeamew route but merely violate the
rule of forwarding traffic based on its advertised route. Videndt focus on this attack type, but our
technigues can also identify it by simply performing tramée to show that traffic stops within the
malicious network.



Based on the above taxonomy, we highlight two importantcttrategies used by attackers to
improve hijacking success and avoid detection. Such utateisg helps devise detection techniques
to combat these attacks. The first strategy is announcinpprees&?’ of an existing prefixP, resulting
in two advantages. First, if there are no other subnet®’oinnounced and the hijacking route is
not filtered® based on the longest prefix matching rule [42], each routegiving such a hijacking
route is guaranteed to select it as the best path regardfegs AS path length. Second, simple
MOAS-based routing anomaly detection can overlook thi® tgp attack. Note that attackers do not
have the incentive to announce a supernetayering prefixusing the terminology from [35]) either
with the correct origin AS or attacker’s origin AS, as it makae hijacked route less attractive. Such
announcement is only useful if there exists address blodtkénathe supernet not covered by existing
route announcements. Essentially, this hijacking inwlaflocated but unannounced routes, and can
be identified in a similar fashion as unallocated routesuphoa bogon-like list. We leave this as
future work.

Existing work on detecting IP hijacking usually focuses armomalous routing updates such as
MOAS conflicts. It is easy to extend such an approach to subBl©ases to address type-3 attacks.
However, attackers can avoid such conflicts altogether kginiag the correct origin AS with an
AS path containing the attacker’s AS but reaching the comegin AS, i.e., type 2 and 4. This is
attacker’s second strategy with the disadvantage thatrtheumced AS path is longer and may not
be selected as the best path. However, announcing a submbtnem with this strategy, as illustrated
in type-4 attack, will overcome this disadvantage, creptime most devious attack. We next discuss
the above four hijack models in detail to provide the backgdbfor proposed detection techniques
in Section IV.

A. Hijack a prefix

The most direct way to hijack a prefix is to announce a BGP rtauthe prefix with the originating
AS at least partially controlled by the attacker, who needse able to inject this hijacking route into
a BGP session, possibly using a compromised router. The B&fPbors subsequently propagate the
route, if it is selected as the best path. Combining routaegls from multiple vantage points will reveal
a Multiple Origin AS or MOAS conflict [52]j.e., a prefix with conflicting origin ASes. As an example,
there are two AS paths to reach preftx, namely{AS;, ASs,--- AS,} and{AS, AS,,--- , AS,,}.

An MOAS conflict occurs ifAS,, # AS,,.

MOAS is only one possible indication of IP hijacking. Thene anevertheless also valid reasons
for MOAS. Therefore detecting MOAS alone serves only as daetisg point, and we focus on
distinguishing IP hijacking from legitimate MOAS cases. \d&scribe two most common legitimate
reasons as illustrated in Figure 1 (a),(b).

« Multi-homing with static links: In this case, an A uses statically configured route to connect
to one of its provider ASes, A%. AS X establishes a BGP session to another provider AS. If
the same prefix is announced to both providers, it will appedrave two origin ASesX and
Y in different AS paths.

o Multi-homing with private AS numbers: A customer may not be able obtain a registered AS
number from the Internet Routing Registry (IRR) due to shgetof AS numbers. It can still use
BGP to connect to its providers with a private AS number. Ugmeiving the advertised routes,
the provider will eliminate the private AS in the AS pathsdref announcing them externally. If

3In general, prefixes smaller than /24 are likely filtered toitithe size of routing tables [10].
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and its AS

Fig. 1. Common legitimate MOAS cases and type 1, type 2 IRkij@ attack using incorrect BGP paths.

a prefix is announced to both providers, it will appear to ioage directly from the providers,
resulting in an MOAS conflict.

Note that the above two cases can be combiaagl,in the form of statically linked to one provider,
and using a BGP session with a private AS to connect to angtioeider. Other less common valid
reasons for MOAS include Internet Exchange Point (IXP) Addes, address aggregation, and IP
anycast. IP hijacking and router misconfigurations can k#lad to MOAS conflicts. The fundamental
difficulty arises from the lack of authoritative informaticon the address ownership. Therefore by
observing MOAS cases alone, we cannot identify IP hijackingsection IV, we develop an accurate
algorithm to distinguish IP hijacking using data plane mifation.

B. Hijack a prefix and its AS

Despite several valid reasons for MOAS conflicts, they céhtst considered possible abnormal
BGP behavior requiring further investigation. Stealthiaeiters can avoid MOAS by advertising a



route to the stolen prefix retaining its origin AS. WheneveB@P router advertises a route to its
neighbor, it prepends its own AS number in the AS path. Foallpcowned prefixes, the AS path
will just be the local AS. It is conceivable that the attackeses a compromised router to pretend
to be the victim ASX by advertising the route with AS pathX }. However, by default many BGP
routers can reject routes with AS paths not starting with ASenumber of their neighbor router in
the BGP session. To ensure reachability, attackers inYA&n instead advertise a route traversing
its own AS reaching the victim A, i.e., with AS path{Y, X'} for prefixes owned by ASX. It is
difficult to filter such routes unless a BGP router has aceukabwledge of all the BGP neighbors of
its neighbor. By creating fake AS edges, attackers can aM@@AS conflicts, while still achieving the
goal of using stolen prefixes to send and receive trafficréstangly, some of the DNS root servers
uselP anycastwhich matches this attack profile.

C. Hijack a subnet of a prefix

Another way to avoid MOAS conflicts is to announce a subnetrogxisting prefix that has no
other advertised subnets. For example, an attacker magkhij29.222.32.0/19 given the existence of
129.222.0.0/16 in the routing table. As long as there are thercadvertisements for such a prefix
and no filtering for this route, the route is likely to be gltpgropagated or used due to longest
prefix based forwarding. For attackers, this approach ehieis the challenging task of making the
hijacked route attractive so that it is selected as the tahtlpy other networks. To capture this routing
anomaly, the definition of MOAS can be broadened to includdh sarigin conflicts involving subnets
of prefixes, as subMOAS conflicts. Similar to MOAS, there ageesal valid reasons for subMOAS
enumerated here (shown in Figure 2 (a),(b),(c)).

« Multi-homing with static links: Similar to the MOAS case, except that the static routing leetw
two ASes is configured to reach a subnet prefix, or the othai@geannounces the subnet. This
results in a suUbMOAS conflict as the origin AS of a prefix andsitbnet disagrees.

« Mmulti-homing with private AS numbers: For load balancing and redundancy reasons, a customer
may multi-home to several providers and announce overtgppiefixes to its providers.,e., a
bigger prefix to providerd and its subnet to provides. If private AS number is used for these
BGP sessions, the prefix and its subnet will appear to haverteder's AS as the origin AS,
resulting in subMOAS conflicts.

« Aggregation with single-homing or multi-homing: A customerC obtains a prefixP from
its provider A, who may aggregat® into a larger prefix and advertise only the less-specific
aggregate to reduce routing table size with origin ASf the customer advertiseB to its other
provider B. B usually cannot aggregafe as its address block is likely to be discontinuous from
that of A. A subMOAS conflict results: the bigger prefix with origin ASand its subneP with
origin AS C. In the case of single-homing, the providérannounces both the aggregate prefix
with origin AS A and P with origin AS C, resulting in an subMOAS conflict.

D. Hijack a subnet of a prefix and its AS

This is the most stealthy hijacking attack, combining theaadages of both the second and third
attack types to avoid MOAS/subMOAS conflicts. Because ofé&st prefix matching, attackers can
exclusively receive traffic destined to the hijacked prefiar example, an attacker hijacks a subReét
of prefix P owned byAS;. Assume attacker's AS idS,. He announces the AS pathlS,, AS; } for
prefix P'. If attacker's neighbors cannot validate wheth&$, really has a connection tdS;, they
will propagate this route. Sinc€’ is more specific thar®, most routers adopt it. Then the attacker
is able to freely usé”’ to receive and send traffic from most external networks.
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Fig. 2. Common legitimate subMOAS cases and type3, type 4j#eKking attack using incorrect BGP paths.

IV. REAL-TIME DETECTION TECHNIQUES OFIP HIJACKING

We classified above different IP hijacking attacks and erplh valid cases exhibiting similar
behavior as malicious attacks. The focus of our detectigordhm is on distinguishing the unique
characteristics of IP hijacking attacks based on dataegtaoperties of the network using the suspected
prefix. It is critical operationally to have a highly accwatetection scheme with low false positives
and negatives.

The fundamental and key difference between IP hijacking eaddl routing updates lies in the
ownership of the IP prefix and its connectivity on the Intérrféor valid MOAS and subMOAS
updates, despite multiple paths and disagreeing origin, &&se is only one owner for the prefix,
corresponding to a single network numbered with the prefiaffit sent from anywhere on the Internet
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destined to the prefix will arrive at the same network loagatio the case of IP hijacking, the attacker
illegally takes control over the prefix. Traffic sent fromfdient network locations, depending on
routing policies, may arrive at either the true network owoaethe hijacked owner. Such a conflict
must exist on the Internet, as traffic sent from the netwodpologically close to the true owner
or from that owner network must almost always arrive at theemtt network. This holds even in
the case for subMOAS, as IGP routing within the true ownewngk is unaffected. If hijacking is
successful, as evidenced in the suspicious routing updaetaorks advertising such updates will
choose the hijacked route and reach the attacker netwotkaiths To summarize, the consistency
of the destination is the major criteria underlying our d&te algorithm, which uses this inherent
difference to detect IP hijacking attacks.

A. Fingerprinting-based consistency checks

When IP hijacking occurs, a given IP address in the hijackedix may be used by different
end hosts. Similarly, two distinct networks can use the s#itherefix. Therefore we can check
the consistency of destination hosts by verifying whetlinsirt properties match. Note that we do
not require end-host cooperation, which can readily pmvatirong cryptographic authentication
information. Instead, we propose a general approach usiggriprints to characterize properties
of networks and hosts of the IP prefix. In general, we can fooustwo types of fingerprints:
host-based and network-based. End host properties sudiea@gerating System (OS), the actual
physical device, host configurations.g., firewall rules), host software, host serviced¢c. can all
constitute host fingerprints serving as signatures or ityémg information to help detect inconsistency.
Network characteristics including network configuratidike firewall policies, resource properties
like bandwidth information, characteristics of routersngecting the networkgetc. can provide
distinguishing network fingerprints.

There are several considerations in choosing among thesgenpies for detecting potential
inconsistency implying real IP hijacking. One is the costémms of network overhead and probing
duration, as some fingerprints, although can be obtainesivedyg require active probing given the
lack of network cooperations. Thus, fingerprints colledt@@dugh light-weight probing are preferred.
Another consideration is accuracy. There are inherenteimomeasurement due to limited precision
and external influences. Combining multiple fingerprintsd(assigning a weight to each based on
its confidence) help reduce both false positives and negmtiside from measurement errors, false
positives can also be due to intentional changes in suchrfiriges. For example, load balancing
redirects an incoming request destined to an IP addressitiidylloaded server, possibly resulting
in conflicting fingerprints. Responses specific to the solfPcaddress, such as those generated from
firewalls, can also result in different externally obsertedt or network properties. Some properties
are nondeterministic intentionally by design and shoult b used for fingerprints. False negatives
may result from distinct networks or hosts with identicabfnprints. Using multiple fingerprints and
choosing discriminating properties such as host ugtioetainly reduce its likelihood. One type of
uniquely identifying fingerprint is associated with the ploal deviceg.g.,[33] measuring the clock
skews in target machines from TCP timestamp information.

From attacker’s perspectiveyading fingerprintdy faking similar network or host properties of
the original network is challenging given the use of a dieesst of properties, especially if properties
are associated with available resources. It is not easyk rfeore resources than what are available.

“Host uptime is how long the system has been running.
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As initial examples, below we discuss the use of host OS, IPTIOP and ICMP timestamp based
characterization as fingerprints.

Host OS properties: Attackers are likely to use a dissimilar OS or configure the df&rently

in terms of open ports compared to legitimate users of thevar&t Even if the host is configured
the same, the IP addresses used within the prefix may beadtiffeThe fact that certain IPs are
reachable at certain ports from a given location, but nomfrnother location is an indication for
conflicts, barring intermediate network reachability ss@and source-specific firewall rules. Different
OSes (types or versions) typically implement the TCP/IRkstaith slight variations, providing OS
signatures. Popular remote OS probing tools including Nfi8j [18] and xprobe2 [5] can be used
to obtain such information. Nmap has a large fingerprinthtda including a wide range of OSes and
devices such as firewalls, routers, switches, and evenepsinin addition to OS information, open
ports and services running on the host also provide ideéngjfinformation.

IP Identifier probing: IP header includes a 16 bit identifier (IP-ID) field, designede unique for
each IP datagram with the same source-destination totédeillP fragment reassembly. A common
implementation is "global” IP IDj.e.,incrementing the IP ID by one for every packet sent, regaalle
of the destination IP. Similar to previous work on using IFsI® uniquely identify hosts [11], we
propose to use them to verify whether two machines are thees#ivie continuously send probe
packets simultaneously to the same destination IP addrgsoming from different ASes associated
the MOAS announcing the prefix. In the case of no hijackingzkpts reach the same machine.
Because of the global incremental properties of most implaations of IP ID, the target replies with
IP ID values incremented by one or a fixed value for each pramket, therefore the IP ID reply
packets from two different ASes should exhibit roughly @deging incrementing pattern. In contrast,
if there is IP hijacking, probe packets actually reach ditimachines, IP ID in reply packets from
the two ASes appears unrelated.

There are several difficulties with this approach. Some @mantations randomly set the IP ID
field or reset it to be 0. As long as the DF (Don't Fragment) bisét, IP ID is no longer of any
critical use. Some systems set IP ID field to be unique acress/eonnection or peer rather than
using a global counter.

TCP timestamp probing: The TCP timestamp option specified by RFC 1323 [31] is used for
measuring round-trip times. It can also be used to estintaetime when the machine was last
rebooted. According to [33], TCP timestamp is set based enirternal clock of machine’s TCP
network stack which is reset upon system reboot. This clook at a certain frequency ranging from
1Hz to 1000Hz. Thus, the resolution of this virtual clock etween 1ms and 1second. Knowing the
frequency and the TCP timestamp, we can infer the uptime @ftéinget machine. If the inferred
uptime based on TCP timestamp obtained from different looatis sufficiently diverse, even taking
into account the measurement differences, it is very likledt a hijacking attack succeeded. Therefore
the TCP timestamp is another good metric for judging the wergss of machines.

ICMP timestamp probing: Sending ICMP timestamp requests to the target machine alitisthe
ICMP timestamp replies containing the system time of thgelamachine reported in millisecond.
Because not all the machines connected to the Internet aohynized with NTP, we can expect two
different machines likely to have noticeable differencegtieir clock time and thus in their ICMP
timestamp reply messages.

Though none of the above four methods guarantees to corypdedenguish two different machines,
the combination of them can reduce the false negative rateimprove the accuracy. In what
follows, we discuss the techniques of detecting IP hijagkéattacks for each of first four attack
types summarized in Table I.
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| Attack type | Routing updates monitored Detection techniques |

1 (hijack prefix) MOAS updates fingerprinting-based consistency check (FP check)
2 (hijack prefix, AS) all updates edge, geographic, and relationship (EGR) constraints, Helekc
3 (hijack subnet prefix) subMOAS updates customer-provider (C-P) check, reflect-scan
4 (hijack subnet prefix, AS) new, nonsubMOAS prefixe$ edge, geographic, and relationship constraints, reftent-s
5 (hijack a legitimate path)| not triggered by updates fingerprinting-based consistency check

TABLE |

SUMMARY OF DETECTION TECHNIQUES

B. Type 1: Detection of prefix hijacking

This type of IP hijacking has the characteristic of MOAS cotdlas shown in Figure 1(c), described
in Section llI-A. The essence of our attack detection atbarioutlined here is to check whether the
prefix originated by multiple ASes has consistent datagkignatures. To verify this, we send probing
packets to the same IP in the prefix traversing differentiofgSes and use the previously discussed
fingerprinting-based consistency checks.

1) For each prefix involved in MOAS conflicts, find all AS patlesaching the prefix.

2) Build an AS path tree, rooted at the prefix.

3) Find a live host if possible in the prefix serving as the pigltarget.

4) Select probe locations so that packets traverse diffeék@npaths and reach conflicting origin
ASes.

5) Perform probing using techniques described in SecticA.IV

6) Analyze obtained fingerprints to check for mismatcheslying potential IP hijack attacks.

One challenge is to select probe locations such that praffectgoes into different origin ASes. We
use the current best AS paths from publicly available BGR dlatguide the selection. For example,
assume prefix; announced by botiS; and AS; has two AS paths reaching if:AS5, ASs, AS:}
and{ASgs, AS4, AS;}. Probe locations are chosen to be as close to the origin ASsashe —AS; is
preferred overdSs. Traffic may not conform the expected AS paths, because dlilplesnconsistency
between data and control plane and disagreeing AS pathstiit same AS (due to issues such as
tie-breaking). Other difficulties include incomplete rioigt data to predict AS-level paths and limited
probe locations. After selecting the probe location based® paths, we verify that traffic with high
probability arrives at the intended AS. This is nontrivias, translating a router IP from traceroute to
AS numbers may result in multiple ASes [36]. Furthermoracd¢route may not reach the destination.
We use any of the following two criteria to ensure that paskeith high probability reach the origin
AS AS;.

« The traceroute IP-level path contains a router whose IPesdds originated bylS; only.

o The traceroute IP-level path contains a router whose IPnigsléo prefixP, using longest prefix
matching, and? is originated by the second last AS before reachitfj, i.e., ASs. In addition,
ASs does not appear within the AS path originated by other cdimfjcorigin ASes for the
prefix.

To assist efficient probe location selection, we constramcA& path tree. A path from a leaf to
the root denotes an AS path involved in the MOAS. Probe lonoatcloser to the root are preferred.
Locations directly within the preferred AS are selectedieBithe limited probe locations, we improve
our chance of finding one by identifying the “Largest Commda 3ets” (LCAS) which is the largest
set of common ASes traversed by paths to any destinationdrgiven probe location. Usually LCAS
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includes the upstream ISPs.

C. Type 2: Detection of prefix and AS hijacking

We now address the second attack type shown in Figure 1(dpdescribed in Section IlI-B. In
this case, attackers avoid MOAS and subMOAS conflicts byimeig the correct origin AS. This is
achieved either by creating a fake AS edge or violating ngupolicies. In the former case, attackers
can simply append the correct origin AS after its own AS in & path, creating a fake AS edge
between its network and the victim network. In the latterec@sen if the AS path consists of physically
connected networks, traffic cannot flow along the path dueudirrg policy violations. In both cases,
the AS path is inconsistent with the data plane: the datagiaato not flow along the advertised
BGP AS path. One way verify the consistency between the cbatrd data path is to use a tool such
as AS-level traceroute [37]; however, not all routers respwith ICMP TTL exceeded messages.
Our approach still relies on data-plane fingerprinting, Wwatenhance it by first using the following
simple checks to reduce the false positive rate, espeaaln any update may be a possible attack
in this category. Our goal is to minimize false negativeslevignificantly reducing false positives.
Unlike the previous approach [35], our techniques are agple independent of the position of the
fake edge within the AS path.

« Edge popularity constraint: To retain the origin AS, an attacker may fake an AS edge betwee
its AS and the victim AS. We identify such anomalies for commoy the popularity of an AS
edge. If the AS edge has never been previously observed ar atlaite announcements or there
are few prefixes using routes traversing this edge, it islhighspicious.

« Geographic constraint: Similar to the above constraint, an fake AS edge can conmext t
geographically distant networks. BGP peering sessionsdmat two ASes almost always occur
between routers physically colocated. Thus, an AS edgeegponding to two distant networks
signals an alarm.

« Relationship constraint: Extending the path constraint in previous work [34], we iifgrobvious
violations of routing policies within the AS paths usingenfed AS relationships [20], [47], [9].

We elaborate on the geographic constraint checking. Weadwepon previous work in two ways.

First, rather than using data from registries such as whkdigh provides only a single location for a
registered AS, we exploit more fine-grained address preforimation. The previous study done by
Michaelet al.[16] showed that roughly 97% of all prefixes announced by #t8bs were announced
from the same location. Thus, detecting fake edges invdivie ASes or ASes near the edge of the
Internet is generally easier. Second, we build up a locatitnfor each AS consisting of all distinct
location information of its originated prefixes. The distarbetween ASes is the minimum distance
between every pair of locations in their location set. Udiogation set of prefix level information
eliminates as much as possible the influence of geographécsiy of each AS.

D. Type 3: Detection of prefix subnet hijacking

This attack shown in Figure 2(c), elaborated in SectiorCllleccurs when the attacker hijacks
a subnet of victim’'s currently advertised prefix by annougcit as originating from itsown AS,
resulting in a subMOAS conflict. This approach is more shgaths it does not create obvious MOAS
conflicts and is less likely noticed if the subnet is unuseds lalso preferred by attackers as more
networks will adopt the hijacked route due to longest prefatahing. Our detection scheme relies on
first identifying subMOAS conflicts, subsequently excluglithe cases directly involving ASes with
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customer provider relationships using tbestomer-provider checkxplained below. Finally, we use
fingerprinting checks to analyze the remaining cases.

The customer-provider check operates based on the assumtipdit providers will not intentionally
hijack customer’s routes due to lack of economic incentaed the ease of discovering such attacks
through traceroute-like probing. Similarly, customere amcapable of hijacking provider's routes
because traffic needs to first traverse the provider, andigess can easily detect such routing
announcements. Given this justification, we now introduceegy simple yet robust and accurate
technique for inferring customer provider relationshipaproving on existing approaches of AS
relationship inference [20], [47], [9]. Unlike peer to peelationships, customer provider relationships
can be viewed as transitive: 15, is ASsy's customer andASs is in turn AS3’'s customer,AS; is
also considered an “indirect” customer d65. It is well-known that legitimate AS paths are valley-
free [20] (“up” denotes customer to provider; “down” refdcs provider to customer): no AS path
can traverse a customer-provider edge after a provideowes or peer-peer edge; no path can go
through more than one peer-peer edge.

To infer customer provider relationships, we devise a sémple justified by the valley-free routing
policy: edges appearing before the tier-1 AS in the AS paghadir customer-provider edges; edges
appearing after the tier-1 AS must be all provider-custoetyes. This holds, because tier-1 ASes are
the highest point in the AS paths dictating preceding edgéd®t‘up” edges and succeeding edges to
be “down” edges to satisfy the valley free rule. Note thasiguite easy to infer tier-1 ISPs which do
not have any providers. Given the prevalence of AS pathsagung tier-1 ISPs, this check reduces
false positives of subMOAS cases with very low false negatiVurthermore, this simple filtering has
low overhead and is suitable for real-time monitoring. Heareit does not deal with conflicts involve
two provider ASes who do not have a customer-provider atiip,e.g.,Figure 2(b). Thus, we still
need to resort to fingerprinting for the remaining cases,theatchallenge is that the more specific
hijacked prefix can cause all traffic be influenced regardbéske probe location (as long as it does
not filter the route). We can reach the correct owner netwadeu the following two situations: (1)
We can find probing locations inside the victim AS, so thatfihgerprinting packets will be routed
using IGP rather than BGP. (2) We can find probing locatiossli the customer or provider of the
victim AS that use static link to connect to victim AS and aned unaffected by hijacking.

Given limited probe locations, neither condition is easilstisfied. We devise a new probing
technique calledeflect-scanfor fingerprinting the victim network given the possibiligf subnet
hijacking. Our method is inspired by the TCP Idlescan teghai[17] implemented in Nmap [19].
The basic idea is to make use of predictable IP ID incremenPipacket and IGP routing within
victim AS which is unaffected by polluted BGP routes. We uBespoofing to solicit traffic inside the
victim AS. Let us assume a hijacking scenario whdr&; has a large prefi¥’;, e.g.,195.6.0.0/16.
AS, is malicious and hijacks subnét of P, e.g.,195.6.203.0/24. Our probing technique works as
follows (depicted in Figure 3 and Figure 4):

1) Find a live host foor H): 195.6.203.3) in the hijacked prefi% with predictable IP ID values
(increment by 1) and is relatively idle (little outgoing ffre).

2) Find a live host f;: 195.6.216.26) whose IP address isit but not in . More generally
H; can be any live host in any prefix excepf originated byAS;.

3) Assume due to hijacking, there exists a h&$tin attacker's networkA S, and a host, with
the same IP in victim’s networldS;. Becausef{; and Hy are in the same same AS, packets
sent fromH; to 195.6.203.3 is routed using IGRg.,OSPF and reacli,, the correct host. In
contrast, if probing packets are sent from outsitlg,, they are routed using the polluted BGP
route and reacti), instead, becausB, is more specific thar, .
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Fig. 3. Reflect-scan when hijacking occurs.
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Fig. 4. Reflect-scan without hijacking.

4) Step 1-2: Send probe packets to 195.6.203.3 and recorlitent IP ID value. Remember
because our probing comes from outsilg;, in the case of hijacking, the traffic will be routed
to the potentially hijacked prefix and the IP ID value is thaatiacker's machind,e., H.

5) Step 3-5: Send a SYN packet to an open porief(195.6.216.26) with a spoofed source IP of
Hs (195.6.203.3) H; should reply with SYN/ACK to 195.6.203.3. Because |IP adslefsH,
195.6.216.26 and 195.6.203.3 are inside the same routingaido the response packet should
reachH, in AS;. After receiving this unsolicited SYN/ACKH, will send a RST and increase
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its IP ID value by one.

6) Step 6-7: Reprobe 195.6.203.3 and obtain the current IRalDe of Hy or H). If the IP ID
value in the reply is only increased by 1, then it has not saptautgoing packets. Very likely
it did not receiveH;’'s SYN/ACK packet. If the increase in IP ID is 2 or more, it isghly
likely that P, is not hijacked.

As demonstrated by the figure above, the target host with B261203.3 will respond differently
depending on whether the subMOAS is caused by hijackindndifet is no hijackingH> will receive
reply SYN/ACK packets fromH, causing its IP ID number to be incremented by the number of
spoofed packets received. Otherwise, the IP ID value ofdhget host would not increase. We now
relax the restriction thatl, needs to be idle to improve the robustness of the reflectt®sanDuring
our probing,Hs may also send out other packets not triggered by our profiageduce the false
negative rate (missing some hijacking attacks), we firstaueathe average increasing rate /of's
IP ID value per unit time, for example packets per second. Here we assume we can always find
a host with not very large: e.g.,20 packets/second. This is reasonable, since not all hostasare
busy as routers. We also send multipéeg(,2 = n) spoofed packets té/; in quick succession. After
that, we probeH, again, if there is a significant increase in IP ID increase (atuch larger tham
per second), we expeéf, to have received the response packets fildmand therefore there is no
hijacking. We can also repeat this test to further improweahcuracy.

Similar to Idlescan, our method relies on the following coomproperties (which may not hold due
to firewalls). We send probe packets to verify these comitioold and there are no ingress filtering
for spoofed packets. (1) A live host will reply with a SYN/AQbacket upon receiving a SYN packet
to an open port. (2) A host will reply with a RST packet wheneieing an unsolicited SYN/ACK
packet. (3) Every IP packet has an IP ID value. Many operatygiems predictably increment it by
some fixed value (usually one) for outgoing IP packet.

E. Type 4: Detection of prefix subnet and AS hijacking

This is the most devious attack type as illustrated in Fig{(), discussed in Section IlI-D, where
the attacker hijacks a subnend retains the correct origin AS. Similar to type-2 attack,réh&s no
MOAS or subMOAS conflicts. To detect this attack type, we cardgusly monitor new prefixes that
are subnets of existing prefixes in the routing tables. Iy tie not cause a subMOAS conflict, they
may fall into this category. We can apply similar checks fguei-2 attacks: edge popularity constraints,
geographic constraints, and relationship constrainteerAderforming these checks, we apply reflect-
scan probing to deal with the remaining cases that violajeddrihe checks. Note that we can still
achieve real-time monitoring given that the space of suspiccases for this attack type only include
the new prefixes not present in the current routing tables.

V. IMPLEMENTATION OF REAL-TIME MONITORING

One of the most important properties of our system is r@ad¢-tmonitoring. As hijacking sometimes
lasts only for a short time period to avoid detection, a teaé detection system is essential to
defend against malicious attacks in a timely manner, rettueelamage, and identify the culprit. We
demonstrate next how we achieve the real-time capabilityuinprototype system.

A. System architecture

We developed a prototype system aimed at online detectianafalous BGP routing updates and
selective light-weight active probing to gather data-pldimgerprints for identifying real hijacking
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Fig. 5. Architecture of real time detection system for Higag attacks.

attacks. Figure 5 illustrates the architecture of the pyp®. It consists of three modules that closely
interact with each other.
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Fig. 6. (b) Classification for hijacking types.

Hijack prefix, AS

1) Monitor Module : processes BGP updates in real time to identify potentiahij@cking. The
classifier in this module depicted in detail by Figure 6 dféss each update into two types:
valid and suspicious. For the latter case, it groups them fiotir hijacking types described in
Section Ill. Then both the type and the update informatios,(prefix and AS path) are fed
into the Probing Module for further analysis.

2) Probing Module: takes input from the Monitor Module and selects correspumgrobing
techniques. It chooses the appropriate probing locatinddainches probinge(g.,OS detection,
IP 1D reflect-scan) to the target prefix. Probe results aréec@d and sent to the Detection

Module.
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3) Detection Module analyzes and compares the probe results to distinguisthijaeking from
valid updates.

B. Experimental methodology

BGP data set:We use BGP update data primarily from two sources: UniweddiOregon RouteViews
Server [3] which peers with 57 BGP routers in 46 different A&ad our own route monitor peering
with 7 BGP routers in 7 distinct ASes including both acadeamd commercial networks. RouteViews
data has better coverage, however, it has usually two hgunldne availability of its 15-minute update
files on its Web server. We can obtain real-time BGP updates four own monitor. Because of the
larger number of feeds in RouteViews data, we use it to etaloar system'’s scalability and efficiency
in processing large number of BGP updates. For updateetrégiresponse, we use data from our own
monitor to study timely responses to anomalous updates.

Probe location selection:We use the Planetlab testbed [2] as the candidate probingglar both
type-1 and type-2 attacks. Note that reflect-scans can bducted anywhere as long as IP spoofing is
permitted. The PlanetLab testbed currently consists ofrGd2hines in 179 different ASes including
3 tier-1 ISPs. To increase the likelihood of finding a probeat®mn reaching the desired origin AS,
we construct LCAS for each Planetlab host. As a result, weficanprobe locations for 89% MOAS
cases and 75% type-2 attack cases.

Live IP addresses:Live IP addresses for probing are collected by combiningllgacollected DNS
and Web server logs. We also use reverse DNS to look up at#tioei DNS servers and mail servers
of various domains. We also adopt light-weight ping sweepsaf very limited address range if we
cannot find a live host from the list. Currently our list cant&al,165,845 unique IP addresses allowing
us to find target hosts for 70.3% of all prefixes in MOAS condlid5.2% for type-2 attacks, 71.0%
for subMOAS conflicts, and 90.1% for type-4 attacks.

Geographic information of prefixes: There are several public databases for translating IP asielseor
prefixes to corresponding locations. In our current impletagon, we use the NetGeo [1] database,
developed by CAIDA to map IP addresses and AS numbers to gpbigr locations. We queried
locations for 198,146 prefixes, and NetGeo returned deltdilegitude and latitude values for 98.4%
of them. We plan to explore other techniques [39].

C. Real-time detection

To achieve real-time detection of ongoing IP hijacking,oiint BGP update processing and selective
probing is of critical importance. To understand our sysfgenformance, we measure BGP update
rate, detected anomaly rate, the probing time of differd¢faick types, and the memory usage of the
prototype. We use RouteViews data for its better coveragesanulate update processing by feeding
RouteViews Data into the Monitor Module.

Update rate: The update rate determines the workload of our system. We dak week’s updates
(from 04/01/2006 to 04/07/2006) from RouteViews and caltaithe average update rate for each BGP
feed over a period of the seven days. The maximum updategdt2 updates/second, the minimum
rate is less than 1 update/second, and the average rate u$ 286 updates/second. Because the
classification process does not involve active probingneveesktop machine can easily handle such
a rate for many BGP feeds.

Anomaly rate: The anomaly rate is the number of suspicious updates petion@tafter processing
using the classifier. This determines the rate of active ipgpho detect hijacking attacks. Suspicious
updates is divided into four types described in SectionWé& show the rate using one day data from
RouteViews in Table II:
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Attack Max rate Average rate

Type Suspicious updates (15 minutes)| (15 minutes)

1 Hijacking a prefix (MOAS conflicts) 0.42 0.08

2 Hijacking a prefix and its AS 28.17 1.60
Hijacking a prefix subnet (SUubMOAS 2.92 0.16

3 After Customer-provider check 0.86 0.09
Hijacking a prefix subnet and its AS 3.74 0.33

4 After EGR constraint check 0.15 0.01

TABLE I

ANOMALY RATE OF SUSPICIOUS UPDATESBGPFEED (1 DAY ROUTEVIEWS DATA)
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Fig. 7. The probing time distribution.

As illustrated in Table II, the average anomaly rate for #tek types is quite small. Therefore the
overhead is relatively low. Furthermore, since all the prglkcan be done in parallel, our system can
easily scale to monitoring a large number of BGP feeds.

Probing time: For each suspicious BGP update, the system performs actiang to identify IP
hijacking. In the current implementation, we adopt fourlpng techniques: Nmap scan, IP ID probing,
ICMP timestamp probing, and reflect scan. Based on one wes{geriments, probing duration
distribution is shown in Figure 7. In general, the probingetless than 10 minutes, with the average
time of less than 3 minutes for Nmap, and less than 4 minuteseftect-scan (due to the overhead
to find idle hosts and open ports). Considering the relatil@l anomaly rate shown in Table Il, our
system is scalable.

Memory usage:We evaluate the memory usage of our system. The prototypepkinented using
both Perl and C and runs on a desktop computer with P4 3.2GHz &t 1.5GB memory. For
RouteViews data, it consumes around 66% of total memory. \Whenitoring the real-time BGP
data collected from our own router, it uses less than 7% @i toemory, demonstrating relative low
overhead and high scalability of our prototype system.
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VI. EVALUATION OF FINGERPRINTING-BASED IP HIJACKING DETECTION

In this section, we describe results in data probing usingpratotype system and evaluate the
effectiveness of the detection system by illustrating someresting results collected during more
than one week’s time period.

A. Feasibility of selected probing techniques

We experiment with several probing techniques to colleagdiprints. Not all hosts respond to
probes. For example, in response to SYN packets, systerhsRedora Core 3, 2.6.10 Linux kernel
reply with zeroed IP-ID packets. Next we evaluate the fefitsitof IP ID, ICMP and TCP timestamp
probing on common OSes.

IP ID probing: As mentioned before, Fedora Core 3 with 2.6.10 Linux kereplies a SYN/ACK
packet with zero IP ID to an incoming SYN packet destined t@pen port. However, its IP ID value
in response to ACK packets are globally sequential. TheDi#Bdsed probing effectiveness relies
heavily on the actual OS property. We did experiments onraéyopular operating systems and
summarize results in Table Ill. The table indicates thatdfach OS we can always select appropriate
probing technique to ensure the IP ID reply is globally sedjaé

IP ID value pattern
OS type Global
SYN Open| SYN Close | ACK Open | ACK close | ICMP TCP [ ICVP
Windows XP SP2 (firewall disabled S S S S S G G
Linux 2.4.0 - 2.5.20 0 0 0 0 S N/A G
Linux 2.6.12 0 S S S S G L
Sun Solaris 8, 9 or 10 S S S S S G G
FreeBSD 6.0 S S S S S G G
Cisco router running 10S 12.3 S S S S R G R
TABLE Il
IP ID FOR DIFFERENTOS (S: S$QUENTIAL INCREMENT; 0: RETURN VALUE IS ALL O; R: RANDOM; G: GLOBAL; L:
LOCAL).

TCP/ICMP timestamp probing: Similar to IP ID probing, we test the feasibility of using &stamp
probing on several popular operating systems in Table Id &ound that both ICMP and TCP
timestamp are supported by all of them with the exceptiohWiadows XP and the Cisco router do
not support TCP timestamp. Some routers also disable ICMBstiamp replies due to policies.

B. Effectiveness of customer-provider checking

Our system uses several simple route anomaly detectionitpeds such as edge popularity checking
and relationship checking to reduce false positives anafrinting-based consistency checking that
requires active probing. One of these techniques is custpnogider check whose effectiveness hinges
on the number of AS paths containing tier-1 ASes to help elitd valid suUbMOAS cases. Using a
tier-1 ISP list obtained based on [47], we found on averagé%4f all AS paths in RouteViews data
contains at least one tier-1 AS, and this increases to th&h @6 our locally collected BGP data.
Therefore the customer-provider heuristic introducedect®n IV-D is fairly effective at eliminating
valid subMOAS conflicts, also demonstrated in Table II.
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C. Monitoring results

We now present some interesting results obtained from o%érHours of real-time monitoring
across 8 day®.The type and number of anomalies are summarized in Table heé fhte is the
averaged over all 7 feeds monitored. We implement probimglPelD and ICMP timstamp using
Scriptroute [45] and reflect-scan using hping [43]. The prglio the same IP across different paths
are conducted at roughly the same time.

| Suspicious update type | Total number| Average rate (per 15min) Suspicious cases (after FP chedk)
Hijack a prefix (MOAS conflicts) 1485 0.48 55
Hijack a prefix and its AS 10418 3.35 137
Hijack a subset of a prefix (SUbMOAS conflictg) 1469 0.47 71
Hijack a subset of a prefix and its AS 473 0.15 35
TABLE IV

SUSPICIOUS UPDATES DETECTED DURIN@ DAYS' MONITORING AFTER APPLYING VARIOUS CONSTRAINT CHECKING

Suspicious MOAS conflicts and type-2 attacksSince we use similar probing techniques to identify
suspicious MOAS conflicts (type-1 attacks) and type-2 &#awe present them together here. We
group the observed suspicious fingerprinting results iotloWing categories.

planetlabl.cambridge.intel-research.net: pli1-br-1.hpl.hp.com:

Starting nmap 3.93 at 2006-04-25 10:02 EDT Starting nmap 3.93 at 2006-04-25 10:02 EDT
Host 192.6.10.2 appears to be up

Interesting ports on 192.6.10.2: Initiating ARP Ping Scan against

PORT STATE SERVICE 192.6.10.2 [1 port] at 10:02
25/tcp open smtp

53/tcp open domain Note: Host seems down. If it is really up,
119/tcp open nntp but blocking our ping probes, try -PO
1080/tcp open  socks

5001/tcp open  commplex-link Nmap finished: 1 IP address (0 hosts up)
Device type: general purpose scanned in 0.656 seconds

Running: Linux 2.6.X
OS details: Linux 2.6.5-2.6.11

Uptime 33.102 days
(since Thu Mar 23 06:35:01 2006)
Nmap finished: 1 IP address (1 host up)
scanned in 13.882 seconds

Different liveness of the target host in an MOAS conflict
192.6.10.0/24 is announced by AS 2856 and AS 786.

Fig. 8. Conflicting fingerprints of Nmap probing of type-laatks The first line indicates the probe location.

« Different liveness: Using Nmap if the host appears alive from one location, butsponsive
from another location, it may be a real hijacking attack ingrintermediate network problems
and special firewall policies. An example is shown in Figure 8

« Different Operating Systems: Figure 9 is an suspicious type-2 attack with different Nmap-
inferred OS.

SWe do not have results for the remaining hours due to netwosklpms with the BGP monitor.



plabl.nec-labs.com:

Starting nmap 3.93 at 2006-05-02 15:11 EDT
Initiating SYN Stealth Scan against
82.146.60.1 [1668 ports] at 15:11

Host 82.146.60.1 appears to be up ...

Interesting ports on 82.146.60.1:
PORT STATE SERVICE
22/tcp open ssh

179/tcp open  bgp

Device type: general purpose
Running: FreeBSD 4.X
OS details: FreeBSD 4.7 - 4.8-RELEASE

Uptime 76.681 days
(since Tue Feb 14 21:51:21 2006)
Nmap finished: 1 IP address (1 host up)
scanned in 38.420 seconds
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planetlab01.erin.utoronto.ca:

Starting nmap 3.93 at 2006-05-02 15:11 EDT
Initiating SYN Stealth Scan

against 82.146.60.1 [1668 ports] at 15:11
Host 82.146.60.1 appears to be up...

Interesting ports on 82.146.60.1:
PORT  STATE SERVICE
22/tcp open ssh

Device type: firewall

Running: Symantec Solaris 8
OS details: Symantec Enterprise
Firewall v7.0.4 (on Solaris 8)

Nmap finished: 1 IP address (1 host up)
scanned in 11.390 seconds

Difference in response fingerprints of suspicious type 2 attack
82.146.60.0/23 is announced by AS 25486. The first hop <8804 2548>
is used only by 6 prefixes and the edge distance is 8968 kilometers

Fig. 9. Conflicting fingerprints of Nmap probing of type-2aaks.

« Different open ports: Figures 9 exhibits inconsistency in open services: BGPt(p69).

« Different TCP timestamps (uptime): The host probed from one location may support TCP
timestamp, but not from another locatiang.,Figure 9. We also observed significantly different

uptime values (Figure 12).

planetlabl.hiit.fi:

TCP Ping to 194.29.118.1 (194.29.118.1)
on port 12345 ack = true syn = false

1 len=40 ip=194.29.118.1 ttI=254 id=41349

2 len=40ip=194.29.118.1 ttI=254 id=41350

3 len=40 ip=194.29.118.1 ttI=254 id=41351

4 1en=40 ip=194.29.118.1 ttl=254 id=41352

5 len=40ip=194.29.118.1 ttI=254 id=41353

planetlabl.cs.cornell.edu:

ICMP Ping to 128.253.145.12

timestamp reply 0 1004736773 1004736773
timestamp reply 0 1776488709 1776488709
timestamp reply 0 2313359621 2313359621
timestamp reply 0 3101888773 3101888773
timestamp reply 0 3873640709 3873640709

planetlabl.cambridge.intel-research.net:

TCP Ping to 194.29.118.1 (194.29.118.1)
on port 12345 ack = true syn = false
1 len=40 ip=194.29.118.1 ttI=239 id=10022
2 1en=40ip=194.29.118.1 ttI=239 id=10023
3 len=40 ip=194.29.118.1 ttI=239 id=10025
4 len=40 ip=194.29.118.1 ttl=239 id=10026
5 len=40 ip=194.29.118.1 ttI=239 id=10027

planetlab01.cs.washington.edu

ICMP Ping to 128.253.145.12

timestamp reply 0 535105797 535105797
timestamp reply 0 2632257797 2632257797
timestamp reply 0 434508037 434508037
timestamp reply 0 2531660037 2531660037
timestamp reply 0 602345733 602345733

194.29.118.0/23 is announced by AS 330 and AS2686 (MOAS)
128.253.0.0/16 violates edge and geographic constraints(Type 2)

Fig. 10. Different IP ID values and ICMP timestamp valuestéptial type-2 attacks).

« Different ICMP timestamps (local time): Figure 10 indicates significantly different ICMP



timestamp values.
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« Different IP IDs: For systems expected to have globally incrementing IP-lepas, there is a
significant difference in IP ID return values or patteeng,, Figure 10.
Suspicious subMOAS conflicts and type-4 attacksFor suspected subMOAS (type-3) and type-4
attacks, we use reflect-scan to identify hijacking inciderithe following is a found example of a
suspicious subMOAS conflict with the probing results usieffect-scan shown in Figure 11. Prefix
193.140.140.0/24 is announced by AS15390 at 21:27 Aprit, 28206, which has a subMOAS conflict

with prefix 193.140.0.0/16 owned by AS8517.

Identify the IP ID value of idle host:

hping -S -p 21 193.140.140.8 -c 3

len=46 ip=193.140.140.8 id=9066 sport=21
len=46 ip=193.140.140.8 id=9067 sport=21
len=46 ip=193.140.140.8 id=9068 sport=21

send 30 spoofed packets to the r:%ec{host

hping -a 193.140.140.8 -s 21 -k -S increase
-p 514 193.140.0.2 -¢c 30

only by 1
Get the IPID value of idle host agzy/
hping -S -p 21 193.140.140.8 -c

len=46 ip=193.140.140.8 id=9069 sport=21
len=46 ip=193.140.140.8 id=9070 sport=21
len=46 ip=193.140.140.8 id=9071 sport=21

the idle host doesn't receive reflect packets!

(a) Reflect Scan

Fig. 11. A reflect-scan example (type-3).

Find the IP ID value of verify host:
hping -A -p 23 193.140.0.22 - 3
len=46 ip=193.140.0.22 id=19125 sport=23
len=46 ip=193.140.0.22 id=19126 sport=23
len=46 ip=193.140.0.22 id=19127 sport=23

send 30 spoofed packets to the reflect host
hping -a 193.140.0.22 -s 23 -k -S increase

-p 514 193.140.0.2 -c 30 by 31
Get the IPID value of verify host again:
hping -A -p 23 193.140.0.22 -c

len=46 ip=193.140.0.22 id=19158 sport=23
len=46 ip=193.140.0.22 id=19159 sport=23
len=46 ip=193.140.0.22 id=19160 sport=23

the verify host receives reflect packets!

(b) determine ingress filtering

1) 193.140.140.8H>) in the subnet 193.140.140.0/24 is selected as the idle hesause its IP
ID increases regularly by one and has the open port 21.

2) We send SYN/ACK packets to port 21 éf, to verify that H, responds with RST.

3) Live host 193.140.0.2H;) in the larger prefix 193.140.0.0/16 but not in the subnethissen

as thereflect hostwith an open port 514.

4) Compare the idle hostly’s IP ID values before and after sending spoofed packets ftecte
host H; with source IP ofH;. We found the idle host did not receive 30 reflected packets,
which may be dropped or delivered somewhere in AS8517 (Eidgd(a)).

5) To verify that the test did not fail due to ingress filtefinghich may cause the idle host not to
receive spoofed packets, we select another idle host 198.22 similar toH; to be theverify

host

6) We do the similar test to check for ingress filtering. By qaming the IP ID value of the
verify host before and after sending spoofed packets uséngyvhost as the source IP to the
reflect host, we find that it receives all reflected packetg&catihg the lack of ingress filtering

in AS8517 (Figure 11(b)).

Since we are confident that reflected packets are sent to lihérast (step 6) and the idle host
responds to SYN/ACK packets (step 2), the idle host’s IP Ii@ahould be increased, if it received

bIf AS8517 has ingress filtering that filters out incoming fiafvith source IP from inside the AS, the spoofed packet
cannot reach the reflect host, and no reflect packets will bergesd.
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them. Thus, we can conclude that this case fails reflect-aadiis highly suspicious as a real hijacking
attack.

D. Validation using IP anycast of root DNS servers

For load balancing and robustness consideration, a nunflseobname-servers are deployed using
IP anycast [24]. IP anycast, defined in RFC 1546[40], is agrimdtwork service where multiple severs
support the same service under the same IP address. Cyreeatit of all 13 DNS root servers (C, F,
I, J and K) are using IP anycast, each with multiple servedifierent locations [32], [6]. IP anycast
for root DNS is achieved by announcing the same prefix and A8beu from multiple locations
on the Internet, identical to hijacking both the prefix arsl AS (type-2 attack). However, this is a
valid case; thus, we use it to validate our techniques. Tipdicgble techniques include geographic
constraints to identify routing anomalies.

Across 8 days’ monitoring, our system successfully captwespicious updates from four root
servers (F, I, J and K), with the exception of the C-root sefegoot-server.net in prefix 192.33.4.0/24
with origin AS2149). After investigating the updates foet@-root server, we find that it only have
one upstream provider AS174 which is a large tier-1 ISP. &SiA&174 also has a location near
to AS2149, the updates for C-root server do not violate thegggphical constraint and therefore
cannot be captured using that constraint alone. The faligws an example of the F-root server
(f.root-servers.net) detected by our system. The IP addoédhe F-root server is 192.5.5.241 in
prefix 192.5.5.0/24 announced by AS3557. Figure 12 and Ei@Grclearly show that probing from
two different planetlab nodes actually reaches two distmachines, validating our fingerprinting
approach.

crtl.planetlab.umontreal.ca: planetlab-1.eecs.cwru.edu:
Starting nmap 3.93 at 2006-05-03 21:42 EDT | starting nmap 3.93 at 2006-05-03 21:42 EDT
Interesting ports on 192.5.5.241: Interesting ports on 192.5.5.241:
PORT STATE SERVICE PORT STATE SERVICE
53/tcp open domain 53/tcp open domain
Devic_e type: general purpose No exact OS matches for host (If you know
Running: FreeBSD 5.X what OS is running on it, see http://www.
OS details: FreeBSD 5.3 insecure.org/cgi-bin/nmap-submit.cgi)
Uptime 11._573 days Uptime 14.963 days
(since Sat Apr 22 07:56:43 2006) (since Tue Apr 18 22:35:51 2006)
Nmap finished: 1 IP address (1 host up) Nmap finished: 1 IP address (1 host up)
scanned in 26.225 seconds scanned in 23.554 seconds

Fig. 12. Different Nmap probing signatures for the F-DNStrserver (legitimate type-2 case).

VIl. DISCUSSIONS AND CONCLUSIONS

We discuss several limitations with our work and plans fdufe improvement. First, our system
is triggered based on anomalous routing updates. AlthougiteRiews provides a comprehensive
set of routing updates, it is still conceivable that the sysimisses some routing anomalies. Another
disadvantage is that hijacking may not be visible on the robrilane, as the data plane is not



crtl.planetlab.umontreal.ca:

TCP Ping to 192.5.5.241 on port 12345
ack = true syn = false

1 len=40 ip=192.5.5.241 ttl=56 id=29577
2 len=40 ip=192.5.5.241 ttl=56 id=29578
3 len=40 ip=192.5.5.241 ttI=56 id=29579
4 len=40 ip=192.5.5.241 ttI=56 id=29580
5 len=40 ip=192.5.5.241 ttl=56 id=29581

crtl.planetlab.umontreal.ca:

ICMP Ping to 192.5.5.241 (192.5.5.241)

planetlab-1.eecs.cwru.edu:

TCP Ping to 192.5.5.241 on port 12345
ack = true syn = false

1len=40 ip=192.5.5.241 ttI=251 id=60654
2 len=40 ip=192.5.5.241 ttI=251 id=47890
3 len=40 ip=192.5.5.241 ttl=251 id=61606
4 len=40 ip=192.5.5.241 ttl=251 id=624

5 len=40 ip=192.5.5.241 ttl=251 id=59346

planetlab-1.eecs.cwru.edu:

ICMP Ping to 192.5.5.241 (192.5.5.241)
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timestamp reply 0 2487465 2487465
timestamp reply 0 2487539 2487539
timestamp reply 0 2487625 2487625
timestamp reply 0 2487697 2487697
timestamp reply 0 2487769 2487769

1no response
2no response
3no response
4no response
5no response

Fig. 13. Different IP ID and ICMP timestamp probing signatufor the F-DNS root server (legitimate type-2 case).

guaranteed to be consistent with advertised routes. We tplaxplore continuous monitoring and
performance-triggered probing to augment the currentagugr. We also plan to analyze in more
detail the accuracy of fingerprinting techniques. A secomdenserious limitation is that probing will
be limited by limited vantage points and the difficulties @flecting identifying fingerprints due to
increasing deployment of firewalls. We plan to explore theecage based on the probing location
and network-based fingerprints. Note that our system carepéoyed either by individual networks
or by a centralized system. In the latter case, we have ddnatexs the scalability of the system, but
we did not address the issue of reliably notifying the viatinhis is challenging as the victim may
not be easily reached due to the impact of IP hijacking. Work_&d et al. [35] suggests the use of
diverse paths, without providing absolute guarantee.

In summary, we present a framework for accurate, real-tilvdnijacking detection. Our work is
based on the novel insight that a real hijacking attack we#lult in conflicting data-plane fingerprints
describing the hijacked network. Using this key differenwe can significantly reduce false positives
and more confidently identify IP hijacking without sacrifigi efficiency. This is the first work
exploiting the consistency between data-plane and coeptasle information to identify IP hijacking
attacks. Our system can be incrementally deployed withadifying any infrastructure nor requiring
support from networks. We have demonstrated the effeds®and efficiency of a prototype system
using real data.
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