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Abstract ASN, which can make a significant improvement of overall
energy-efficiency.

Location services are essential to many applications
running on a hybrid of wirelessly-networked mobile ac-
tors and static sensors, such as surveillance systems and  |ntroduction
the Pursuer and Evader Game (PEG). To our best knowl-
edge, there has been no previous location service protocol
for wireless sensor networks. A number of location service
protocols have been proposed for mobile ad hoc networks,
but they are not applicable to sensor networks due to the
usually large per-hop latency between sensors.

In this report, we present a distributed location ser-
vice protocol (DLSP) for wireless sensor networks. Using
a rigorous analysis of DLSP, we derive the condition for
achieving a high packet-delivery ratio, and show how to
configure the protocol parameters to ensure the scalabil-

ity of DLSP. We prove that DLSP is scalable if the mobile’s o
as well as sensor networks, because it incurs low commu-

speed is below a certain fraction of the packet-transmissio . " . S o
nication and memory overheads of maintaining routing in-

speed, which depends on a movement threshold. For Xz ormation. A mobile periodically renorts its (geographic)
ample, if the movement threshold for the lowest-level lo- ‘on. 'e periodicaly rep s tgeographi

; . , location to selected nodes, callemtation servers Other
cation servers is the same as the radio range, the mo- '

bile’s speed limit is one-tenth of the packet-transmission nodes can acqire the mobile's location from one of its

D : L : location servers and then deliver data to the mobile re-
speed. The mobile’s theoretical speed limit is one-fifth of eiver using aeoaraphic routing. A number of location
the packet-transmission speed, beyond which DLSP Cannogervice rog)(?ols?wav% been rog.osed for MANETS. such as
scale regardless of the movement threshold. Because DLS P prop '

suffers from a high location-update overhead, we proposegrid location service (GLS) [1211 distribyted Ioca}tion han
an optimization, calledLSP with the Selected Neighbor agement (DLM) [20], geographic hashing location service

(DLSP-SN), which can reduce the update overhead by more(DGHLS) (5], COIl.Jmn row location service (XYLS) [18.]’
. S . : . REAM [3], Twins [19], and home-zone-based location
than 70%, while achieving a high packet-delivery ratio. . o
- , service [17]. Dast al.[5] presented a quantitative model
Due to the griding effect, the average packet’s path length and compared the performance of these protocols
of DLSP-SN is longer than that of DLSP. This increases Th pl i peric tocols. h P ' tb
data-delivery cost for continuous data streams. In order €se location service protocals, however, may not be

to make a tradeoff between update and data-delivery Costsapplicable to sensor networks due to the usually high per-
hop latency in a sensor network which ranges from a few

t dy adaptati hanism, called DLSP- - .
We present a greedy adaptation mechanism, ca’le hundred milliseconds to a few seconds [13, 22], while that

*The work reported in this report was supported in part by tBedtmy ofa MA’.\IET ISan Order-(.)f-magthde lower (tenst [7’
Research Office under Grant W911NF-05-1-0421, and by the INBIEr 10]. This IQng communication latency of sensor ne‘.tworks
CNS-0435023. can be attributed to the following two facts. First, wireles

There are a growing number of sensor network appli-
cations that require communication between mobile actors
and stationary sensors. For example, in the PEG (Pursuer
and Evader Game) and surveillance systems, hundreds or
thousands of sensors may statically deployed to monitor
certain areas or physical infrastructures, and a few doafens
actor nodes may move around and interrogate static sensors
for information at multiple spots of interest.

Geographic routing (or location-based routing) [9, 11]
has been widely used in mobile ad hoc networks (MANETS)




communication consumes much more energy than otherdevel. The selection of a neighbor square is determined by
operations for (severely energy-constrained) sensorqiode the mobile’s trajectory. DLSP-SN achieves a significant re-
Hence, energy-efficient MAC protocols avoid idle listening duction of update overhead. Moreover, in DLSP-SN, the
and overhearing by scheduling transmission and listeningdelivery of a data packet may need to take multiple rounds
periods (e.g., S-MAC [23] and T-MAC [4]), or low-power of lookup-and-chase, thus making the average path length
channel polling (e.g., WiseMAC [6] and BMAC [14]), or of location queries greater than that of DLSP. This increase
both (e.g., SCP [22]). As a result, the radio’s duty cycle of data-delivery cost may become significant, especially fo
can be limited to a few percentages. Thus, a packet has tacontinuous data streams. In order to make a tradeoff be-
be held for some time before its transmission to the nexttween location-update and data-delivery costs, we present
node. Second, a sensor node’s radio usually has a lowen greedy adaptation mechanism, called DLSP-ASN, to im-
bandwidth, incurring a longer transmission time. For ex- prove the overall energy-efficiency.
ample, Mica2 (MicaZ) has a bandwidth of 19.5 kbps (250  The rest of this report is organized as follows. Sec-
kbps), while MANETS typically use wireless LAN cards of tion 2 describes DLSP, while Section 3 derives the condi-
11 Mbps or 54 Mbps. tion for achieving a high packet-delivery ratio under DLSP
This high per-hop latency makes packet transmission inand proves DLSP's scalability when the mobile’s speed is
a sensor network much slower than in MANET. Moreover, below a certain fraction of the packet-transmission speed.
a sensor network is usually of much larger scale than aSection 4 analyzes the overhead of DLSP, and presents an

MANET. Therefore, the location-service protocols are un- Optimization, DLSP-SN. Section 5 proposes a greedy adap-
likely to perform well in sensor networks, because, dur- tation mechanism, DLSP-ASN. To validate our analysis re-

ing the nontrivial duration of delivering a message from sults_, we simulate the performance of Iocati(_)n serv_ice in
a source node to a location server, then to the mobile re-Section 6. We summarize the related work in Section 7,
ceiver’s location obtained from the location server, the mo and conclude the report and discuss future directions in Sec

bile could have moved too far away to receive the messagetion 8.
directly as in GHLS or even by using a forward pointer as
in GLS. 2 DLSP: Distributed Location Service Proto-

In this report we present a distributed location service col
protocol (DLSP) for a hybrid wireless network of stationary
sensor nodes and mobile actors. Like GLS, DLSP is built  We now present the details of DLSP for a hybrid net-
on a hierarchical grid structure. A mobile selects multiple work of mobile actors and stationary sensors. We assume
location servers at each level, and sends location updateshat a large number of stationary sensor nodes have been
more frequently to the location servers at lower levels than randomly and uniformly deployed in a field of interest and
to those at higher levels. A location query may go through a relatively smaller number of mobile actors move around
multiple rounds of “lookup-and-chase” to reach the mobile within this field. To deliver a message to a node that is mul-
receiver. Through a rigorous analysis, we derive the condi-tiple hops away from the sender node, geographic routing
tion to achieve a high packet-delivery ratio, and show how (e.g., GPSR [9]) is used. Each sensor node can determine
to configure the protocol parameters to ensure the scalabilits location by using a GPS receiver if it has, or by invoking
ity of DLSP, i.e., successfully delivering messages to the a |ocalization service [8, 16] if it doesn't. Likewise, each
mobile receiver which moves around in a very large net- mobile either is equipped with a GPS receiver or can esti-

work. DLSP is proven to scale well if the mobile’s speed mate its location using the neighbor sensors’ locationrinfo
is below a certain fraction of the packet-transmissiondpee mation.

which depends on the underlying movement threshold. For  Table 1 summarizes the notations used in this report.
example, if the movement threshold for the lowest-level lo-

cation servers is the same as the node’s radio range, th@,1  Selection and Update of Location
mobile’s speed limit is one-tenth of the packet-transroissi Servers

speed. The theoretical speed limit is one-fifth of the packet

transmission Speed beyond Wh|Ch DLSP cannot Scale re- A sensor network is assumed to have been dep'oyed in
gardless of the movement threshold. an Lx L square field as was assumed in GHT [15]. Similar
Like GLS, DLSP incurs a high location-update over- to GLS [12], the entire square field is partitioned into a grid
head because a mobile needs to update multiple locatioras shown in Fig. 1. Four level-0 squares make up one level-
servers at each level with its location information. There- 1 square, four level-1 squares make up one level-2 square,
fore, we propose an optimization, called SP with a se- and so on. To avoid overlap between two squares of the
lected neighbo(DLSP-SN), in which the mobile updates same size, a particular levklsquare is part of one and only
the location server in at most one neighbor square at eactone level-k+ 1) square. For simplicity, we assume that the



P(S) Location of a stationary sensor noSe to a location server, and then®s location found from the

IDr ID of a mobile nodeR location server. Thikokup-and-chasgrocessis illustrated

P(RT) Location ofRat timeT by an example in Figs. 2 and 3.

Sco(P) the levelk square in whiclP falls . . . )

Sj(P) 8 levelk neighbor squares adjacent to {o In F'_g- 2, Sfirst assumes thaR resides inSo(P(S)) at
Sco(P) wherej =1,...,8 some time, and henc8;sends the query to the sensor node

Lkj(P(RT),IDR) | The location thatR picks in the square (Np) closest toLoo(P(S),IDr). Note thatlyo(P1,IDRr) =
Sj(P(RT)) attimeT Lko(P2,IDR) if P and P, are both located within the

LSj(P(R,T),IDr) | The levelk location server of mobileR in same levek square.N; is not anR's location server, be-

S,j(P(RT)), i.e., the sensor node closest fo

L (P(RT),IDg) cause it has not received any location update fiRrar

the R's location information has expired. In order to ex-

ALS(P(S),IDR) The adaptive location server for a data soufce
Sin the squareo(P(S)) plore a larger squar& o(P(S)), Ni sends the query to
Edge length of the square field of interest Nz, which is the node closest to; o(P(S),IDR), and so
1 Edge length of levek square is % on. Suppose the query eventually reaches a location server,
m The movement threshold of location updafte denoted ad-$o(P(S),IDRr), which has theR's location
at levelk location servers ist2™¢ at time Ty, denoted asP(R T1). LS0(P(S),IDR) (i.e.,
T The time threshold of location update at level- LSZ,4(P(R, Tl), | DR)) then sends the query R)(R, Tl)_ This
k location servers is'2 process of looking up the location of, and and chasing, a
th Per-hop latency mobile is called aound.
p Per-hop progress; the average decrease of|Eu-
clidean distance to the destination per hop If R moves fast and i6 andR are far apart, then by the
r Radio range time the location query reaches this locati®&xould have
v Mobiles’ average speed moved too far away frorR(R, T1) for Rto receive the loca-
dist(Py, Py) Distance between two location, andP, tion query. Then, the query will be received by the node
) A closest toP(R, T1). Unlike GLS, A does not maintain
Table 1. Summary of notations any forward pointer under DLSP. Instead of dropping the

query, it starts a newound. As shown in Fig. 3, the query

field is perfectly gridded, i.e., the field is a square of edge first goes to the nodk; closest td.oo(P(R, T1),1DR), then
length L= 2"¢, whereh is an integer. We will discuss how 10 LS10(P(R T1),1DR) (i-e., LS16(P(R T2),IDr)), which

this restriction can be relaxed in Section 6. has more recerR's location, P(R Tz). Finally, the query
At time T, a mobileR uses a common hash function catches up withk nearP(R, Tz).
to compute a locationl.oj (P(R T),IDg) in each level-0 After receiving the quernyR may decide whether or not

squareSo j(P(R,T)) (j = 0,...,8). The sensor node clos- {5 send its location information t6. For overall energy-
est to this location is chosen as the mobile’s level-0 lacati efficiency, such a decision should depend on the sender’s

server, denoted asS j(P(R,T),IDg). A neighbor square  {ransmission rate, as discussed in Section 5.
is omitted if it is out of the field boundary. At level-R

picks a location server from each of its neighbor squares,

S,j(P(RT)). There is no location server & o(P(R,T)),

as it has been fully covered by the level-0 location servers,3  Conditions for Achieving High Packet-
and so on. The location serversdifferentlevels are up- Delivery Ratio

dated adifferentrates. SupposR has sent a location up-
date to levek location servers at tim&;. It will then send
the next update to the lev&lservers af + AT if and only

if dist(P(R T),P(R T +AT)) > 2™ or AT > 21. Rsets In this section, we first derive the condition for achieving

thelifetime of its location servers to be slightly greater than 4 high packet-delivery ratio under DLSP. Then, we discuss
. k— . . ’

AT = min(2*t, ZTW). If a location server does not receive how to configure the parameters of DLSP to make it scal-

a new update from the mobiRbefore this lifetime expires,  able. We prove that DLSP is scalable if the mobile’s speed

it is no longer a location server f@t. is lower than a certain fraction of the packet-transmission
speed, which depends on the movement threshold used.

2.2 Processing of Location Queries We find that the theoretic speed limit is one-fifth of the
packet-transmission speed. Last, we present the condition

When a sensor nodgsends a data messageRat only for achieving a high packet-delivery ratio in GHLS, and

knows its own location anéR's ID, and encapsulates the show that GHLS is not scalable regardless of the update
data into a location query. This location query is first sent frequency.
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3.1 Analysis of Conditions
Packet-Delivery Ratio under DLSP

Our analysis of DLSP consists of thasecase and the
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Figure 2. Round 1 of location Figure 3. Round 2 of lo-

cation query processing;
only the location server in
the shaded level- 1 neighbor
square is visited.

SupposeAT = T, — T1, thendist(P(R, T1),P(R T2)) is
bounded byATv, because the distance is maximized when
R moves on a straight line betwed@n andT,. The aver-
age speed is computed as the length of the trajectory curve
betweenT; and T, overAT. AT can be broken into three
items,Ts — Ty, T4 — Tz, andT, — T4. Tz — T; denotes the av-
erage transmission time of the location update fR{fR, T1)
to LS j(P(R T1),IDR); T4 — T3 represents the average ob-
soleteness of the location information on at location serve
T, — T4 denotes the transmission time of the location query
from LS j(P(R, T1) to P(R, T1).

Let dp be the average distance betwdRmand a level-

0 location server, i.e.dist(P(R,T1),Loj(P(R,T1),IDR)).
Since the R and the level-0 location server can be located
in anywhere of the level-0 squardy is the average of the
distance between two random points in the level-0 square.

inductivestep. The base case analyzes how a location querydy ~ 1.27/ according to the numerical analysis. Also, we
can catch up with the mobile receiver after obtaining its lo- letty be the update interval for level-0 location servers. We
cation information from a level-0 location server. The in- haveT;—Ti=To—Ta= %Oth, andT,— T3 = %to becausdy
ductive step analyzes how the location query can get closerranges fronils to Tz + to. So,

to the mobile node after completing each round.

3.1.1 The Base Case

Suppose, at TimeT;, R sends its location,P(R Ty),
to a level-0 location serverLS j(P(R,T1),IDR),
{0,1,...,8}. The location server receives the location up-
date at timeTz. At time Ty, it receives a location query and
forwards the query t®(R, T1). The location query reaches
P(R T;) at timeT,. The timeline of these events are shown

in Fig. 4.

In order to haveR receive the query af, the following

condition must be satisfied:

dist(P(R, T1),P(RT2)) <r

1 do
AT = Ztg+2—t. 2
> 0+ D h (2)

Also, from Section 2, we have

T it v< zn
to = —my — Tmf (3)
From Eg. (3), we have

Vip <270 (4)

Therefore,

diSt(P(R, T1), P(R, Tz)) %tov-f— Z%thv
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In order to satisfy Eq. (1), we simply Iéitov+ 2 0thv <
r. Thatis,

{

Eq. (6) can be satisfied if

N
3
<

W+ %thV <2r if
2-Mp 4+ %tth 2r if

<
< 2 ©)

27"+ 5—5th\7 <2 (7

3.1.2 Analysis of the Inductive Step

Consider the case of requiring multiple rounds of lookup-
and-chase. Suppose the query looksRiplocation from

a levelk; location server in round and from a levek;,
server in round + 1. To ensure the query makes progress
towardsR, we need to satisfy

kit1 <k —1 8)

Suppose the query ge®s location,P(R, T{) in roundi
and reache®(R T]) at timeT,. ki;1 <k — 1 holds if the
following inequality holds:

dist(P(R, T{),P(R,T})) < 24~1¢. 9)

Similar to Eq. (2), we get

AT =T)—T]

1., 24d
=0k £ 0
22to+2 pth

(10)

So, we have
K
dist(P(R T)),P(R T)) < }2‘“t0\7+ 22—;0th\7

|

In order to satisfy Eq. (8), we simply Ie%2k5t0\7+
22y, 7< 2k-17, Thatis,

2ki— lrv+252'ftv i
2ki—m- lé+252'ftv i

(11)

wtAw<e  ifv< 2 12)
2 M4 A<l ifv> 2L

Again, because of Eq. (4), Eqg. (12) can be satisfied if

27"+ S—Ffth\T <. (13)

3.2 Configuration of Protocol Parameters
for DLSP

Using the above analysis provides some insights into
what parameters affect the packet-delivery ratio and how
they can be configured to achieve the scalability of DLSP.

3.2.1 Configuration of¢

Consider the condition of the base case, Eqg. (7), and that
of the inductive step, Eq. (13). The condition of the base
case is stronger than that of the inductive step ¥ 2r.
Moreover, Eq. (7) is independent of the field edge length, L.
This indicates that, as long as data can be delivered within
a small region (level-0 squares) of edge length 2r, it

can be delivered from an arbitrarily far away node. That
is, if £ > 2r, DLSP is guaranteed to be scalable. In fdct,
should be set tor2 because the overhead of location updates
increases aéincreases (in Section 4).

3.2.2 Configuration ofm

In Eq. (7), 5—Ffthv is always a positive term sindg is not
negligible. So,m must be a positive integer. Again, the
overhead of location updates is proportional fovghen the
mobile’s speed is above the threshold. Thereforshould
be setto 1, and the movement threshold is

3.2.3 Limit of the Mobile’s Speed

From Eq. (7), ifm=1,v< & tp = which is one-tenth

of the packet transmission speed Wf the movement thresh-
old for location updates is reduced, the speed limit can be
lifted. Howevery < 5r 2 must always hold, and the speed
can never be greater th%% So, the theoretic speed limit

of the mobile is one-fifth of the packet transmission speed,
no matter how frequently the location servers are updated.

3.3 Scalability of DLSP

Theorem 1 Let r be the radio range, and d the movement
threshold. If the edge length of the smallest squarerjs
andv < 2{—&"% holds, DLSP is scalable.

Similar to the analysis, this proof consists of the base
case and the inductive step. Due to space limitation, we
omit the full proof.

3.4 Analysis of Conditions for
Packet-Delivery Ratio in GHLS

High

GHLS can be considered as a trivial case of DLSP, in
which ¢ = L. The analysis of GHLS is the same as that of



the base case in DLSP, except tbats 0.5L because there
is only one location server in thesk L square.

Suppose the movement threshold for updating the loca- LS. .(P(R/T,).ID ) PR.T,
tion server isip < d. We need to satisfy . RS R
R i,(R,Tz) LS, ;(P(R,T,),ID, )

PR,T,)

d+ 2—thh\7 <o (14)

Becausdy, is nontrivial, Eq. (14) may not hold for large
networks and fast moving nodes, no matter how srdall
might be. Therefore, GHLS is not scalable.

Figure 5. Rsends updates to two level- 1loca-
tion servers at P(R T), because P(R,T3) is in
the selected neighbor square of P(R Ty).

4 Analysis of Location-Service Overhead

In this section, we first analyze the overhead of loca-
tion updates under DLSP and then propose a design Opti'a location query “chases” the mobile receiver, the mobile’s
mization, called DLSP with the Selected Neighbor (DLSP- query ’

SN) which makes a significant reduction of location-update trajectory determ_me; Wh'Ch Ioca‘uqn SErvers to visit.
overhead This observation is illustrated in Fig. 3. At timg,

R updates the 5 location servers in the neighbor squares.
Therefore, at round 2, the query can obtain a more re-
cent location,P(R,T), and catch up withR. Since A

is in $6(P(R T2)), the query relayed by can only go

_ throughLS; 6(P(R, T2),IDRr), not the other four level-1 lo-

LetU denote the total overhead of location updates, and cation servers. Thatis, only the update to the locatioreserv

U the overhead of updating a levielocation server. The i the neighbor squar&y (P(R T2)) is useful for deliver-
location-update frequency for the levelocation servers ing this query. So, the design optimization is calBis-

4.1 Analysis of Location-Update Over-
head

is & = 2t_0k The average distance betweRrand a level-  tributed Location Service Protocol with the Selected Neigh
k location serverl(Scj(P(R,T),IDg) is 1.27-2%/, and the ~ bor (DLSP-SN).

average distance betweBrand the level-0 location server, To illustrate how DLSP-SN works, let us zoom in
LS0(P(R,T),IDR) is 0.5¢. Since there are at least 3 neigh- the lower-left level-2 square of Fig. 3 in Fig. 5. Sup-
bor squares at each level except the highest, we have poseR needs to send location updates to level-1 location

servers atP(R T1), P(R T3), and P(R T2) consecutively.
At P(R, T3), it checks if its previous locatioR(R, T1) was

U > hz:3uk1+uol in the level-1 squareS; o(P(RTy)). If so, it only up-
& 1% to datESLSLo(P(R,Tl)JDR) (i.e., LS]_,G(P(R,Tz)JDR). At
i oy ¢ P(R T2), Rfinds that its previous locatidR(R, Ts) is in the
= %3.8— 1+ 05— neighbor squares; 6(P(R, T2)), so it sends updates to both
= Pl LS10(P(R T2),IDR) andLS, 6(P(R, T2), IDg). Note that the
1 locations of two consecutive lev&lupdates must be in the

= (38(h- 1)+0'5)@ same levek square or two neighbor levél-squares, be-

cause the movement threshold for lekalpdates, 2™,
(38(h—1)+ O'S)T (15) is strictly less than the edge length of lekedquare, 7.
The difference between DLSP and DLSP-SN is summa-
Hence, like GLS, DLSP suffers from a high update over- rized as follows.
head because there are multiple location servers at each
level of the hierarchy.

Y]

e Suppose the highest level if. DLSP up-
dates LS j,(P(R,T),IDr) (j» = 0,1,...,8), and
LS j,(P(RT),IDr) (k=1,2,....h—1 and j =
0,1,...,8). DLSP-SN updated S o(P(R T),IDR)
(k=0,2,...,h), as well as the location server in the
selected neighbor square.

4.2 Optimization of DLSP

Our optimization goal is to reduce the location-update
overhead while preserving the high packet-delivery ratio.
The key observation is that it is unnecessary to update the e Supposek; andk;, 1 are the levels of location servers
location servers in all neighbor squares. This is becasse, a DLSP and DLSP-SN obtains location information at



SN does not have this restriction. To avoid endless
chasing, DLSP-SN requires that, at each round, the
guery gets more recent location information than the
previous round.

roundi andi + 1. DLSP require&; > ki1, but DLSP- S ’Sz
1

ALS, (P(S,)]ID,))

DLSP-SN is less restrictive in the sense of obtaining PR,T,) |2
location information, because it selects much fewer loca- NP
tion servers than DLSP. As a result, DLSP-SN incurs more R

rounds and longer query path.

5 Adaptation of Location Service . . ,
Figure 6. Location queries (or data packets)

from S and S travel less hops during  round1

DLSP-SN reduces its update overhead, but may extend with adaptive location updates.

the query path, increasing data-delivery cost. This ire@ea

of data-delivery cost may become significant for deliver-

ing continuous data streams. To achieve overall energy-of extra adaptive location updates. To justify the need for

efficiency with DLSP-SN, we propose an adaptive location- adaptive location updates, we want to derive the condition

update scheme in which a mobile adaptively sends its lo-for achieving a high query-delivery ratio, and analyze the

cation updates based on the varying distribution and rate ofoverall energy-efficiency.

the data sources. We then analyze the parameter configura-

tion for the adaptation to ensure a high query-delivenyprati 5.1 1 Condition for High Query-Delivery Ratio

and present a greedy algorithm to improve overall energy-

efficiency. Finally, we summarize the comparison among SUPPOSER updatesALS(P(S;),IDr) at time T{, and the

the hierarchical location service protocols, DLSP, DLSP- location query reache®(R, T{) at time T}. Let T, = 2ty

SN, DLSP-ASN, and GLS. be the period of the location updatesAbS(P(S1),1DRr),
andD be the distance betwe&riP(S;),IDr) andP(R, T}).

5.1 Adaptive Location Update Similar to the analysis of Eq. (10), we get

In MANETS, most data communication is one-to-one. AT =T,-T/
After a mobile node receives a location query, it can peri- 1 D

. . . = =27+ 2—tp. (16)
odically send location updates directly to the source node. 2 p
The source can cache the location information and send data

directly until the location information expires. In a hytbri We simply [etAT'v < %. That s,

wireless networks of static sensors and mobile actors, how-

ever, a mobile node may receive data from multiple data ka1t ZEth\Tg 9 (17)
sources located in the areas of interest. If the mobile re- p

ceiver sends location updates to each of these data sources,
the location-update overhead can be prohibitive. Fortu-
nately, the data sources in an area of interest may be spa\é
tially close. Therefore, the mobile node can send updates to
only a few location servers shared by the data sources.

Fig. 6 provides an illustrative example. Suppose sen- a4
sor nodes,S; and S, reside in the same level-0 square
S,0(P(S1)), and continuously report data to a mobile node  So, approximately,
R. Instead of sending location updateSi@andS; individu-
ally, R picks an adaptive location servél, S(P(S1),IDR), D
in Sco(P(S1)), and periodically updates it as well as the ka < Iogz(z). (19)
other location servers. Whe®, or S send data tdR, a
location query is processed exactly the same as in Section. 1in GLS, one square considers the three adjacent squaremreido
2 except for the 4 round. Rs location can be obtained the same parent square as its neighbors; in DLSP protodbtheaeight

: . : adjacent squares are considered neighbors.
at ALS)(P(SL)’ IDR) instead of the level-2 location server, 2Griding effect’ means that the source and destination saagoss

LSZ,J_(P(Rle)a IDR), as shovyn in .Fig- 2. Thus, the com-  pt close to the boundary of a high-level square may reghejtiery to
munication cost of data delivery is reduced at the expensetravel many hops up to the common square containing bothsnode

In Section 3, we have derived Eq. (4) and the speed limit,
< % with the movement threshold In order to satisfy
g. (17), we have need:

| O

<

N O

(18)




Protocols DLSP DLSP-SN DLSP-ASN GLS

ID-to-LS Hash the mobile node ID intqg Same as DLSP Same as DLSP Select the node whose ID is
Mapping a location within a square, angd closest to the mobile node IC
the node closest to the location within a square
becomes a location server
LS in | One LS in each of the eight At most one location servef Same as DLSP-SN One LS from each of the thre¢
Neighbor neighbor squares from a neighbor square neighbor squares
Squares
Cross- Location updates can only be Same as DLSP, but the se- Same as DLSP-SN Need to update the three
Boundary | triggered by timeout or ex{ lected neighbor depends on neighbor location servets
Updates ceeding the movement thresh- whether or not a boundary of from level-0 to levelk if the
old certain level is crossed boundary of a levek square
is crossed
Data No No Yes. A mobile node may send Yes. Two communicating mo
Source additional location updates to bile nodes piggybacks theif
Adaptive- the location servers near the location information on datd
ness data sources according to [apackets to each other. Alsg,
greedy algorithm a mobile node directly sends

its location to the data sourc
in one-way communication
However, there is no adaptive
mechanism of updating locat
tion servers according to th

3%

data traffic.
Griding No Yes Not after the additional loca{ Yes
Effec? tion updates are sent out
Multi- Yes, with restrictions (1) the Yes, with restrictions (1) and Same as DLSP-SN No
Round query needs to obtain a newer (2)

location of the mobile node at
each round; (2) do not pro
ceed if the location is obtained
at a level-0 location server i
the previous round; (3) the lo
cation server in the previous
round should be at a higher
level than that at this round.

Table 2. The comparison of hierarchical location services

When k; is small, there is more update overhead but In general, the rate and distribution of data sources can
shorter less data-delivery cost; whyis large, thereisless  be complex. It is very difficult to compute the optimal so-
update overhead but higher data transmission costksSo, lution that combines data sources and ggtor each com-
needs to be configured on-the-fly to achieve overall energy-bination. The mobile can use some simple heuristics to find

efficiency. good solutions. For example, only the data sources in the
same level-0 are combined at their level-0 location server.
5.1.2 Analysis of Overall Energy-Efficiency We can then use the above analysis tdgédr each level-0

- ) ) location server.
Let E f f denote the energy-efficiency without adaptive lo-

cation updates, anl f f; denote the efficiency with adap-
tive location updates. The mobile maintains a moving win-
dow to compute the average data rdRgaa, the average
hop countChops and the average distand®sc, from the
two sources.

5.2 Comparison of Hierarchical Location
Services

The comparison of hierarchical location services is sum-
marized in Table 2.

AEff = Eff-Eff, 6 Evaluation

D D 1
= I:edata' (Chops— ﬂ:) - == (20)

p p 2kt . N .
Using extensive simulation, we comparatively evaluate
R periodically searches fdg, in [0,log (%)] such that  the performance of location-service protocols. We have im-
AE f f is maximized. plemented the DLSP protocols (DLSP, DLSP-SN, DLSP-



ASN) and GHLS inns-2[2], and also ported GLS to the the update intervak = 2ty by Eq. (3).
same version ofis-2we use for other protocols. The edge length of the smallest square in the DLSP pro-
The following metrics are evaluated for the location ser- tocols is¢ = 200m. In GLS, the smallest square size is
vice protocols: (1) Query Delivery Ratio—the percent- setto 100m, because all nodes in the same smallest square
age of location queries successfully delivered to the mo- should be within two hops. The network size in our tests,
bile receiver; (2) Update Overhead—the number of update1200x 1200 nf, does not result in a perfect grid structure.
packets transmitted with each hop counted as one packetn such a case, if an intended ledekquare is outside of
transmission; (3) Query Path Length—the number of hopsthe network boundary, it is substituted by a neighbor ldvel-
each successfully-delivered query takes; (4) Overall @ner square inside the boundary. For example, the level-2 square
Cost—the total number of messages transmitted for bothmay be outside of the boundary when the mobile is located

queries and location updates. at (x =900m, y = 900m). Then, the level-2 squé(6,0),
(800,800} becomes its replacement.
6.1 The Simulation Scenario Ten sensor nodes are deployed for each network size.

With each deployment, we generate a movement scenario
The transmission range for the radio of all the nodes is for 4, 6, 8, 10, 15, 20, 30 and 40m/s, respectively. All test
set to 100m, which is adopted from the characteristics of '€Sults are the averages of 10 runs on all the deployments.

MicaZ [1] wireless sensor nodes. Also, we set the per—hopi'nc;a the mob|I3§ ID 'S;he samehln all tests, a sged IS rgn'h
latency as 0.5s. We assume the radio link is symmetric, @0™M'y generated in each run so that a sensor node can has

and only collision may cause message loss. Typically, thethe mobile’s ID into a different value for DLSP_protocoIs
raw radio of sensor nodes (e.g., Mica2, MicaZ) is lossy and and GHLS. As for the vyorkload, a sensor npde is randomly
asymmetric, but we rely on the underlying MAC or routing chosen to send a location query to the mobile once every 2s

protocols to provide reiiable transmission through schedu (o7 @ period of 200s, i.e., 100 queries are sent. All tests for
ing and retransmission. the same network size use the same workload.

Sensors are uniformly distributed over a square area In GLS, every node should publish its location to its lo-
with a density of 6.25 nodes per 160100 n?. Such a ‘cation servers for the correct functioning of GLS. Although

high node density is chosen because in low node—densityth!S is reasonable for a MANET, forwhph G.LS IS de3|g_ned,
networks, geographic routing (e.g., GPSR) suffers from rel this may cause unnecessary communications to stationary
atively high packet losses, which may distract the readers>€NSO" nodgs Thl,JS’ we modify GL,S SUCh_ thgt the sensor
from our main focus on the performance of location ser- nodes publish their location only during the initial warm-u

vices. Given this node density, the average per-hop pregres per!od of 120s. These I(_)catlon updates during the warm-up
is approximately 781 Our tests are run on networks of period are not counted in the update overhead. For all pro-

400 400. 800x 800 1200x 1200. and 160& 1600 n? tocols, the workload starts at 120s and the simulation ends
which incI’ude 100 4'100 900 ané 1600 sensor nodés re.at 400s. The surplus 80s allows the last few queries to be

spectively. Since we do not consider interactions amongdel'vered'
mobiles, only one mobile is simulated in our evaluation,
and its movement follows the modified random way-point
mobility model [24]. The mobile’s speed is set to 4, 6, 8, ) ,
10, 15, 20, 30, and 40m/s, and the mobile’s pause time is 0.6-2-1  Query-Delivery Ratio

The beacon period for stationary sensor nodes is 10s, andSince the per-hop |atency is 0.5s, and the per-hop progress
1s for the mobile. When a sensor node receives a beacofis about 70m, the packet transmission speed is 140m/s. For
from the mobile, it replies with a beacon by a random delay p|SP, the speed limit with the movement threshold of 100m
ranging from O to 1s. The movement threshold for trig- is 14m/s. Fig. 7 shows DLSP to scale very well if the mo-
gering location updates in DLSP, DLSP-SN, DLSP-ASN, pile’s speed is less than or equal to 15m/s. In the network of
GHLS, and GLS is set to 100m. The timeout for trigger- 1600 nodes, the delivery ratios of both DLSPs drop below
ing location updates for the location service protocols ex- 90% beyond the theoretic speed limit, 14m/s. We have also
cept GLS is 8s. GLS does not have any timeout. Insteadryn tests with per-hop latency of 0.25s, and with the move-

of using the instantaneous speed, the mobile node uses itgent threshold of 50m. The results are consistent with our
average speed over a moving window. Supgiesends two  analysis, and thus omitted.

consecutive updates to its levelocation servers at time The query-delivery ratio of DLSP-SN, as shown in

andT’. The average speed:_w, although Fig. 8, is close to that of DLSP below 20m/s and even higher
R’s trajectory can follow an arbitrary curve. To determine above that speed because DLSP requires the query to ob-
the timeout for the location information sent to a lekdt- tain location information from a lower-level location serv

cation server, the mobile uses the average speed to predighan the previous round, but DLSP-SN does not have this

6.2 The Simulation Results
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Figure 7. The query delivery ratio of DLSP is Figure 8. The query delivery ratio of DLSP-SN
above 96%for all network sizes if the mobile’s is close to that of DLSP below the speed limit,
speed < 15m/s. The speed limit from our anal- and noticeably better in case of high speeds.
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Figure 9. There is no single speed limit for dif- Figure 10. The delivery ratio of GLS degrades
ferent network sizes in GHLS because it does because many forward pointer messages are
not scale. lost.

restriction and can take more rounds of lookup-and-chaseThis is because the destination of these messages (i.e., the
Fig. 9 shows that the delivery ratio of GHLS degrades sig- grid it moves out of) is in the opposite direction of the node
nificantly as the network size and the mobile’s speed in- movement. By geographic forwarding, the mobile picks the
crease. This is because, as the per-hop latency is nohtrivia neighbor that is closest to the destination. But such a reigh
the term2-t,v easily exceeds the boundt,2n Eq. (14). bor is most likely to be out of the mobile’s radio range.
That is, when the query reached the location it obtained When a forwarding pointer is lost, the chain of forwarding
from the location server, the mobile has laredy moved too pointers will be broken, and the query has to be dropped.
far away from that location to receive it. Hence, the mes- )
sage must be dropped. GLS also shows some performance degradation at the
low speed for the following reason. Unlike the other lo-
Fig. 10 shows the delivery ratio of GLS, which degrades cation protocols we evaluate, the location updates are only
significantly as the network size and the mobile’s speed in- triggered by the movement threshold in GLS. Therefore,
crease. This is also because the mobile has moved too fawhen the mobile’s speed is low, the update period is very
away to receive the query when it reaches the location. Inlong, especially for high-level location servers in largg-n
GLS, the mobile attempts to leave forwarding pointers in works. Then, loss of a location update can disable these lo-
the grid of which it moves out, so that a query may fol- cation servers for a very long time. Queries will be dropped
low the mobile using the forwarding pointers. But the mes- if they reach these servers. At high speeds, the delivery ra-
sages containing the forwarding pointers are likely to get tio of small networks is noticeably better than that of large
lost, particularly when the mobile moves at a high speed. networks. This is because it is easier for a query to catch up
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with the mobile within smaller areas. ‘ 1600mx1600m w/1600 nodes
—<—DLSP-SN

45| GLS
6.2.2 Location-Update Overhead aof |~ =" DLSP

-+ GHLS

Because GHLS is shown to have the least update overhead
in [5], we normalize the update overhead of DLSP, DLSP-
SN, and GHLS by that of GHLS, illustrated by Figs. 11 —
13. The results were obtained from the same tests for the
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tively insensitive to the mobile’s speed, because the tdsts sl B N —+

all protocols use the same movement threshold for trigger- o ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

. . . , . o 5 10 15 20 25 30 35 40 45
ing location updates. As the mobile’s speed increases, the speed (m/s)

update overhead increases accordingly for all protocols.
Compared to DLSP, DLSP-SN reduces the location-  Figure 14. DLSP-SN has longer query path

update overhead by 70% or more, as shown in Figs. 11 and length due to griding effect.

12. More importantly, the normalized overhead of DLSP-

A . In Fig. 14, the query-path length of GHLS decreases
SN decreases as network size increases. This can be ex- e
. o sharply beyond the mobile’s speed of 10m/s, because more
plained as follows. Suppose the network size increases fro

2" to 2't1¢. Then, the average number of packets trans[—’qhan 30% of the queries (most of them have a long path)
are dropped and thus not counted. Similarly, the query-path

mitted for a Iocatlo_n update should double in GHLS' But lengths of DLSP and GLS decrease noticeably at 30 and
for DLSP-SN, the increase of update overhead is c#ly 40m/s. These speed points are consistent with Figs. 7, 9
In a network of 1200 nodes, the overhead of DLSP-SN is and 16 P P gs. £

approximately equal to that of GHLS. This ensures DLSP- Compared with GLS, DLSP-SN has a longer query path,

ﬁymné);rtﬁfhni\éi;:E:(;lésego'“s'on problem even if there are @ pecause DLSP-SN uses less location servers than GLS. So,
' DLSP-SN suffers more from the griding effect.

In Fig. 13, GLS increases almost linearly at low speeds
: . The results of smaller networks show the same trends
for the following reason. GLS does not use any timeout for _ .
with smaller gaps.

sending updates, so its update overhead always increases
linearly with the mobile’s speed. In GHLS, the timeout is 8s )
and the movement threshold is 100m, so, at low speeds, thé-2-4 Adaptation

mobile sends location updates every 8s, and the overhead 0fy eyaluate how DLSP-ASN improves overall energy-
GHLS is constant even as the speed increases. Thereforeefficiency over DLSP-SN, we use the same deployments
the normalized overhead of GLS increases linearly at Iow 5304 movements as in previous tests, but change the work-
speeds. Again, for the same reason described above, thg,,q sych that only one sensor node sends data to the mobile
normalized overhead of GLS decreases as the network size; 5 constant rate. Figs. 15 and 16 show the results from a
Increases. _ network of 1600 nodes and the data rate of 1 message per
Compare Figs. 13 and 12. GLS has about 5 times asgecongd.
much overhead as DLSP-SN, because it updates 3 location Fig. 15 shows that, with adaptive location updates,

servers at each level and incurs additional updates when thgy sp-.ASN has slightly higher delivery ratio than DLSP-
mobile crosses a square boundary. SN. This is because, at the first round, each query travels
Let's compare the tests of 46@00 networks in Figs. 13 |ess hops in DLSP-ASN than in DLSP-SN. This indicates
and 11. GLS is shown to have a much higher overheadthat the query reaches the mobile’s known location ear-
than DLSP, because DLSP only has 4 level-0 squares in gjer, and the mobile has moved less away from the location.
400x400 square, thus allowing each square to have only Starting at the second round, the query has a higher chance
3 neighbors (the same as GLS). GLS incurs an additionaltg he delivered successfully. Fig. 16 shows the total energy

overhead in boundary-crossing. cost normalized by the total cost of GHLS. The adaptive
mechanism can improve the overall energy-efficiency by as
6.2.3 Query Path Length much as 40%. For the range of 4 to 15m/s, the total en-

ergy cost of DLSP-ASN is comparable to, or even lower
The results plotted in Fig. 14 are also from the same teststhan, that of GHLS. This is because most queries are deliv-
for the query-delivery ratio. Due to the griding effect, the ered in one round. During the first round, a query obtains
query path length of DLSP-SN is 4045% longer thanthat  the mobile’s location information within a small square in
of DLSP in large networks. DLSP-ASN, but in GHLS, it has to travel more hops to a
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Figure 11. DLSP has a very Figure 12. DLSP-SN reduces Figure 13. GLS has a very
high update overhead be- the update overhead by 70% high update overhead be-
cause there may be as many or more. Its overhead is cause each level has 3 lo-
as 8 location servers at each comparable to that of GHLS cation servers, and because
level. in a network of 900 nodes or there is an additional over-
more. head incurred by boundary-
crossing.
Delivery Ratio Normalized Total Energy Cost
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Figure 15. The delivery ratios of DLSP and Figure 16. The energy cost of DLSP-ASN is
GHLS match the results in previous figures. even less than GHLS when the speed is below

15m/s, while it provides much higher packet
delivery ratio.

randomly picked location server within the largest square. mobile floods its location information to the nodes within
As the speed increases, the improvement decreases becauaecertain hop limit determined hyistance effe¢tand the
DLSP-ASN also needs to take more rounds to deliver the update frequency is adapted to its frequency. When a node
gueries. In the test of smaller networks and lower data ratesneeds to send packets to a mobile destination, a location
as we expected, DLSP-ASN shows less improvement onquery is flooded towards the direction of the destination if

overall efficiency. the location is not available. This approach does not scale
well due to the high overhead of flooding.
7 Related Work In the rendezvous-based approach, one or mulkijga-

tion serversare elected to store mobiles’ location informa-
tion. The mapping of the mobiles’ IDs to location servers
To our best knowledge, there has been no previous workis pre-determined by the protocol. In XYLS [18], each lo-
on location service in wireless sensor networks. A few loca- cation update is sent to a set of nodes ithigk column
tion service protocols have been proposed in MANETS. Dasand each location query is propagated along a row of nodes,
et al. [5] categorizes these location services as flooding- or which should insect with the column. Then, the intersected
rendezvous-based. nodes send back the location to the source. Twins [19],
In the flooding-based approach, such as DREAM [3], a Home-Zone-Based Location Service [17], and GHLS [5]
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all use a centralized location server for handling location  Through a rigorous analysis of DLSP, we derive the con-
updates and queries. In Twins and Home-Zone-Based Lo-dition for achieving a high packet-delivery ratio, and show
cation Service, a mobile hashes its ID to determine its homehow to configure the protocol parameters to ensure the scal-
region or cluster, which acts as the location server. GHLS ability of DLSP. We prove that DLSP is scalable if the
uses the geographic hashing of GHT [15] to pick only one mobile’s speed is below a certain fraction of the packet-
node as the location server. Both GLS [12] and DLM [20] transmission speed, which depends on a movement thresh-
are hierarchical location service protocols based on a gridold. The theoretical mobile’s speed limit is one-fifth of the
structure. They both determine the frequency of updat- packet-transmission speed.
ing the location servers by the movement of a mobile, and The proposed optimization, DLSP-SN, can reduce the
needs to update location servers of multiple levels when thelocation-update overhead by 70% or more, while its query-
boundary of a high-level square is crossed. Both protocolsdelivery ratio is even better than DLSP in case of high
suffer from the “griding” effect. The differences between speeds. Moreover, in large networks, the overhead of
the two protocols are as follows. GLS selects 3 location at DLSP-SN is close to that of GHLS, but it can provide a
each level of grids, which results in a non-uniform distri- much higher delivery ratio than GHLS when the mobile’s
bution of location servers; DLM selects a location server in speed is high. With DLSP-SN, however, the query-path
each of levelm squares. In GLS, a location query travels length gets 36- 45% longer than that of DLSP, indicat-
up the hierarchy by going to the node whose ID is closesting a significant increase of data-delivery cost when sensor
to the destination ID within each level of squares; in DLM, nodes send continuous data stream to a mobile. In order to
a query is guided by the hierarchical address of the destinaimake a tradeoff between update and data-delivery costs, we
tion. present a greedy adaptation mechanism, DLSP-ASN, which

Daset al. [5] proposed a quantitative model and com- can significantly improve overall energy-efficiency.
pared the performance of XYLS, GLS, and GHLS. Their = Our future work will address how data buffering and lo-
analysis and simulation results show that GHLS beatscation caching can affect the performance of location ser-
XYLS and GHLS with regards to both update overhead and vices. By “data buffering” we mean that location servers
packet-delivery ratio. Their most important conclusion is can buffer data packets and send them to the mobile re-
that GLS asymptotically scales better but suffers from very ceivers as soon as their location updates are received. This
heavy location-update overhead, and GHLS is the best forallows a mobile to determine its location-update timing and
networks of up to 25000 nodes. frequency based on the requirement of data-packet latency

Outside the domain of location services, TTDD [21] and the constraint of memory space at the location servers.
takes a different approach to data delivery to mobile sinks
in sensor netv_vorks. _ The data sources (stationary sen_sorspeferenCeS
proactively build a grid structure throughout the sensad fie
and set up dissemination nodes near the grid points. A mo-
bile sink floods a request for specific data within its local ain—
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