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Abstract
We describe the application of the Reveal formal functional
verification system to six representative hardware test cases.
Reveal employs counterexample-guided abstraction refine-
ment, or CEGAR, and is suitable for verifying the complex
control logic of designs with wide datapaths. Reveal performs
automatic datapath abstraction yielding an approximation of
the original design with a much smaller state space. This
approximation is subsequently used to verify the correctness of
control logic interactions. If the approximation proves to be
too coarse, it is automatically refined based on the spurious
counterexample it generates. Such refinement can be viewed
as a form of on-demand “learning” similar in spirit to con-
flict-based learning in modern Boolean satisfiability solvers.
The abstraction/refinement process is iterated until the design
is shown to be correct or an actual design error is reported.
The Reveal system allows some user control over the abstrac-
tion and refinement steps. Using six representative bench-
marks as case studies, we examine the effect on Reveal’s
performance of the various available options for abstraction
and refinement. We also show examples of the types of
learned “facts” that Reveal discovers in the refinement step.
Based on our initial experience with this system, we believe
that automating the verification for a useful class of hardware
designs is now quite feasible.

1 Introduction
The paradigm of iterative abstraction and refinement has
gained momentum in recent years as a particularly effective
approach for the scalable verification of complex hardware
and software systems. Dubbed counterexample-guided
abstraction refinement (CEGAR), its power stems from the
elimination (i.e., abstraction) of details that are irrelevant to
the property being checked as well as from analyzing any
spurious counterexamples to pinpoint and add just those
details that are needed to refine the abstraction, i.e., to make
it more precise. This is sometimes referred to as lemma gen-
eration, with the whole process viewed as an iterative, on-
demand augmentation of an initial abstraction with lemmas
derived from counterexamples that violate the actual design.

Whereas such a verification paradigm is appealing at a
conceptual level, its success in practice hinges on effective
automation of the abstraction and refinement steps, as well
as various checking steps requiring sophisticated reasoning.
Examples of recent CEGAR-based verification tools include
[2, 3, 4, 5, 9, 10, 12, 13, 16, 17, 21]. Most of the literature on
CEGAR, however, focuses on its algorithmic framework and
reports summary data showcasing its ability to handle a
sampling of large benchmarks. Very little is reported on the
inner workings of the abstraction/refinement process and

how it is affected by the choices available for both abstrac-
tion and refinement. In this paper, we address this issue by
reporting the performance of Reveal, an automatic CEGAR-
based system for the verification of safety properties of com-
plex hardware designs, on six representative test cases. For
each test case:

we compare a number of methods to model and check the
desired properties on the abstract design, including the use
of a Satisfiability Modulo Theories (SMT) solver [11];
we study trade-offs between various refinement options;
we highlight the types of lemmas generated in the refine-
ment stage and analyze the idiosyncrasies leading to them;
and, finally, we compare the performance of Reveal against
a number of existing automatic tools that perform formal
verification for hardware, such as VCEGAR [16], BAT
[19], UCLID [7], and VIS [22];

To our knowledge, this is the first work that performs such a
comprehensive comparison for the formal verification of com-
plex hardware designs including memory systems and pipe-
lined microprocessors whose RTL descriptions have tens of
thousands of HDL source lines, thousands of signals, and
hundreds of thousands of state bits. Additionally, this paper
provides experimental evidence that demonstrates the impor-
tance of datapath abstraction for the scalability of formal
verification algorithms.

The rest of the paper is organized in five sections: Section
2 reviews Reveal’s CEGAR framework, Sections 3 through 8
describe six hardware verification case studies, and Section 9
summarizes the paper’s conclusions.

2 The Reveal Verification System
Figure 1 illustrates the architecture of the CEGAR-based
Reveal automated verification system. Reveal performs
checks of safety properties on hardware designs described in
the Verilog hardware description language (HDL). A typical
usage scenario involves providing two Verilog descriptions of
the same hardware design, such as a high-level specification
and a detailed implementation, and checking them for func-
tional equivalence. Reveal adopts the CEGAR-based
approach of Andraus et al. [2] which consists of the following
steps:

Abstraction to obtain a compact representation of the
design for which formal property checking is more likely to
terminate (i.e., to scale both in time and space) than if
applied directly on the original design.
Property Checking by formal reasoning to determine if the
abstracted design satisfies the specified property.
Refinement to determine if the abstraction was sufficient
to establish whether the property holds or fails on the
actual concrete design and, if otherwise, to provide one or



more succinct explanations that are used to refine the
abstraction for the next round of checking.

2.1 Abstraction
Reveal performs datapath abstraction [1, 7, 15], i.e., it
replaces the design’s datapath elements (registers and func-
tion units such as adders, shifters, etc.) with terms, uninter-
preted functions (UFs), and uninterpreted predicates (UPs).
This yields an abstract model of the design that maintains
the consistency of the removed datapath elements without
representing their detailed functionality and leads to a signif-
icant reduction in the size of the design’s state space. The
interactions among the control signals, however, are pre-
served, allowing meaningful verification of safety properties
on the design’s control logic.

Signals in the Verilog description are classified as datap-
ath or control based on their bit width [1]. This heuristic is
premised on the assumption that datapath elements typically
operate on multi-bit words and can, thus, be easily identified
in a Verilog model. However, misclassification of a control
signal as a datapath signal or vice versa does not compromise
the correctness of the approach. Specifically, a control signal
that is abstracted as part of the datapath will likely yield a
spurious counterexample and may cause an increase in the
number of refinement iterations. The less probable scenario
of misclassifying a datapath signal as control causes the
abstract model to be unnecessarily detailed and possibly
makes the property checking step intractable. That said,
adopting this heuristic ought to be backed up by empirical
experiments, as we will show in this paper.

Formally, abstraction, including datapath abstraction, can
be viewed as a relaxation of the system of constraints that
characterize the concrete design. Specifically, if we let 
denote the constraint imposed on the set of design signals X
by component i, then the formula 
characterizes the behavior of a design consisting of n compo-
nents. For instance, a Verilog assignment statement such as

, where the variables correspond to
32-bit registers in a register file, is modeled by the constraint

(1)

This constraint can be viewed as the consistency function for
the 32-bit addition operator: it evaluates to true for consis-
tent assignments to its arguments, and false otherwise.
Replacing the register variables with terms and the addition
operator with the UF add, yields the constraint

(2)
where T1, T2, and T3 correspond, respectively, to R[1], R[2],
and R[3]. Informally, the register variables and their corre-
sponding terms encode unsigned integers except that the
integer ranges of the register variables are bounded because
of their finite bit width. Thus, each term can be regarded as
an abstraction of the corresponding register variable, and the
consistency condition in (2) is similarly an abstraction of the
concrete consistency condition in (1).

Assuming that each concrete consistency constraint
 is relaxed to a corresponding abstract consistency

constraint , where  and  denote the concrete
design signals and their corresponding term abstractions, we
can now model the abstraction of the design by the formula

 and note that

(3)

In addition to abstracting datapaths, tractable verifica-
tion may require the abstraction of memory arrays. Applying
only datapath abstraction to an n-word by m-bit memory
yields an n-term abstraction. For memories of typical sizes in
current designs, n is on the order of thousands to millions of
words. Memory abstraction allows us to model an n-word
memory by a formula whose size is proportional to the num-
ber of write operations, K, rather than to n. Note that mem-
ory abstraction is distinct from datapath abstraction. A
useful mnemonic device is to think of datapath and memory
abstraction as being, respectively, “horizontal” and “verti-
cal;” they can be applied separately as well as jointly.

Reveal implements memory abstraction using lambda
expressions as described in [7]. In particular, the expression

(4)

describes the next state of a memory array M after a write
operation with address A and data D. Memory abstraction
can also be realized using a theory of arrays [20]; we compare
these two approaches experimentally in Sections 4 and 5.

2.2 Property Checking
Checking that the specified safety property holds on the
abstract design amounts to proving the validity of

(5)
where prop(T) denotes the desired property. In what follows,
the formula in (5) will be referred to as the abstract verifica-
tion condition, to distinguish it from the concrete verification
condition, i.e. 

. (6)
In general, (5) is an instance of quantifier-free first order

logic for the theory of equality with uninterpreted functions
(EUF) [8]. Adding the limited form of integer arithmetic
referred to as counter arithmetic makes such formulas
instances of the so-called CLU logic [7] which is particularly
useful in datapath abstraction.

The Reveal system is essentially a bounded model check-
ing [6] verifier for safety properties with known sequential
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Figure 1: The Reveal Flow
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bounds. While this may seem to limit its utility, empirical
observation suggests that it has application in many situa-
tions where such bounds are known a priori or can be easily
derived from the particular structure of the designs being
verified. Furthermore, such bounds tend to be rather small,
often less than ten cycles. Examples include verification of
pipelined microprocessors, packet routers, network proces-
sors, and dataflow architectures common in filters, etc.

Given a cycle bound k, (5) is generated by unrolling the
abstract design’s transition relation k times. The formula is
then submitted to a checker to determine its validity. In the
Reveal system, the validity of the formula is checked using
the YICES Satisfiability Modulo Theories (SMT) solver [11].
Unlike earlier approaches [1, 2, 7], which convert such formu-
las to equi-satisfiable propositional formulas using suitable
encodings, SMT solvers operate on these formulas directly by
integrating specialized “theory” solvers within a backtrack
propositional solver. SMT solvers take advantage of the high-
level semantics of non-propositional constraints (e.g., integer
arithmetic, equality of uninterpreted functions) while at the
same time benefiting from the powerful reasoning capabilities
of modern propositional SAT solvers.

If the checker determines that the formula is valid, Reveal
exits indicating that the property holds on the design. This is
guaranteed by the soundness of the abstraction. If, alterna-
tively, the formula is found to be invalid, the checker pro-
duces an abstract counterexample  that indicates how the
abstract model fails to satisfy the property.

2.3 Refinement
The refinement step is necessary to make the verification
flow complete because the violation reported by the checker
may be due to a poor abstraction rather than a real bug in
the design. Refinement consists of three stages [2]:

Explaining the violation by generalizing the abstract coun-
terexample. This is accomplished by replacing the specific
counterexample returned by the checker with a compact
set of constraints viol(T) that include the counterexample
as well as others that share its “profile” as far as the
abstraction is concerned.
Checking the feasibility of the violation on the concrete
model by checking, with YICES, the satisfiability of 

(7)

If satisfiable, Reveal exits indicating that the property is
violated and returns a bug trace to help locate the error.
Explaining why the violation is spurious. If  is
unsatisfiable, then the violation reported by the validity
checker is an artifact of the abstraction and not a real bug.
An explanation of its infeasibility on the concrete model is
obtained by deriving the minimal unsatisfiable subsets
(MUSes) of , using MUS extraction tools [18].
Negations of these MUSes are viewed as “lemmas” which
are added to a growing database of such “facts” and used
to refine the abstraction for the next iteration.

Note that the steps of explaining the violation and its infea-
sibility can be replaced, without compromising completeness,
by simply negating the counterexample. However, this refine-
ment is generally too weak, causing the number of refinement
iterations to be too high for the approach to be practical.

2.4 Implementation and Experimental Setup
The Reveal system is written in C++ and employs four
major modules: a formula generator, a solver, an MUS
extractor, and a refinement module.
The Formula Generator creates equation (5) by flattening
the Verilog model, calculating the transition relation for its
state variables, and unrolling it to a user-defined depth.
The Solver Module is responsible for determining the valid-
ity of the FOL formula (5) and the satisfiability of formulas
(6) and (7). It interfaces with the YICES SMT solver via a
C++ API [24]. This module can determine, for example,
whether (5) is valid in the EUF or CLU logics, or whether
(7) is satisfiable in the bit vector (BV) logic.
The MUS Extractor is responsible for identifying MUSes
from an unsatisfiable formula. Unlike [2], we use a modified
version of the CAMUS MUS extraction algorithm [18] that
works directly with the YICES solver. This eliminates the
need to generate a propositional encoding of the abstract for-
mula and leads to significant speedup in MUS generation.
Given an unsatisfiable formula, CAMUS can be run in two
modes: single- or multiple-MUS extraction.
The Refinement Module manages the lemma database and
updates the abstraction for the next iteration. This module
can accept user-supplied lemmas and can maintain a persis-
tent lemma database that can be accessed across invocations. 

In the following sections we will classify the various runs
of Reveal by a one-, two-, or three-letter code that indicates
the abstraction and refinement options used. Abstraction
options will be labeled B (bit-level, i.e., no abstraction), C
(CLU abstraction), and E (EUF abstraction). Refinement
options will be labeled V (negating the violation) and L
(refinement with lemmas). For lemma refinement, S will
denote refinement with one lemma per iteration, while M will
denote refinement with multiple lemmas. For example, the
label CLM means CLU abstraction and refinement with mul-
tiple lemmas, whereas EV means EUF abstraction and
refinement with the negation of the violation.

Our empirical case study compares the performance of
Reveal against the following four verification systems:

UCLID [7, 31] which allows modeling of the datapath with
abstract terms, and memories with Lambda expressions.
Since UCLID does not accept Verilog, we use VAPOR [1]
to produce UCLID models.
BAT [19, 30] which models memories with set and get
functions for reads and writes, respectively, but models the
datapath with finite-length bit-vectors. We are unaware of
a convertor from Verilog to BAT’s custom language.
VCEGAR [16, 32] which performs word-level predicate
abstraction on the Verilog input, but does not abstract
memory arrays.
VIS [22, 33] which, by default, uses bit-level reachability
analysis to verify invariants. It can also be used in two spe-
cial modes: one that performs bounded model checking of
safety properties, and another that performs invariant
checking with a CEGAR algorithm based on hiding regis-
ters [23]. We will denote the default mode by VIS, the
BMC mode by VIS(BMC), and the last mode by VIS(AR).

In what follows, we present our case studies on the bench-
marks summarized in Table 1. All experiments were con-
ducted on a 2.2 GHz AMD Opteron processor with 8GB of

T*

viol X( ) conc X( )∧

viol conc∧

viol conc∧
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RAM running Linux. VCEGAR, BAT, and UCLID use the
zChaff SAT solver [34] and the SMV model checker [35].

3 Sorter Case Study
The Sorter design implements two versions of an algorithm
that sorts four bit-vectors. It makes use of a Sort2 sub-unit
that sorts two bit-vectors. In the first version, five Sort2 sub-
units are instantiated and connected serially. The inputs are
introduced to the first two sub-units, and the calculation
propagates serially towards the outputs. The computation
advances through 3 layers of registers, thus requiring three
cycles to complete. The second version is based on just two
Sort2 sub-units and a controller that uses them to carry out
the sorting computation in three cycles as well.

The property we verified is the equality between corre-
sponding outputs in the two versions. All the bit-vectors in
the two units, including the inputs and the outputs, are of
bit-width W, which we vary from 2 to 64 to see the effect of
the datapath width on the scalability of each tool. Figure 2
shows the runtime of each of the verification tools as a func-
tion of W, and Table 2 shows the number of bits in the con-
crete verification condition (i.e., formula (6)) and statistics
about the number of the nodes in the abstract verification
condition (i.e., formula (5)). The last column, labeled by R,
shows the ratio between the number of bits and the number
of nodes. The results demonstrate the following trends:

The effect of datapath abstraction is evident from the per-
formance of Reveal(C) and UCLID, which are oblivious to
W. In both cases the abstract model is unaltered when
changing the datapath bit width; thus the time needed to
verify the abstract model is constant. Furthermore, the
only interaction between the datapath and the control
involves bit vector inequalities, allowing the CLU logic to
prove the property without any refinement.
BAT’s performance degrades when increasing W, since the

datapath is unabstracted. Nonetheless, BAT’s reduction to
CNF appears to play an important role in keeping the
runtime low.
VCEGAR takes 6.1 seconds to prove the property for
W=2 as it incrementally discovers between 33 and 40 pred-
icates within 58 to 130 iterations. Additionally, the
runtime grows exponentially with the width of the datap-
ath. We suspect that the reason behind this is the expense
of simulating the abstract counterexample on the concrete
design in each refinement iteration, as well as the repeated
generation of the abstract model each time a new predicate
is added. 
The runtimes of Reveal(B), VIS, and VIS(BMC) degrade
rapidly as the bit width is increased. The runtimes of
VIS(AR) are similar to VIS and were removed from the
graph to avoid clutter.

4 Instruction Cache RAM Case Study
The Instruction Cache RAM (ICRAM) test case is obtained
from the publicly available Verilog description of the Sun
PicoJava II Microprocessor [26]. This unit includes a memory
array of 16K 8-bit words, 32-bit input and output data
ports, and single-bit control signals to trigger certain opera-
tions in the cache such as reading, writing, BIST testing, and
switching to “power down” mode. The ICRAM interacts
with the Instruction Cache Unit [25] which manages the
instructions tags and buffers for the entire microprocessor.

The address space of the ICRAM is divided into two
“banks,” distinguished by a single bit in the address register.
A write operation takes an address signal adr[13:3], a data
signal di[31:0], and control signals selecting the destination
bank . The memory update for write(adr, di, b) is:

mem[{adr,b,00}]<=di[31:24]
mem[{adr,b,01}]<=di[23:16]
mem[{adr,b,10}]<=di[15:8]
mem[{adr,b,11}]<=di[7:0]

The ICRAM has been formally verified by VCEGAR [16]
and BAT [19]. The property verified is that given an arbi-
trary initial memory array, performing a write(adr,di,0),
then performing a read from address {adr,001}, will yield a
value that is equal to di[23:16].

We verified this example with Reveal(C), Reveal(B),
BAT, and UCLID. The runtimes are 30ms, 38ms, 50ms, and
92ms, respectively. This result is counterintuitive given that
the original design has  state bits. The efficiency of these
methods stems primarily from the reduction obtained by
memory abstraction; as shown in Table 2, both the concrete
and the abstract verification conditions are very small
despite the large state space. Moreover, due to the simple

Table 1: Benchmark statistics

Name Verilog
Lines

Verilog
Signals

State
Bits

Sorter 79 30 35 to 1027
ICRAM 153 13
OMU 400 to 10K 40 to 260
DLX 399
Risc16F84 169
X86

1.3 105×
1 106×

2.4 103× 1 1011×
1.2 103× 1 105×
1.3 104× 1 103× 5.8 103×

Figure 2: Runtime graphs for Sorter 
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Table 2: Verification conditions for Sorter, ICRAM, & OMU

Test R

Bits Terms Bools UFs UPs Total
Sorter, W=8 127 14 12 0 0 25 5.08
Sorter, W=16 249 14 12 0 0 25 9.96
Sorter, W=32 473 14 12 0 0 25 18.9
Sorter, W=64 921 14 12 0 0 25 36.8
ICRAM 287 31 48 9 2 90 3.12
OMU, K=16 1346 67 275 2 0 344 3.91
OMU, K=32 3154 131 1059 2 0 1192 2.65
OMU, K=64 8306 259 4163 2 0 4423 1.88
OMU, K=128 25K 515 17K 2 0 17K 1.47

conc prop→ abst prop→

b {0,1}∈

217
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interaction between the control and datapath, the abstrac-
tion in UCLID and Reveal(C) is sound and complete. There-
fore, refinement is not triggered.

Left unabstracted, the memory array causes VCEGAR
and VIS to encounter “vertical” state explosion. VCEGAR’s
runtime was shown in [16] and [19] to grow exponentially
with the memory size. Likewise, VIS times out for this exam-
ple. In particular, the verification in VIS begins with con-
verting any n-word by m-bit memory into  single-bit
registers regardless of the property being verified. “Flatten-
ing” the memory in this way also leads to loss of the struc-
tural correlation between the memory registers, which can
otherwise be used by the model checker during verification.

5 Out-of-Order Memory Updates Case Study
The Out-of-Order Memory Updates example (OMU) has
been previously introduced in [19] to demonstrate the effec-
tiveness of memory abstraction for RTL verification. The
design instantiates an array of 65K 16-bit words, which can
be read from or written to via designated signals.

The design is verified by simulating two sequences of
write operations on the memory array. The initial memory M
is modified by a sequence of K writes to locations A,
A+1,A+2,...,A+K-1, with the data words D1,D2,...,DK,
respectively, resulting in memory M1. Independently, a sec-
ond sequence of writes is performed on M in locations A+K-
1, A+K-2,...,A, with the data words, DK,DK-1,...,D1, respec-
tively, resulting in memory M2. Since the addresses for the
write operations are mutually distinct, the ordering of the
writes does not affect the final state of the memory. In par-
ticular, the content of location A in both M1 and M2 is
equal. A second, more generic, property is verified by simu-
lating a similar sequence of writes to distinct locations
A1,A2,...,AK. In other words, we allow the addresses to be
arbitrary, albeit mutually disequal. 

We compared Reveal(C), Reveal(B), BAT, and UCLID on
these two properties, while varying K over {16,32,64,128}.
The runtimes are plotted in Figure 3 on a logarithmic scale.
Similarly to the ICRAM case, the effect of modeling the
memory is evident in this example. In particular,

Reveal(C) scales well on both properties, taking less than
3 seconds for all the values of K. This is attributed to the
memory abstraction via Lambda expressions [7]. Refine-
ment was not triggered since the datapath/control
interactions are exclusive to (dis-) equalities.

BAT appears to be sensitive to the pattern of memory
writes; proving the property for arbitrary addresses is two
orders of magnitude slower than for consecutive addresses.
UCLID is two orders of magnitude slower than BAT and
Reveal(C) on both properties. Despite its memory and
datapath abstractions, its reduction to CNF [7] is signifi-
cantly slower in proving the property on the abstract
model. 
Reveal(B) clearly demonstrates the state explosion prob-
lem, as the runtime rapidly worsens when increasing K. 
As with the ICRAM case, VCEGAR’s runtime was shown
in [19] to grow exponentially in the number of writes to
memory. VIS times out on this example for any number of
writes. The lack of memory abstraction hinders both.

6 DLX Case Study
DLX is a 32-bit RISC microprocessor [14]. Its salient features
include a 32-bit address space with separate instruction and
data memories, a 32-word register file with two read ports
and one write port, and 38 op-codes for arithmetic, logical,
and control operations.

Our case study involved comparing two versions of DLX,
both written in Verilog 95 [28]. The first version, which we
will refer to as DLXSpec, is a single-cycle implementation of
the instruction set architecture (ISA) and serves as the archi-
tectural specification of the microprocessor. The second ver-
sion, labeled DLXImpl, is a standard 5-stage pipelined design
consisting of instruction fetch, instruction decode, instruc-
tion execute, memory access, and write-back stages. 

Starting DLXSpec and DLXImpl from their reset states,
the property we checked for was equivalence of corresponding
state elements (register and memory locations) after a
bounded number of execution cycles. Specifically, let  and

 denote the values of two corresponding state elements
from the specification and implementation after i and j
cycles from reset, respectively. These two elements would,
then, be considered equivalent if:

To compare the various abstraction and refinement
options in Reveal and to demonstrate its ability to (dis-
)prove properties, we verified a number of (buggy and bug-
free) variations of the design. We focus on  here,
but similar verification can be used for other state elements.
The buggy versions were obtained by injecting errors in the
RTL of DLXImpl. These variations are described in Table 3
in rows D1, D2, and D3. Following the description of each
version, the columns labeled A.C. (C.C.) show the number of
nodes (bits) in the abstract (concrete) verification condition.
The column labeled R shows the ratio of bits to nodes. The
remaining columns contain statistics for each mode of
Reveal. Columns labeled T, I, and L, describe, respectively,
runtime (seconds), number of iterations, and total number of
refinement lemmas (when applicable). The columns labeled
A show the ratio of the runtime of verifying the abstract
model to the total runtime as a percentage. Finally, the
smallest runtime is emphasized in each row; there can be
multiple in each row when the difference is insignificant.

The performance of the various options in Reveal demon-
strate the role of automatic refinement. Since the control and
the datapath in this design are intermixed, refinement is
needed to “recover” facts that were lost in the course of the

n m·

Figure 3: Runtime graphs for OMU. Dashed and solid lines 
correspond to the first and second properties, respectively. 
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abstraction, yet are relevant to (dis-)proving the property. To
shed some light on the types of lemmas discovered during
this process, we traced the source of these lemmas back to
the original Verilog code. Most of these lemmas were related
to the pipeline registers and control logic in DLXImpl. For
instance, the lemma ,
which states that it’s not possible to extract a non-zero field
from a zero bit vector, was traced to the following code seg-
ment involving IR3:

define BEQ 4
define op 31:26
initial IR3 = 32’d0;
case IR3[‘op] ‘BEQ: ...

In this case, the initial abstraction lost the fact that
IR3[31:26] can not be equal to 4, and it found a spurious
counterexample that executed the BEQ instruction.

Upon closer examination, we found that DLXImpl con-
sists mainly of a datapath that is responsible for computing
values for the PC and memory to be committed, and control
logic that orchestrates the pipeline. Furthermore, the datap-
ath in DLXImpl is very similar, and in most cases identical,
to the datapath in DLXSpec. As a result, refinement only
affects those portions of the design involving interactions
between the datapath and control logic in DLXImpl.

Table 3 also shows that the use of lemmas for refinement
(modes ELS, CLS, ELM, and CLM) is far superior to using
the violation (mode CV). Also, using multiple lemmas in
each refinement (modes CLM and ELM) outperforms refine-
ment with a single lemma at a time (modes ELS and CLS).

Surprisingly, Reveal(B) is able to terminate on the buggy
versions of the design. This is attributed to the ability of the
BV solver in YICES to efficiently find a satisfying assign-
ment to equation (6). The rest of the case studies in this
paper confirm that proving the unsatisfiability of this equa-
tion is intractable with Reveal(B), while proving its satisfi-
ability may be tractable in some cases, though not all.

In order to compare the performance of YICES and
UCLID in solving the abstract formula, we generate the
expression: , which represents the
final “refined” verification condition created in Reveal. This
expression is dumped as a Verilog word-level combinational
circuit, and VAPOR is then used to generate its correspond-
ing UCLID model. UCLID spends two orders of magnitude
more time than the time spent by Reveal in solving the

abstract formula. We observed a similar trend in the rest of
the test cases.

Finally, we ran VIS and VCEGAR on this design. VIS
was unable to create a netlist due to what we believe is an
internal error in the tool. Regardless, we do not think that
VIS could verify this design due to its large memory arrays.
VCEGAR processed the input but timed out at 600 seconds.

7 Risc16F84 Case Study
This design is an implementation of the Risc16F84 microcon-
troller [29]. It has a 213x14-bit instruction memory, a 29x8-
bit data memory, 34 op-codes, and a 4-stage pipeline.

Similarly to the DLX case, we denote the implementation
and specification by OCImpl and OCSpec respectively. OCI-
mpl processes one instruction every four cycles, while
OCSpec needs one cycle to process each instruction. The
equivalence criterion in this case is:

where  and  denote the state of the jth state element in
OCImpl and OCSpec, respectively, after i cycles of execution.
In essence, this is an inductive criterion: given equal state
elements in the current cycle, it requires equal state elements
after processing a single instruction. Note that unlike the
DLX case, where the verification starts from the rest state,
here we start from an arbitrary “matching” state.

Reveal was able to discover a genuine bug in this design.
The following Verilog code in OCImpl uses a floating signal
c_in as the carry-in bit to a 8-bit addition operation.

// risc16f84_lite.v
reg c_in; // line 223
{add_node,temp} <= {1’b0,aluinp1_reg,1’b1}+

{1’b0,aluinp2_reg,c_in}; // line 519

OCSpec, on the other hand, performs addition without any
carry-in bit. Reveal thus produces a counterexample showing
the deviation, with c_in assigned to 1. The unit designer
acknowledged this problem, and asserted that the simulation
carried out for this design assumed c_in=0.

Table 3 contains results for three versions of this design.
R1 is a bug-free version, R2 has the aforementioned bug, and
R3 was obtained by injecting a stuck-at-1 bug in the signal
aluout_zero_node. In these results we observe the following:

Refinement with lemmas is superior to refinement with the
violation. Furthermore, the use of multiple lemmas for
refinement is crucial for verifying version R1.

Table 3: Verification results for the X86, DLX, and Risc16F84 variations

# Test Case/Version A.C. C.C. R Reveal(CV) Reveal(ELS) Reveal(CLS) Reveal(ELM) Reveal(CLM) Reveal(B)

T I T I T I T A I L T A I L T
D1 Bug-free DLXSpec and DLXImpl 3945 22K 5.58 >600 >1507 1.92 9 1.8 8 0.6 39 4 8 1.0 27 6 12 >600

D2 Pipeline “Stall” control stuck at 1 522 3552 6.8 0.11 1 0.15 1 0.12 1 0.11 3 1 0 0.1 7 1 0 0.21

D3 Address of jump instruction cal-
culated incorrectly 3915 22K 5.62 3.16 45 2.22 11 1.16 5 1.13 23 3 5 1.1 25 4 8 6.7

R1 Bug-free OCSpec and OCImpl 2904 7286 2.54 >600 >1767 >600 >1204 >600 >1085 257 .7 93 185 148 .8 68 170 209

R2 Floating “carry-in” signal for 
addition 2928 7376 2.52 0.79 8 56 20 >600 >1881 72 1 44 13 40 1.1 33 39 15.2

R3 “aluout_zero_node” is stuck-at-1 
in OCImpl 2849 7224 2.54 115 654 50 123 121 311 2.6 .6 5 15 27.3 0.2 40 73 11.6

X1 Bug-free X86 design and property 70K 153K 2.19 >600 >388 >600 >1158 >600 >945 36.5 31 40 104 60.4 59 19 96 >600

X2 The property swaps the signals 
enInteger and enFloatingPoint

67K 153K 2.28 >600 >461 >600 >1062 >600 >1046 30.5 32 78 161 103 63 24 86 >600

X3 The FSM transits from state 000 
to state 011 instead of 010 2646 2764 1.04 1.98 2 1.95 2 1.96 2 2.0 6 2 6 2.1 6 1 0 2.72

X4 The opcode for CMP activates 
the Floating Point unit 67K 153K 2.28 >600 >308 >600 >847 >600 >1252 23 48 12 41 58.7 74 7 43 >600

IR3 32'd0=( ) IR3 31:26[ ] 6'd4≠( )→

i(conc prop) lemma
i

→ ∨∨

0 0 4 1( ) ( )j j j j

j j
I S I S= → =∧ ∧

Ii
j Si

j
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Unlike the DLX case (and the X86 to follow), the verifica-
tion condition here is relatively small despite the huge
memory embedded in the Risc16F84 design. This is attrib-
uted to memory abstraction discussed in previous sections.
Unlike the DLX case, where the verification of the bug-free
version (D1) with Reveal(B) times-out, the verification of
the bug-free version (R1) with Reveal(B) terminates after
209 seconds. It also terminates rapidly on the 2 buggy ver-
sions. This makes its performance comparable with
Reveal(C) and Reveal(E). As we saw in previous sections,
the runtime of Reveal(B) grows exponentially with the
number of bits in the concrete verification condition. On
the other hand, the performance of Reveal(C) and
Reveal(E) depends on the number of nodes in the verifica-
tion condition as well as the control/datapath intermix. If
we denote the number of bits in the concrete verification
condition as b, we can extrapolate that the performance of
Reveal(B) is comparable with Reveal(C) and Reveal(E)
when

b is “small enough”, i.e. b<bmax for some bmax, and 

 is “small enough”, i.e. R<Rmax for some Rmax.

If we choose bmax=4000 and Rmax=3, then the above cri-
terion predicts the performance of Reveal(B) for 15 out of
the 18 variations of the test cases in this paper. For the
RISC16F84, R is approximately 2.5, i.e. the bit vectors in
the verification condition are on average 2 to 3 bits wide. 
The R2 case shows an interesting outlier, in which
Reveal(CV) is significantly faster than any version that
refines with lemmas. This is due to the heuristic nature of
the satisfiability search for finding a bug. Any search,
regardless of the refinement used, could “get lucky” and
reach a bug early in this way, though only rarely.

An analysis of the lemmas discovered in all variations of this
test case reveals that most of the spurious counterexamples
are due to the variable opcode width feature, wherein the
opcode field can be k-bits wide for any

. For instance, the opcode of
the goto instruction is IR[13:11]=3’b101, while the opcode
for addlw is IR[13:9]=5’b11111. The encoding guarantees
that only one opcode is active at any given time. This infor-
mation is lost when abstracting the bit vector extraction
operation. This results in the occurrence of lemmas of the
form  for values 
and distinct indices . 

On this example, UCLID timed-out after 600 seconds for
R1, and is two orders of magnitude slower than YICES on
R2 and R3. VCEGAR runs out of memory after 370 seconds,
and VIS was not able to process this design since it does not
support blocking assignments, which are used throughout the
Verilog description. We believe that VIS would otherwise
encounter an additional obstacle with the large memories.

8 X86 Case Study
The X86 design is an open source RTL Verilog model devel-
oped at IIT, Madras that implements Intel’s IA-32 ISA [27].
The design contains four high-level modules. The Decoder
module, which is the main focus of our verification effort, is
responsible for fetching an instruction prefix from the mem-
ory, finding the total length of the instruction, fetching and
decoding the rest of the instruction, and providing the result
to the Control module. The top module of the Decoder

instantiates the fetching unit, the instruction length find
unit, and six decoding units, which correspond to six instruc-
tion types that exist in the x86 architecture and its exten-
sions, namely Integer, Floating Point, MMX, SSE, SSE2, and
SSE3. Each decoding unit has an enable signal that orches-
trates its operation with the Decoder top module.

Upon reset, the Decoder fetches the PC and the corre-
sponding instruction from memory. We verified the property
that the Decoder activates the corresponding decode unit
when the instruction is confined to a set of 6 Integer and
Floating Point op-codes as follows:

When the verification was invoked in Reveal, the tool was
able to discover a coding problem in the design. In particu-
lar, the RTL description includes the code

// sse3Decoder.v
op2 = 32’d0; // line 55
if (...) // line 185
op2[16:0] = instrSeq[31:16]; // line 188

which uses a blocking assignment to initialize the signal op2,
and then extracts a 16-bit displacement value from the
instruction stream and assigns it to a 17-bit register. Most
synthesis tools will zero-extend the RHS expression to make
the sizes consistent, in which case the resulting model is still
correct. Nonetheless, such an error may indicate additional
problems in other units of the design. We have notified the
unit designers about this problem, and we modified the Ver-
ilog to eliminate the problem for the later experiments.

Similarly to the previous two test cases, we compared the
performance of Reveal on two buggy versions and one bug-
free version and included the results in Table 3. These results
reassert the importance of refinement with multiple lemmas.

A notable phenomenon in this case is that Reveal(C) con-
verges significantly faster than Reveal(E) in terms of refine-
ment iterations. This is attributed to the heavy use of
counters in the FSM of the X86 decoder. Along these lines,
note that the number of lemmas accumulated in Reveal(C) is
much smaller than in Reveal(E). On the other hand,
Reveal(C) spends more time verifying the abstract model,
almost twice as much as Reveal(E), despite Reveal(C)’s
smaller number of refinement iterations.

To further assess the effect of lemmas on the convergence
of the algorithm, we ran Reveal(C) on a version that com-
bines the three bugs present in X2, X3 and X4. This was an
iterative session, in which Reveal was re-invoked after cor-
recting each reported bug. We tested Reveal in two modes: a
mode in which learned lemmas are discarded after each run
and a mode in which learned lemmas are saved and used
across runs. The total runtime for the first mode was 232 sec-
onds, whereas the runtime in the second mode was 166 sec-
onds, a 40% improvement in speed. This confirmed our
conjecture that lemmas discovered in one verification run can
be profitably used in subsequent runs. The verification of
real-life designs involves tens to hundreds of invocations of
the tool, thus a significantly larger speedup could be seen in
practice.

R b
N
----=

k K∈ 2 3 4 5 6 7 14, , , , , ,{ }=

IR 13:k1[ ] v1=( ) IR 13:k2[ ] v2≠( )→ v1 v2≠
k1 k2, K∈

opcode CMP JMP MOV FADD FCMOV FINIT, , , , ,{ }∈( )→

opcode CMP JMP MOV, ,{ }∈( ) enInteger↔( ) ∧

opcode FADD FCMOV FINIT, ,{ }∈( ) enFloatingPoint↔( )
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UCLID exhausts available memory during its CNF encod-
ing stage on most of the variations of this design after
approximately 250s. VIS cannot process the input Verilog
due to blocking assignments, and VCEGAR halted due to an
internal error after parsing.

9 Conclusions
This paper reported on six case studies of automatic formal
verification of safety properties, with emphasis on equiva-
lence, using the CEGAR-based Reveal system. This system
is particularly suited for the verification of designs that con-
sist of wide datapaths whose operation is orchestrated by
complex control logic. Abstraction of the datapath allows the
verification system to focus on the control interactions and
enables it to scale to much larger designs than is possible if it
had to operate at the bit level. All aspects of the Reveal sys-
tem are automated, making it quite easy to use. In particu-
lar, its demand-based lemma generation capability eliminates
one of the obstacles that had complicated the deployment of
formal verification tools in the past. Finally, its support of
Verilog allows it to be directly used by designers.

Based on the experiments in the previous sections we
draw the following unified conclusions:

The performance of many verification tools such as Reveal,
BAT, and UCLID depends on the size of the verification
condition. This size is determined by the design as well as
the property, and can be immensely reduced by applying
memory abstraction. Memory abstraction is, thus, essen-
tial for the practical verification of hardware models, and
it gives these tools an edge over approaches that do not
abstract memory such as VCEGAR and VIS.
Datapath abstraction and counterexample-guided refine-
ment is scalable for various types of designs, including
those where datapath and control interleave intensively.
The refinement loop converges much quicker when multi-
ple refinement lemmas are used per iteration. Although
most of the lemmas detected in Reveal are fairly simple, it
is infeasible to “predict” relevant ones a priori. Succinct
lemmas have two main advantages: they eliminate signifi-
cant spurious behavior from the abstract model, and they
are human-friendly ‘empirical data’ that gives the verifica-
tion engineer insight into the abstraction/refinement
process for the particular design at hand. The high-level
nature of the lemmas also allows them to be re-used. In
contrast, propositional clauses often stored (via conflict
learning) and re-used in incremental SAT solving cannot
be used across verification sessions since they become obso-
lete when the design is altered, even slightly, for the
purpose of fixing bugs or modifying assumptions.
The performance of methods that leave the datapath
unabstracted, such as BAT, Reveal(B), and VIS, is com-
parable to CEGAR-based tools on relatively small
verification conditions. This suggests that an optimal
approach might incorporate techniques from both realms.
The advantage of counting arithmetic does not always
reflect positively on the total runtime, as there is a trade-
off between the number of refinement iterations and the
time spent on solving the abstract formula.
While predicate abstraction has been shown to be scalable
for model checking in general [16], we conjecture that the
need for a large number of predicates is a common occur-
rence when verifying designs with large memories and for
equivalence properties that were the focus of this paper.
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