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ABSTRACT
The monitoring of packets destined for reachable, yet un-
used, Internet addresses has proven to be a useful technique
for measuring a variety of specific Internet phenomenon (e.g.,
worms, DDoS). In 2004, Pang et al. stepped beyond these
targeted uses and provided one of the first generic charac-
terizations of this non-productive traffic, demonstrating both
its significant size and diversity. However, the six years that
followed this study have seen tremendous changes in both
the types of malicious activity on the Internet and the quan-
tity and quality of unused address space. In this paper, we
revisit the state of Internet "background radiation" through
the lens of two unique data-sets: a five-year collection from
a single unused /8 network block, and week-long collections
from three recently allocated /8 network blocks. Through
the longitudinal study of the long-lived block, comparisons
between blocks, and extensive case studies of traffic in these
blocks, we characterize the current state of background radi-
ation specifically highlighting those features that remain in-
variant from previous measurements and those which exhibit
significant differences. Of particular interest in this work is
the exploration of address space pollution, in which signifi-
cant non uniform behavior is observed. However, unlike pre-
vious observations of differences between unused blocks we
show that increasingly these differences are the result of en-
vironmental factors (e.g., misconfiguration, location), rather
than algorithmic factors. Where feasible, we offer sugges-
tions for clean up of these polluted blocks and identify those
blocks whose allocations should be withheld.

1. INTRODUCTION
The monitoring of allocated, globally reachable, but

unused Internet address blocks has been widely used by

the security, operations, and research communities to
study a wide range of interesting Internet phenomenon.
As there are no active hosts in these unused blocks,
packets destined to these IP addresses must be the re-
sult of worm propagation[1, 2, 3], DDoS attacks[4], mis-
configuration, or other unsolicited activity. Systems
that monitor unused address spaces have a variety of
names, including darknets [5], network telescopes [6],
blackhole monitors [7], network sinks[8], and network
motion sensors [9].

While this monitoring technique had seen heavy use
in the measurement of specific phenomena, it wasn’t
until 2004 when Pang et. al [10] published their semi-
nal paper “Characteristics of Internet Background Ra-
diation” that a detailed characterization of this inces-
sant non-productive traffic was available. Through pas-
sive measurement and active elicitation of connection
payloads over several large unused blocks, the authors
characterized the behavior of sources and the activi-
ties prevalent in Internet background radiation. Most
notable in their analysis was the ubiquity of Internet
background radiation, its scale, its rich variegation in
targeted services, and the extreme dynamism in many
aspects of the observed traffic.

The six years since this landmark paper have seen
significant changes both in the size, shape, and traf-
fic carried by the Internet as well as the methods and
motivations of malicious traffic that makes up Internet
background radiation. While both scanning as a re-
connaissance activity and as a propagation method are
both alive and well, the emergence and growth of bot-
nets [11, 12] have changed the threat landscape signif-
icantly for most operators. This view of compromised
hosts as a resource worth protecting highlights a tension
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in botnet design between the degree of detection as ev-
idenced by how noisy malicious behaviors are, and the
desire to maintain the useful resource and avoid detec-
tion. As with any design tradeoff, there are malicious
botnets that continue to be noisy in how they use and
acquire hosts (e.g., confiker), nevertheless, the last six
years has seen a marked change in how malicious code
behaves [13].

Additionally, today’s Internet continues to witness
tremendous year over year growth, fueled in large part
by demand for video [14]. The role of new content de-
livery mechanisms have changed how traffic flows and
user demands continue to change the applications of in-
terest. These changes impact the behaviors observed in
background radiation as new services become more de-
sirable to discover and new network services offer new
ways to misconfigure themselves.

Our study is primarily motivated by the dramatic
shifts in attack behaviors and the Internet as as whole
since the original 2004 Internet background radiation
study [10], Additionally, as IPv4 address exhaustion
nears [15] and dirty network blocks can no longer be
returned for newer allocations, there is an increasing
need to both identify and quantify address pollution to
determine the quality of a network address block and to
determine the utility of any cleanup effort. The purpose
of this paper is to revisit Internet background radiation
in order to determine any evolution in the nature of this
traffic and to explore any new features that might have
emerged. To provide as broad and detailed a charac-
terization as possible we draw on two unique sources
of data for our analysis. First we examine five week-
long datasets taken from the same routed /8 unused
address block, representing the first week in February
over the last five years. Second we examine three week-
long datasets built by announcing and capturing traf-
fic to three separate /8 networks recently allocated to
APNIC and ARIN from IANA. These three datasets
are compared with each other, as well as with three
matching week-long collections from the /8 used in the
longitudinal study.

To summarize, the value of our work is threefold:

• Revisiting Internet Background Radiation
In this paper we present the first thorough study
of Internet background radiation since 2004. We
study and characterize this traffic in an attempt
to answer two specific questions:

– Temporal Analysis of Internet Background Ra-
diation The first question is an attempt to un-
derstand how this traffic has evolved over a 5
year time-period.

– Spatial Analysis of Internet Background Radi-
ation The second question attempts to answer
the question of how this traffic might vary

based on the specific darknet address block
under observation.

• A study of Internet Address Pollution Our
spatial analysis of background radiation shows sig-
nificant differences between large blocks of unused
address space. We argue these differences are dis-
tinct from previously reported diversity measure-
ments as they are the result of significant volumes
of non-uniform environmental factors—a class of
behaviors we collectively label as address space pol-
lution.

• Availability of these Traces to the Commu-
nity. We will make all 11 datasets, nearly 10 TB
of compressed PCAP data available to the commu-
nity in an effort to further expand our knowledge
of this interesting phenomena and encourage ad-
ditional exploration.

The rest of this paper is organized as follows; in Sec-
tion 2 we describe some directly related work; Section 3
provides an overview of our data collection methodol-
ogy and describes our datasets; Section 4 we revisit In-
ternet background radiation, providing both temporal
and spatial studies of this traffic; Section 5 outlines our
study of address pollution; Section 6 summarizes our
results and offers some conclusions and future work.

2. RELATED WORK
Directly related work in this area can generally be

categorized into two related areas. The first area is
concerned with the design, operation and scalability
of monitoring Internet background radiation, while the
second focuses on the analysis of the data collected via
these systems.

There have been several attempts at building Inter-
net background radiation monitoring systems, here we
describe the three most popular systems. In [6] the au-
thors discuss perhaps the most popular and visible mon-
itor at CAIDA. They describe how the size of the mon-
itored address space can influence its ability to detect
events. They also present several alternative models
for building distributed network monitors. Data from
this monitor has been made available to the broad net-
work research community which has served to increase
its visibility. The iSink monitor at the University of
Wisconsin has first published in [8] where the authors
describe their experience in building this system as well
as using it for both active as well as passive monitoring
for detection of possible network abuse activity. One of
the chief characteristics of the system was its ability to
filter the traffic as well as incorporate application level
responders. The Internet Motion Sensor (IMS) system
at the University of Michigan has been described in [9].
The IMS system was perhaps the most distributed and
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extensive system of the three we have described here. A
main finding of this work was the value in a distributed
monitoring system, as different blocks in different net-
works reported significantly different behaviors. The
spatial analysis in our study re-confirms these differ-
ences, both in space and time, but highlights a growing
trend toward pollution as the cause of these differences.

A wide variety of work based on improving these tech-
niques and systems has followed. A non-exhaustive list
of examples includes: practical techniques for deploy-
ing these sensors [5],how to build scalable filters in dis-
tributed darknets [16], where to place distributed sen-
sors [7], how to configure services in these sensors [17],
the security and anonymity of these sensor blocks [18],
and the effectiveness of distributed sensors in various
domains such as worm detection [19]. One relevant
work is that of Cooke et. al [20] we examined observed
non uniformity across monitors and showed that this
non uniformity was the result of algorithmic factors in
worm propagation and environmental factors such as
misconfiguration. While our study shows that both of
these factors continue to play a role, the increase in im-
portance of environmental factors is a striking addition
of our study.

The systems described above have led to multiple
studies regarding the nature and characteristics of traf-
fic observed in these darknets. Darknet traffic has been
used for specific analysis of malicious activity such as:
propagation [21, 1, 2, 3], DDoS attacks [4], misconfig-
uration, or other unsolicited activity [22]. The most
relevant work to this paper, of course, is [10] in which
the authors present an extremely detailed analysis of
Internet background radiation as observed in 2004 at
four unused IPv4 network blocks. They performed both
active and passive characterization of the background
traffic and concluded that there is significant diversity
in this traffic both in terms of the address blocks mon-
itored as well as over time. There are three main dis-
tinctions between this work and the collection method-
ology in this paper in addition to the freshness of the
data being examined. First, due to the availability of
a large computation and storage infrastructure, we do
not need filter or sample the traffic being analyzed in
any way (both were done in the previous work). In
spite of the large increases in volume over time, we find
fairly robust processing scripts able to process weeks of
data on the order of hours. Second, due to the transient
nature and sensitive nature of the blocks being studied
(see Section 3) we do not utilize any active responders
to solicit traffic to the block. As a result, we are un-
able to differentiate traffic based on payload, except in
the cases of UDP. Finally, we make use of substantially
larger amounts of space and over longer scales than the
previous study.

Data Set Start Date End Date Size (gz’d)
A-1: 1/8 2/23/2010 3/1/2010 4134 GB

A-2: 35/8 2/23/2010 3/1/2010 739 GB
B-1: 50/8 3/12/2010 3/19/2010 1067 GB
B-2: 35/8 3/12/2010 3/19/2010 770 GB

C-1: 107/8 3/25/2010 3/31/2010 1230 GB
C-2: 35/8 3/25/2010 3/31/2010 770 GB

Table 1: Datasets used in Darknet Traffic Spatial
Analysis

Data Set Start Date End Date Size (gz’d)
D-1: 35/8 2/13/2006 2/19/2006 113 GB
D-2: 35/8 2/5/2007 2/11/2007 95 GB
D-3: 35/8 2/4/2008 2/10/2008 119 GB
D-4: 35/8 2/2/2009 2/8/2009 386 GB
D-5: 35/8 2/8/2010 2/14/2010 630 GB

Table 2: Datasets used in Darknet Traffic Evo-
lution Analysis

3. METHODOLOGY
In this section we describe the datasets used in our

experiments as well as our long term collection method-
ology for the study of Internet address space pollution.

3.1 Data Collection
For our analysis we used two datasets. The first set

of six distinct sub-datasets we used for studying the
spatial properties of darknet traffic, and the second set
of five distinct sub-datasets was used for studying the
temporal properties of darknet traffic.

The six spatial sub-datasets were constructed by ob-
taining permission from ARIN and APNIC to announce
previously unallocated /8 network blocks to the Inter-
net via BGP. This resulted in all darknet data destined
for these networks to be routed to our data collection in-
frastructure at Merit. Each of the 1.0.0.0/8, 50.0.0.0/8
and 107.0.0.0/8 networks were announced over a period
of one week. The resulting three datasets were then
paired with data from our ongoing data collection on
the unused portion of the 35.0.0.0/8 network block for
the same time period. The 35.0.0.0/8 network block
is unused except for a /13 block of addresses that is
routed internally at Merit for its customers (96.8% un-
used). For each dataset we performed a full packet cap-
ture using a customized packet capture utility based on
libpcap. Table 1 lists these datasets.

The second set of five datasets were used for the tem-
poral analysis section of this paper and were extracted
from our ongoing continuous data collection of data
directed towards the unused portions of 35/8 network
block. We extracted one week-long datasets for the first
week of February for each year since 2006. Table 2 lists
these datasets. A total of 11 datasets were created rep-
resenting roughly 10TB of compressed packet captures.
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Figure 1: Cooperative Internet background ra-
diation data collection

3.2 Internet Pollution and Data Archiving
This data collection is a part of an ongoing research

activity in which we are working with IP address reg-
istries such as ARIN and APNIC in order to collect and
archive samples from newly allocated network blocks for
the broad Internet research community. These datasets
will then be published via the Protected Repository
for the Defense of Infrastructure against Cyber Threats
(PREDICT) [23] dataset archive. Any research activ-
ity which interacts with critical Internet infrastructure
must carefully balance the need for informing relevant
parties as well as ensuring that such a process does not
result in a dirty dataset. For each new allocation we
obtain a clear Letter of Authorization (LOA) from the
RIR whose network block we wish to monitor. This
LOA outlines the research activity and the duration
for which we are authorized to announce this network
block. This is then presented to our primary upstream
provider AT&T which then removes any filters that
would prevent our BGP announcement from propagat-
ing to the Internet. We also take care to publish in-
formation regarding our proposed announcement in the
RADB [24] in the case the network operator commu-
nity has some concerns regarding our BGP announce-
ments. We do not actively announce our experiments
on the network operator mailing lists as it might result
in tampering with our data collection though we are
prompt to answer any specific queries that might arise
as a result of our experiment. Figure 1 summarizes this
process.

Protocol D1 D2 D3 D4 D5
TCP(pkts) 76.5 85.7 45.8 87.8 87.2
UDP(pkts) 19.1 6.8 49.9 11.4 12.3

ICMP(pkts) 4.2 5.0 3.8 0.6 0.4
TCP(bytes) 22.5 75.6 16.3 82.5 82.2
UDP(bytes) 75.3 13.4 81.6 16.6 17.2

ICMP(bytes) 2.1 8.3 1.8 0.7 0.4

Table 3: Traffic Distribution by protocol over
time in terms of total packets as well as bytes.

4. REVISITING INTERNET BACKGROUND
RADIATION

4.1 Temporal Analysis of Internet Background
Radiation

Figure 2 shows the overall traffic rate observed at the
35/8 darknet during the first week of Feb for each year
starting from 2006. There is an almost 4 fold increase
in the observed traffic volume to the address space over
this 5 year observation window. While the observed
traffic rate in 2006 is less than 5Mbps it does have
a significant number of extremely large spikes which
can reach as high as 60Mbps. These spikes are largely
the result of traffic on UDP port 1026 which represents
Windows popup spam messages. Due to the large vol-
umes of this well understood traffic, our collection in-
frastructure was modified in 2007 to not include this
traffic in our datasets. 2007 demonstrates only a mod-
est increase over 2006, but this traffic rate increases
steadily to almost 20 Mbps by Feb 2010. This translates
into roughly 100% growth over the last four years. It
is interesting to note that this rate of growth is nearly
twice that of productive Internet traffic which is cur-
rently exhibiting 50% year over year growth rates [14].

Table 3 shows the relative composition of the dark-
net traffic over time in terms of packets and bytes. The
percentage of UDP traffic increases dramatically in 2008
in terms of both packets and bytes. It is particularly
interesting to note that there appears to be a signifi-
cant outbreak of SQL slammer worm in 2008 scanning,
initially evidenced by the spike in the volume of traffic
observed on UDP port 1434. Recall that the SQL Slam-
mer worm spread over the course of 10 minutes in 2003,
infecting thousands of hosts. We were able to manually
verify that this spike was indeed slammer exploits and
not some other exploit by verifying the payload and
comparing it with the well known SQL slammer pay-
load. Whether the re-emergence of the worm or other
scanning efforts, its occurrence at scale five years after
the initial outbreak is puzzling. It should be noted that
when compared to the results reported in [10] the per-
centages of TCP traffic in terms of packets appears very
similar.

Table 4 shows the most popular TCP ports in terms
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Figure 2: Temporal analysis of Internet Background Radiation. Overall measured traffic is shown
from 2006-2010 using datasets D-1, D-2, D-3, D-4, D-5.

TCP Port D1 D2 D3 D4 D5
445 23.1 8.8 7.2 70.8 83.1
139 12.9 4.2 3.5 0.9 0.6

4662 - 17.1 8.3 - -
80 2.6 - - 0.6 0.2

135 6.9 3.4 12.9 1.3 -

Table 4: Most popular TCP ports over time in
terms of percentage of total packets that were
sent to a particular port.

of the total percentage of TCP traffic. When compared
to the results reported in [10] in 2004 by the time of
dataset D1 in 2006 we notice only a minor up-tick in
port 445 activity and a general decrease in the fraction
of the reported popular ports (i.e., 80, 135, 139) in the
study. We do, however, witness the same dynamism
as report in that study, with ports such as 4662 shown
in Table 4 appearing and disappearing in popularity.
While most of these shifts are short lived and seem-
ingly without explanation, several major events stand
out. It is particularly interesting to note the dramatic
increase in traffic on port 445 in 2009-2010. This is
consistent with the emergence of the Conficker botnet
in October 2008. Another interesting artifact visible in
the data is the emergence of ssh scanning as a signifi-
cant percentage of background radiation traffic starting
in 2007. Scans on TCP port 23 also begin to emerge
starting 2007 which indicates a significant up-tick in at-
tempts to locate backdoors installed by various worms.

Table 5 shows the most commonly used flags in TCP
packets over time as a percentage of total number of
packets. A very clear trend is visible from this data
which is the steady increase in packets which have only

TCP Flags D1 D2 D3 D4 D5
syn 62.7 66.7 74.2 87.5 93.9

syn+ack 26.1 28.9 21.2 8.6 5.2
rst+ack 8.5 3.3 3.0 2.9 0.3

rst 2.3 0.8 1.4 0.4 0.3
ack 0.1 - - 0.3 0.1

Table 5: Most popular TCP flags over time in
terms of percentage of total packets.

the SYN flag set. From 2006 to 2010 the total per-
centage of packets with SYN flag increases from 63% to
almost 94% at the same time the percentage of packets
with SYN-ACK flags set decreases dramatically from
26.1% in 2006 to 5.2% in 2010. It is unclear if this in-
dicates an increase in scanning activity and a decline in
DDoS activity.

The emergence of Conficker also accounts for perhaps
the most significant shift in the nature of Internet back-
ground radiation. Figure 3 shows the cdf of all destina-
tions for which traffic was received in the 35/8 darknet.
The 2006 cdf is virtually a straight line indicating no
significant hot-spot activity in this traffic. However,
starting in 2008 a knee starts to form in the cdf which
indicates the emergence of host-spot activity. Finally in
2009 and 2010 we are able to observe a very pronounced
kink in the cdf.

This is congruent with a bug in Conficker’s pseudo-
random propagation algorithm [25]. This bug causes it
to fix bits 8 and 24 (most-significant bits of octets 2 and
4 respectively) as 0, resulting in Conficker propagation
scans being limited to only 1/4 of the Internet address
space. In all observed /8s after 2008, we observe roughly
3 times less traffic for destination IPs with a second or
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Figure 3: Changes in source and destination behavior from 2006-2010 using datasets D-1, D-2, D-3,
D-4, D-5.

TCP
Port A1 - A2 B1 - B2 C1 - C2

21 40.3 — —
25 1.7 — —
80 8.7 — —

443 1.6 — —
445 -75.0 -2.0 -7.5
143 32.5 — —

1024 — — -1.1
5022 1.6 — —
6112 2.2 — —

Table 6: The most significant changes in the con-
tribution of a TCP destination port when com-
pared between blocks. Only those ports whose
contribution to total traffic at a block that were
different by more than %1 are shown.

fourth octet of 128 or greater.

4.2 Spatial Analysis of Internet Background
Radiation

Figures 4, 6, 8, 9, and 7 represent our analysis of
datasets A-[1,2], B-[1,2], and C-[1,2]. The stacked graphs
represent data collected from the 35/8 darknet (A2, B2,
and C2) on the top row while the bottom row of graphs
represents data collected from 1/8(A1), 50/8(B1), and
107/8(C1).

The overall traffic volume in bytes and packets is
shown in Figure 4. One of the most dramatic features
is the enormous volume of traffic in 1/8. The 1/8 net-
work sees Internet Background Radiation rates as high
as 150Mbps. Both 50/8 and 107/8 traffic rates show
a significant diurnal pattern with almost similar data
rates. The overall darknet traffic volume ranges from
20-40Mbps or 40-60Kps. One puzzling feature visible in
these figures is the clipped nature of the 35/8 graphs.
We believe this is caused by a rate limit on a device

that is present in the path of our data collector. While
we have been able to verify that such a limit is not
present in our own collection network, we have so far
not been able to verify that there is no such setting at
our upstream provider. The traffic volume by protocol
is shown in Figure 5. The traffic volume in Figures 5
and 4 shows a sharp dip on day 7 of the A-1 dataset.
This was caused by a temporary duplicate BGP an-
nouncement by APNIC.

The first column of Figures 6 and 7 show the cumu-
lative distribution function of the cumulative contribu-
tions of traffic with destination and source in each /24
network. The 1/8 graphs show extremely high hotspot
activity in both these figures as evidenced by the ex-
tremely sharp knee in these graphs. The second and
third columns correspond with datasets B-1 and C-1
respectively. Both of these display moderate hotspot
activity in the destination cdf but the source cdf graphs
are virtually identical across A-2, B-1, B2, C-1, C-2.
We describe some of this hotspot activity in detail in
the next section.

Datasets A-2, B-1, B-2, C-1, and C-2 all display re-
markable similarity in the TCP destination port distri-
butions. Table 6 summarizes the differences between
these datasets. It shows ports whose contribution was
different by more than 1% when compared to the A2,
B2, and C2. The most interesting features that we
discovered during our analysis of the UDP destination
ports was some unusual activity on port 514 in dataset
B-1 which is the port associated with syslog as well as
activity on port 15206 which represents SIP traffic in
dataset A-1. Figure 8 shows the traffic volume con-
tributed by these features and we discuss some of them
in the following section.

The source Operating System estimate obtained by
observing the TTL values in the TCP packets shows
that the relative volume of traffic generated from the
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Figure 4: Spatial analysis of Internet Background Radiation. Overall measured traffic (bytes and
packets) is shown for datasets A-1, A-2, B-1, B-2, C-1, C-2
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Figure 5: Spatial analysis of Internet Background Radiation. Overall measured traffic by protocols
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Figure 6: Spatial analysis of Internet Background Radiation. The cumulative distribution function
representing the cumulative contribution of individual /24 destination network blocks for both total
packets and bytes are show using datasets A-[1,2], B-[1,2], C-[1,2].
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Figure 7: Spatial analysis of Internet Background Radiation. The cumulative distribution function
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Figure 8: Spatial analysis of Internet Background Radiation. The top 20 UDP destination ports are
shown using datasets A-[1,2], B-[1,2], C-[1,2].
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Figure 9: Spatial analysis of Internet Background Radiation. The distribution of TTL values for
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various sources appears to be the same for 35/8, 50/8,
and 107/8 (datasets A-2, B-1, B-2, C-1, C-2). Win-
dows hosts tend to dominate the total traffic volume
by various sources in all except the 1/8 darknet block,
where Linux sources are responsible for a majority of
the traffic. Analysis of the UDP TTL values displays
similar distribution for all darknets except once again
the 1/8 where we see Windows, Linux, Solaris and per-
haps some embedded devices as possible contributors
to the pollution. We were for example able to identify
some pollution at this network block due to a specific
model of a DSL modem. Figure 9 shows this source OS
distribution.

5. POLLUTION
In the previous section we discovered that many of

the large scale differences observed between announced
blocks and our reference unused block where clustered
in a small portion destination or source address space.
We call this significant non uniform behavior address
space pollution. Unlike previous observations of differ-
ences between unused blocks [20] we show that increas-
ingly these differences are the result of environmental
factors (e.g., misconfiguration, location), rather than
algorithmic factors.

For example, in analyzing the significant difference
between the A-1 and A-2 we find that top 10 /24 con-
tributors represent 75% of the total packets. These
blocks observe significant non uniform traffic that is pri-
marly the result of misconfigurations. Example classes
of these misconfigurations include: network protocol
vulnerabilities, misconfigured network servers, services,
and devices, misconfigured attack tools, misconfigured
peer-to-peer network software, and various other soft-
ware programming bugs. In the following sections we
explore these interesting sources of pollution in more
depth.

5.1 UDP SIP Traffic to 1.1.1.1
In analyzing the destination IP addresses of traffic

to 1.0.0.0/8, we discovered a relatively high amount of
hot-spots, compared to other /8s we analyzed during
roughly the same time. We found that packets with a
destination address in the 1.1.1.0/24 subnet made up
44.0% of packets and 58.7% of bytes in the 1.0.0.0/8
traffic over the entire week analyzed. Further analysis
of this traffic showed that the vast majority of this traf-
fic was UDP packets to 1.1.1.1, port 15206. This highly
specific subset of traffic made up 34.2% of packets and
49.3% of bytes to the entire 1.0.0.0/8 subnet. We found
that 71.0% of packets (75.8% of bytes) of traffic to UDP
1.1.1.1:15206 started with a payload of 0x8000. An ad-
ditional 17.5% of packets (18.6% of bytes) started with
0x8008, and 7.4% of packets (2.8% of bytes) started
with 0x8004. Previous analysis by RIPE suggested that

2-byte prefix packets(M) bytes(M) % pkts %bytes
0x8000 17093 3658152 71.0 75.8
0x8008 4213 901639 17.5 18.6
0x8004 1791 138671 7.4 2.8
0x8012 605 51917 2.5 1.0
0x8080 334 71540 1.3 1.4
0x8088 5 1283 0.0 0.0
0x8003 2 232 0.0 0.0
0xa012 0.5 28 0.0 0.0
0x8092 0.4 38 0.0 0.0
0x800a 0.4 147 0.0 0.0

Table 7: Top 10 RTP Payloads

this traffic was a trojan, however a couple of SIP blogs
[26] [27] revealed that this traffic was likely RTP streams
resulting from malicious SIP INVITE packets sent to
vulnerable servers. These INVITE packets request that
the server dial a telephone number, and send the result-
ing audio stream back to an IP address and port spec-
ified in the INVITE packet. In this case, the packets
were created to have the stream sent to 1.1.1.1:15206.
Since these RTP streams are done over connectionless
UDP, no response from 1.1.1.1 was necessary for us to
receieve these RTP streams in our capture.

We were able to isolate a handful of these streams,
and using Wireshark, extract the unencrypted audio
encoded in these streams. The audio file consists of a
series of reorder tones (fast busy), followed by an auto-
mated voice stating: ”The number you have dialed is
not in service. Please check the number and try again.”
Each RTP stream contributes about 40-50 packets per
second ( 80kbit/s), with an average of more than 5000
streams sending to 1.1.1.1:15206 simultaneously at any
time.

Analysis of the TTL values for this traffic reveals 4
separate default TTL values that appear to be the orig-
inal TTL for the packet. Due to the nature of TTL val-
ues decreasing at every hop on its way from the source
to our darknet, we expect the received TTL value to be
approximately 10-20 less than the starting value. From
this, we infer 4 distinct starting values, of 32, 64, 128
and 255. As different operating systems choose differ-
ent default TTL values, we can conclude that this traffic
is likely coming from a cross-platform software applica-
tion.

5.2 DNS Traffic to 1.4.0.0
The second highest hot-spot in 1.0.0.0/8 is 1.4.0.0/24,

receiving 16.6% of packets and 9.4% of bytes over the
week-long capture. We observed that almost all of this
traffic was UDP packets to 1.4.0.0, on a handful of des-
tination ports.

Inspection of these packets reveals them to be validly
constructed DNS queries. Over the week-long capture,
6,536,254 unique source IPs contributed to this traf-
fic, mostly from a handful of ASNs. Using nmap, we
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dport packets(M) bytes(M) %pkts %bytes
33368 6511 515323 55.7 55.8

514 2114 165388 18.0 17.9
33527 1582 124775 13.5 13.5
3072 803 63827 6.8 6.9

33493 588 46752 5.0 5.0
721 50 3974 0.4 0.4

17055 18 1418 0.1 0.1
33437 7 517 0.0 0.0

570 4 303 0.0 0.0
58689 3 232 0.0 0.0

Table 8: Top 10 destination ports for UDP traf-
fic to 1.4.0.0

Domains
hotelnikkohimeji.co.jp

x.myspacecdn.com
wirelessdigest.typepad.com

th411.photobucket.com
www.google.com

Table 9: Example A record lookups to 1.4.0.0

were able to determine that most of these hosts were
in fact ASUS DSL modems. We suspect that these
modems have either a hardware or software miscon-
figuration that causes them to use 1.4.0.0 on certain
non-standard ports as a DNS server. We are unsure
why these modems would send DNS queries on such
non-standard, yet concentrated few ports. Analysis of
the domains that are being looked up to 1.4.0.0 shows
a mix of domains that users are not likely to look up
directly - for example, content distribution network do-
mains from popular sites like myspace or youtube. This
sugests that 1.4.0.0 is not the sole DNS server for the
misconfigured box, as these CDN domains are looked
up upon retrevial of the main site - which requires a
succesful DNS resolution in the first place.

5.3 cfr3703 (UDP packets to 1.x.168.192)
Though not singly a high contributor of packets, there

are three seemingly out-of-place /24s in the top 10 des-
tination subnets for traffic captured to 1.0.0.0/8. These
are 1.1.168.0/24, 1.0.168.0/24 and 1.2.168.0/24. Fur-
ther analysis of packets with 168 in the third octet re-
veals almost all of these packets to be to 1.x.168.192.
Interestingly, this is the popular RFC1918-space gate-
way address 192.168.x.1 in host-byte order for little-
endian machines. Furthermore, these packets are UDP
to destination port 80, and contain the same data. The
UDP length field specifies 1 byte of payload data (9
bytes - 8 byte UDP header), and the data that fol-
lows the UDP packet is always 0x31. While we do not
know of a specific device or program that would pro-
duce such packets, it is possible a program is sending
raw packets, and not doing a proper htonl() on its desti-
nation IP. Another explanation is an embedded device

<31>Mar 11 23:59:57 Muck-TS.CheckUserDir -
check snapshot in
\\muck-ts\david\archive\user\
10088000\todo
<31>Mar 11 23:59:59 srv-tobit Creating
Watchdog (C:\Programme\COSYNUS\
BlackBerry4Dv\TXEngine4BB.
watchdog.txt)
<31>Mar 12 00:02:01 vm-eco_cosynus
archive \\eco-online-serv\david\
archive\system\cosynus\bb4dv\bcc\
archive.dat is empty

Table 10: Three example syslog messages
received on 50.153.199.194 UDP/514. The
PRI part (<31>) corresponds to secu-
rity/authorization messages with a debug
(lowest) level severity.

(or other platform) using a big-endian architecture is
running an incorrectly ported network application from
a little-endian system, and could still be performing the
byte-ordering switch. We also see the same UDP pack-
ets (destination port 80, same payload data) sent to
1.1.0.10, and 1.0.0.10, which are 10.0.1.1 and 10.0.0.1
(other popular RFC1918 gateway addresses) in little
endian.

5.4 Syslog to 50.153.199.194
In dataset B-1 (50/8), an interesting hotspot on UDP

destination port 514 caught our attention. Subsequent
analysis revealed that the hotspot destination /24 is
50.153.199.0/24, receiving 3.8% of packets, and 6.7%
of bytes for the entire 1 week capture. Almost all of
these were to a single IP, 50.153.199.194, UDP port 514.
Closer examination revealed that these packets are all
syslog messages originating mainly from IPs in the .de
(Germany) TLD. Many of these messages contain com-
binations of the strings ”david”, ”tobit” and ”cosynus”.

We contacted Cosynus, a German software publishing
company, that owns the Cosynus Blackberry connector,
to verify the source of this traffic. This software allows
Tobit software’s David to run on the blackberry. Tobit’s
David software is a multimedia application available for
Windows that consists of E-mail, speech, fax, RSS and
instant messaging.

Cosynus confirmed that some of their customers en-
tered ”062” as the first octet of an IP address during
configuration. This is interpreted as octal, resulting
in the traffic being sent to 50.153.199.194 instead of
62.153.199.194. Cosynus offered to firewall the victim
IP address in future client updates, which should allow
this /24 netblock to become useable. Table 10 shown
an example of the messages received.

5.5 eMule to 35.206.63.212
In each week-long capture of 35/8 (datasets A-2, B-
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2, C-2), 1.0% of packets and 0.9% of bytes were for a
specific destination IP 35.206.63.212. Of this, roughly
83% was UDP packets, mostly with 18 bytes of data.
The first two bytes of these packets are the same (e3
9a), followed by 16 bytes of varied data. These packets,
when interpreted with the eDonkey protocol, a peer-to-
peer file sharing protocol, indicate that these are ”Get
Sources” packets, used to fetch a seed-list for a given
file hash.

We found that 35.206.63.212 was listed as a fake server
on the official eMule forum [28], confirming that this
traffic is in fact peer-to-peer traffic using the eDonkey
protocol.

5.6 µTorrent traffic
Recently, newer versions of the popular bittrorrent

client µTorrent, have implemented a new protocol called
Micro Transport Protocol (µTP), to provide better con-
gestion control for bittorrent connections. µTP runs on
top of UDP, allowing the µTorrent application to per-
form congestion control on its bittorrent streams inde-
pendent of TCP congestion control.

In each of our datasets we were able to observe ap-
proximately 4 MBit/s of µTP traffic. This traffic con-
sists primarily of 33 byte packets, to various UDP ports.
The destination IPs seem to be varied as well though
the source IP for a given destination IP appears to send
packets only to that destination IP. In other words, each
source IP sends several packets to only a single destina-
tion IP.

Each 33 byte UDP packet starts with 12 bytes of
changing data, followed by 21 bytes of data that is the
same in all packets: 7f ff ff ff ab 02 04 00 01 00 00 00 08
00 00 00 00 00 00 00 00. We were able to confirm that
this 21 byte sequence occurs in packets generated during
a torrent download with a recent version of µTorrent.

5.7 Responding to Pollution
In responding to these unique forms of pollution we

adopt the philosophy of the original authors of [10] to
build classifiers for the removal of the unwanted traf-
fic. Our purpose though is different. Unlike [10] we
are not attempting to reduce traffic in order to build
a scalable active responder, our goal instead is to de-
termine the usability of a network block and the utility
of any cleanup effort. Given the concentrated nature
of much of this pollution, these classifier need not be
complicated and may often simply filter based on net-
blocks. In fact, APNIC has already proposed the fol-
lowing filters for one of their recently allocated blocks
based on this philosophy: ”The following /24s should be
withheld from general allocation by APNIC: 1.0.0.0/24,
1.1.1.0/24, 1.2.3.0/24, 1.4.0.0/24, 1.10.10.0/24. If fur-
ther investigation reveals that the traffic to any of these
/24s abates to a normal background level in the future,

then these addresses would be returned to the APNIC
unallocated address pool at that time.” We also know
that a cleanup of some of the pollution to 50/8 is possi-
ble as we have contacted the software vendors respon-
sible for the misconfiguration. Other types of pollution
too can probably be minimized with a sustained cleanup
effort.

6. CONCLUSIONS AND FUTURE WORK
In this paper we have taken a fresh look at Internet

background radiation. While today’s Internet radiation
continues to be as ubiquitous, variegated, and dynamic,
as was uncovered in the initial study [10], we note sev-
eral important changes since the last study including:
rapid growth outpacing the growth in productive net-
work traffic, reduced contribution from the exploit ports
reported in previous work, and trends toward increas-
ing SYN and decreasing SYN-ACK traffic. In exam-
ining traffic across address blocks we note that signif-
icant differences exist, but often these differences are
clustered in a handful of network blocks. We coin the
term Internet address pollution to refer to this signifi-
cant non-uniform behavior that is primarily the result
of environmental rather than algorithmic factors. We
examine several case studies in Internet address pollu-
tion and offer some specific suggestions for filtering the
most egregious of these blocks.

We would like to develop a more systematic pro-
cess which passes all newly allocated network blocks
through an evaluation phase, where potential usability
of the block is assessed. Any recipient of a tainted net-
work block will be unfairly penalized in terms of band-
width costs and actual usability of their address space.
Therefore, it is important that any such network blocks
that are found be placed on a well-known temporary
watch list, publicized to the network operator commu-
nity. Furthermore, address block tainting is not simply
a result of Internet background radiation, but can also
occur when address space is re-allocated from one user
to another. Prior ownership of an address block might
have resulted in that network block being placed on
various spam or botnet blacklists, thereby affecting its
usability. We would like to work with the RIRs and
the Internet operator community to understand how a
simple process can be put in place which attempts to
mitigate the affect of address block pollution, either via
the dissemination of widespread filters or via a sustained
cleanup effort.

We view this work as yet another step in understand-
ing the interesting phenomena of Internet background
radiation. As such we hope to encourage follow on work
in this area by making the datasets used here avail-
able via the Protected Repository for the Defense of
Infrastructure Against Cyber Threats (PREDICT) [23]
dataset archive.
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