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Ravel-XL: A Hardware Accelerator for Assigned-Delay Compiled-Code Logic Gate Simulation

Abstract

Ravel-XLis a single-boat hadware accelerator for gate-level digital logic simulation. It uses
a standad levelizedcode appoach to statically schedule gate evaluations. Howewdike pe-
vious appoaches based on levelizedde scheduling, it is not limited to meror unit-delay gate
models and can pwride timing accuracy comparable to that obtainedrfrevent-driven methods.
We review the syncbnous waveform algebra that forms the basis of the RaveaiXulation
algorithm, pesent an arhitectue for its hadware realization, and describe an implementation of
this architectue as a single VLSI chip. The chip has about 900,000 transistors on a die that is
approximately 1.4cf) requires a 256-pin package anddssignedd run at 33MHzA Ravel-XL
board consisting of the pcessor chip and local ingtction and data memyprcan simulate up to
one billion gates at a rate of apptimately6.6 nillion gate evaluations per secondo better
appreciate thdradeoffs mde in designing Ravel-XL, we comp#s capabilities to those of other
commecial and reseach softwae simulators andhardware accelerators.
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1 Introduction

Despite pomising adances wer the last éw yeas in corect-by-constuction laic
synthess [5] and brmal (functional) ‘erification [8], logic simulation has ¢t to be dislodegd
from its ole as an indispensie method ér design erificaion of lage digtal systems. Lgic
simulation is utilized ty digital integrated-circuit designes & mary stages of the design pcess,
from ealy architectual studies to fial foundly sign-of simulations using bacannotded delgs
and comple switch-level or mixed-signal simlation algorithms.While some siralators, notably
those or Hamdware Desciption Languges (HDLs) sub asVerlog andVHDL, are flexible
enough to be used all stgges ofa design,theveirificaion requiements—in tems of dstraction
level and acclacy—change & ead stgge. In geneal, lowering the dstraction level increags he
models acuracy and educes imulation speedlt is, therefore, common to use diérent sinula-
tion point-tools aead stage of the design to aldess the specdirequirments of the designer

Digital circuit simulators can bdroadly classified into two main @tegories based on the lsed-
uling algorithm they employ for gate evaludion: statically-scheduled levelized-codeC) [3, 6,
27, 40] versusdynamically-scheduled event-drivfeD) [22, 28, 29, 39|. LC algorithms arange
the lagic gatesso tha they are evaluaed accading to apatial ordeling tha ensues cusality
During simulation, all gates ae evaluaed in @d clock cycle, regardless of vinether their inputs
have dhanged since the lasycle. ED algorithms d@tempt to educe the umber of gte evaluaions
by dynamically scheduling a run-timeg only those gtes whose inputs hae changed Often ony a
small fraction of the signals in a cinit chang stae eabt ¢ycle so the sangs is potentialt large.
Sud savings, however, must be dfset by the ost associ@d with the handling and Iseduling of
these stie-chang eventsTo maintain dicieng, ED methodsequire caeful design of their da
structures and eent stiedules; their perbrmance is besttdow levels of cicuit ectivity.

Orthogonal to the issue of theaig sheduling algrithm is the question of ether the simla-
tor is interpretedor compiled An interpreted sinulator stgs thiough the cicuit by traversing a
data stucture representing the cauit graph, geneally using time-consuming indict adlressing
modes,and altenaing between gaph traversal and gte evaludion using subwutine calls and
retums.As descibed ly Lewis [25], circuit compildion is essentiayl a pe-processing ste tha
symbolically executes the siolation to“uncover’ daa stuctures tha can be stically allocaed
This elimindes the codeequired for circuit-graph traversal, which becomes drd-coded into the
simulator kemel, and eplaces most indact memoy references with dect eferences to sta
addresses. Compiteon also tends to uol most loops andin-line” mary functioncalls, thereby
reducing contet switch overhead andhicreasng the amount of instiction-level paallelism avail-
able for use ly pamllel and supescalar pocesscs. Circuit compildion, thus,tends to icreasethe
efficiengy and speed of the sutation a the cost of geaer pre-processing time and lger code
size. Histoiically, most ED simlators were intepreted and most LC simlators were compiled
Recent eseach on threaded-code témiques 22, 28, 29], however, hasled to he derelopment of
compiless for ED algrithms as ell.

The simplest Igic simulators incoporate only two-valued lg@ic models and makno @&empt
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to simulate circuit timing (so-called ero-delay modeld [3, 40, 41]. This level of estraction was
traditionally the domain of LC simators, as the ero-delay model most losely maches the sin-
gle-pass leelized gate sheduling algrithm (the pesence of cauit dela/s introduces the possi-
bility of hazads on the ge output vhich cannot be siomlated in a single pass thugh the
circuit.) Zeo-delay simulation is extremely fast lut is useful ont in the edly phases of the design
process wen the ont goal is functional erficaion. The dominance of LC tléoiques in this
domain is hat to dispute

ED algorithms ae moe ndurally suited to the task of sumation with moe comple timing
models.Their &ility to follow simulation actvity through the cicuit allovs those gtes with haz-
ards to be simlated as often as necesgan obtain complete outputaweforms, and arbitarily
comple timing models my be used to calcuia the time awhich fanout gtes nust be shed-
uled Even so,LC simulation with circuit delgys is possile. Maurer [27] has deeloped an LC
algorithm which traces all posslb pahs though the cicuit to obtainfor eat ggate, the set ofll
times & which the gte could possiblychang, and sbedules the @e for evaludion & ead of
those timesThis allovs moe comple& timing modelssud as unitor assigned (mltiple) delay,
to be usedbut & the cost of may often unnecessgarevaludions per gte. Thus,sud goproades
have little chance of obtaining competig simulation speed?21].

Because couits with asynbronous €edbak cannot bélevelized”, ED algorithms handle cir
cuits with asynbronous éedbak much moe ndurally than LC methodsHowever, iterative LC
evaludion tediniques can be used to silate an asynwronous cicuit until it stdilizes [41].
Often, as in the case of theddbak pahs in the coss-coupled ges of an RS-kgh, only one or
two iterations ae necessgr

Because of theirkality to handle moe comple timing modelsas well as asynieronous &ed-
bad, ED algorithms ae dominant lee in the design picess Wen cicuit timing nmust be ernfied
However, this peceved dominance is arth questioningThe ED algrithm produces a complete
waveform a ead signal,shawving the time and alue of &ery transition tefore the signal sta-
lizes.Usually this ismore information than is needefibr design alidaion. Excet on sgnals tha
are used to ge ptimatry clocks, the pesence of hazds in well-designed syrwonous cicuits is
of little concen. Geneally, all a designer is conased with vhenverifying comrect iming beha-
ior is whether interdice signals and tieh/flip-flop inputs meet their setup and hold ccasts.
This implies thathere ae only two sgnal events vhich ae of inteest dumg eat dock cycle,
thefirst andlast, and aig time spentaluding thetransitions m-between is vasted The gplica-
tion of dela/-accuete sinulation to \erify setup and hold congtints in eal circuits also leaes no
place br arbitarly chosen timing modelsud as unit-delg tha have no eldion to real circuit
delays—the sinulator must suppdrgate delg values with enoughesolution to accuately repre-
sent the ange of lumped gte/intecconnect delgs provided ly circuit badk-annotaion tools.

We recenty descibed an LC siralation model and algrithm called Rael tha addresses these
obsevations [31, 32, 37]. The Rael model is anxdension of a timing model thavas deeloped
specifcally to anayze and optimie the setup and hold conaints in nulti-phase gnchronous
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circuits tha emplg level-sensitve laches B4, 35. Ravel is based on a synmnousmodelfor
logic signalswhich recods two events per gcle, the frst and lastUsing a“waveform” algebra
based on this 2vent/g/cle assumptionit calculdes the stale signal walues athe bginning and
end of eab ¢ycle as vell as the width of thehangng intewval in between.The event times ta
gate output a@ calculéed by a combindon of min andmax functions tha depend not ont on
input event times bt also on their Igic values.These times arexact (identical to Wwa an ED
algorithm computes) as long as all signals in thewtrundego at mosttwo events in eae dock
period. The calculéed event times mu still be exact &en when some signalspetience thee or
more events in a lock cycle. Geneally, though,the computedwent times a only boundson the
actual @ent times if the 2\ent/g/cle assumption is viotad

Historically, the highest peodiming logic simulation methodsely on custom hatware accel-
eratorsto boost pedrmance seeral orders of manitude bgond wha is adievable with soft-
ware sinulators [1, 2, 4, 9, 15, 17, 23, 33, 43]. More recenty, hadware emulatorsbased on &ld-
programmdle gate arays (FPGAS)[30] have become popular high-end attdives because of
their faster speeds and the@confgurability. In both casedjowever, this perbrmance pemium
comes ha step cost,and sub options a@ usual reseved to the eificaion of high-wlume
products suls as micoprocessas.

The Rael-XL system desdped in this pper is a single-bodrhadware realizdion of the
Ravel algorithm designed to maximézsinulation speed \ile remaining simple and irpensve.
The boad consists of a custom CPUWip, asyntironous los interbice hatlware to a host mrces-
sor, and etemal memoy. In contast to ED-based accedgors which require sophisticeed had-
ware suppar for event handling 1,2], the Rael algorithm leads to a eamakably simple
implementéon. Similar to moder geneal-pupose CPUsthe Rael-XL chip feaures a pipe-
lined ddapah tha is suppoted ky a two-level memoy hierarchy optimized for the memaoy
requirements of the dapath. In adlition, the achitectue uses a compaatpresention for dda
(one 32-bit vord per signal) and pvides custom hakvare instuctions to pedrm themin and
maxopertions necessyrito compute signal aweforms. In its curent implementton, Ravel-XL
can sinulate circuits with up to éur distinct tock phases sharg a common ycle time It has
instructions to simlate the basic set of ¢ic gates (AND/NAND, OR/NOR,XOR/XNOR, INV/
BUF) with a fan-in limit of 16 inputs. It also modelsvid-sensite laches as wll as edg-trig-
gered fip-flops,and can be eibked to perbrm setup and hold vidlen cheds. As discussed in
Section 7.1Ravel-XL is curently limited in its dility to model ti-state gates and gted-docks.

The Rael-XL boad is designed to opate as a dedi¢ad co-pocessor to aanerl-puipose
host computer using an intapt-diven asynbronous interfice In this confguration, the host
processor is@ected to maintain the user intré to the simlation processto dovnload the
“compiled” circuit and test @ctoss to Rael-XL and to ead bak the esulting output \@veforms.
Ravel-XL maintains the simlation daa and instctions in its wn local memoy spaceendling
it to run & a speed thas indgpendent of the host speed orttbfthe interbce tiannel.The achi-
tectue allavs for addressing up to 1 G-ord ead of ptysical dda and instuction memoy allow-
ing designs of up to hillion gates to be modeledor example a million gate circuit sud as a
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Fig. 1. Ravel-XL system board
moden microprocessor can be accommeethwith 16 4-Mb DRAM bips on the boak

The custom Reel-XL chip, designed in a 0.8-mion 3-metal CMOS prtessgconsists of bout

900,000 tansistos—induding a 2K word daa catie—and occupiesaughly 1.4cnf of die ara

in a 256-pin pakage. Running & 33MHz, it dissipdes d&out 11 watts and uns d&out 30 imes

faster than the softme implemention on a verkstaion with the samelock rate. A prototype
system boat, shavn in Figure 1, will consist of the Reel-XL chip, extemal code and da mem-
ories,an interfice to the Digal Equipment Cquoration (DEC)TURBOdannell bus ba&plane
[16] realized with the DECTcIAL (TURBOdannel InterficeASIC) chip [14], and a small am-

ber of glue-lgic chips, initialization ROMs, and lus-diver dips. It is designed to ofste as a
peiipheral device on a DEC wrkstaion.

The emainder of this gzer is oganized as 6éllows. Section 2reviews the Rael sinmulation
model and algrithm. Section 3summaizes the Reel-XL design gals.Section 4descibes the
architectue of the Rael-XL chip, incduding the instuction set,pipeline and memgrsystem
design and host intexte The implementdon of this achitectue is discussed i8ection 5Sec-
tion 6 anal/zes the pedrmance of Reel-XL and povides compasons to epresenttive software
simulators and hadware acceleators. Section 7discusses our futarplans ér the Rael-XL
project,andSection 8closes the pgaer with some conading remaks summakeing our contibu-
tion.

2 Ravel Model Overview

A mahemdical model of the timing bek&r of syndironous sequential @uits was into-
duced in B4, 35 and used as the basm eficient timing \erificaion and tock sthedule optimi-
zdion algorithms. This generl model vievs the cicuit as a ggph whose ‘ertices ae docked stée
devices—eferred to assynchonizersto emphasie their ple in insumg syndironous opea-
tion—which are either edg-triggered D fip-flops or l&el-sensitve D laches. Edgs in the ggph
model the combirteonal logic between synhronizers and ag lebeled with the minimm and
maximum pah dela/s though the Igic. The flow of data signals though the syraronizers is
regulated by a set of peodic signals,collectiely refered to as thelock tha shae a common
clock peiiod and thaprovide atimerefelencefor specifying the went times of the da signals.

4
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Fig. 2. Models for clock (a) and data (b) signals

Ead ddasignal is desdbped in tems of the times of its ela@st and l#est tansition @ents in one
complete peod of an @propriate dock signal. D#a signals a assumed to kie unspeciédsta-
ble logic values &the bginning and end of e&cdock peliod; they are assumed to behanging
and unknwn between their ediest and léest eent times.

The Rael LC logic simulator [31, 32, 37] extended the laove model ér use in Igic simulation
by requiing the sthle values of d&a signals aathe bginning and end of e&cdock cycle to be
completey specifed Ravel modes the circuit as a gaph whose ettices epresent the Igic gates
as vell as the syrfwronizers. It vievs each dda signal as avaveform” and povides aset of equa-
tions for logically combining sulk waveforms.The resultingwaveformalgebrais unique in thit
explicitly shavs the elaionship between the Igic values and\eent times of the da signals in a
circuit and allevs the gent times to be calculed accuately by a simple lgelized traversal of the
combindional logic. The emainder of this section sumnmas thoseddures of the Reel model
tha must be consided in a hadware implementtion of its sinulation algorithm.

2.1 Signal Model

The modelsdr dock and d&a signals & summaeed inFigure 2 The circuit is assumed to
have k clock signals,or phaseslabeledg;, . . ., @ tha shae a commonyxle timeT.. Ead dock

phase defies alocal frame of eference—whose oigin coincides with its leching edg—for
specifying @ent times of caesponding da signals. Phasg, is characteized ty two paame-

ters: T, the width of its actie inteval ande,, the occurence time of its kehing edg in a suit-

ably chosenglobal frame of eference. The phases carverap and ae not equired to hae the
same duty ycle, but must be mmbeed so tha their laching edgs ae totaly ordered:

e, <6< ... <e. Futhemore, the global fame of eference is bosen so thae, = T.. The

duration of the time interal between consecuwte laching ed@s of phaseg andr is referred to as
the phase shiff,, [10]

1. Without loss of gneality, level-sensitve laches ae assumed to be addihigh and fb-flops ae assumed to be gative
edge-triggered Under these assumptiorise actve intewval of a dock phase occuerwhen the phase is higand its
latching edg is the &lling transition.
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O
_O(e —ep) if (e, > ep)

O(T.+e —e if(e <e
|_|(c r p) (r p)

E

or = TC—(ep—er) modT, (1)

and allavs for the tansldion of event times betwen these ta phases. Denoting the ocremce
time of a cetain eventi in thecurrentlocal frame of eference of phasp by tj(¢,), the sameent
is seen to occurta

ti((pr) = ti((pp)_Epr (2)

in thenextlocal frame of eference of phase It is impottant to note thiathe use of phaseleaive
frames of eference and modulo #nmetic esticts dda event times to a yhamic ange with a
spread of &most ...

As shavn in Figure Zb), the waveform of a d&a signalx; is an altemaing sequence of dbke
and dangng intewals. In ay given g/cle of opestion this waveform is speciied by a 4-tuple y;,
a, A, V) whervy; andV, are the sthle values &the starand end of theycle, and vhere g and
A; are the gent times of the fst and last &insitionsduring the g/cle in the local frame ofeafer
ence of some clock signg. The domain of; andV is the thee-\alued set {01, STABLE} rep-

resenting the bingrlogic constants and a $la but unspeciid |agic value Event times,in
geneal, must be modeled agsal rumbes, but ae usual resticted to the intgers by choosing a

suitable resolution.The two event times rast obg the odeling a; < A; and for corect synéiro-

nous opeation, 0< A, —a, < T (the situéion A, <a; can be used to inditatha a signal is sta-
ble throughout the lock cycle, since in this case the@ent times a& ambiguous.)

2.2 Logic Gate Mode

Ravel uses a b&eend pue piopagation delay model br logic gates. Other delamodels,such
as inetial, rise/fall, and font-end delg, are also possike but will not be el@orated futher Gae

delay is specifed by two paametes 0< d <A representing the miniomm and maxiram signal

propagation dela/s thiough the gte. This dely range can be viwed as a stestical spead @er an
entire family of gates,or as the deteministic difference betwen the shoest and longst signals

pahs within a single ge. A “nominal” delay model is ahieved by settingd = A.

The basicopestion perbrmed ty Ravel concens the ealudion of the signal waveform (v,
ay, Ay, Vy) @ the outpuy of a lagic gate in tems of then signal vaveforms {1, a3, Ag, Vi), - . -,
(Vh»an, A, V) @ its inputs. It is assumed thdne gate’s input weveforms hae been @nslaed

in time to a common &me of eference usingqudion (2). Denoting the Igic function of the gte
by f, gate evaluaion can be summered Ly the Pllowing set of bur equéions:
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v, = f(vy Vg V)

y

Vy = F(Vy, Vy oo, V)

a, = &+ max(ca Oca,) (3)
y l<isns M I=m

A, = A+ min (CA OCA)

whete ¢; andC; are Boolean #gs indicaing the pesence orlasence of ety and lae controlling
value€ on inputx;, anda,,, andAy, represent the times of thadt and last\ents wer all inputs to
the gate:

a, = 12nii2n(ai) @
AM - 1rsniaéxn(Ai)

To avoid confusionthe“+” and“[I' symbols inequaion (3) denoterespectiely, aithmetic adli-
tion and la@ical indusive OR. dixtgposition in these eqtians denotes lgical AND.

2.3 Synchronizer Mode

The Rael model of a D-type tah or fip-flop epresses thenext-cycle waveform
(vg,ag,Ag,Vg) a theQ output in tems of the cwent-g/cle waveform (vp , ap, Ap, Vp) @

theD input. Both vaveforms ae specifed in a fame of eference defied ly the contolling clock
phasep,. The ealy and lde next-cycle Q values or both laches and fp-flops ae obtained using

the familiar net-stae equéon Q+ = D for D-type memoy elements:
+ —
Vo = Vp

) (5)

On the other handhe ealy and lde output gent times dpend on the tggering mehanism. br
edge-triggered fip-flops,these times arcalculéed accading to:

2. A controlling valueon a gte inputis one vhich always detemines the outputalue ofthe logic gate, regardless of its
other inputsA logic-one is the contlling value br AND/NAND gates,and a lgic-zero is the conwlling value br OR/
NOR gtes.The XOR gte has no contiling value
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+
ag = 0+T
N ° (6)

+
Ag = A+T,
where 6 andA denote the (b&eend) minimum and maxiram signal popagation delays though
the fip-flop. The output gent times 6r level-sensitve laches equir a slighty more comple
calculdion:

a(g d+max(ap , T—Tp)

(7)

+

where T, is the width of the adte intewal of phasep,.

For either tiggering mehanism,the bllowing hold and setup conaints nust be sasfied for
correct laching of input déa:

ap=H

8
Ap<T.—S ®)

where H andS are specifed hold and setup mametes.
2.4 Ravel Code Generation

Equdions(1)«8) form the basis of the Ral LC sinulator. Rarel accets as input aae-level
syndironous sequential @uit along with a completgispecifed multi-phase tock schedule and
produces as output a customm?’compiled” simulator for this cicuit based on thebave equa-
tions.The compiléion process imolves a lgelized traversal of the cicuit graph from the pimary
inputs and syrfwonizer outputs to the pnary outputs and syizonizer inputs,and the gnea-
tion of a“program” tha simulates one lock cycle of opedtion. The code sequence in thisopr
gram for a single-output combitianal circuit fragment sandiched betveen a set of soce
syndronizers and a single destitian syndironizer is oughly as bllows>:

» Using the phase shift equatiofiy and(2), shift eachsource synchronizer outpuaweform
from its respective frame of reference to the frame of reference defined by the clock phase of
the destination synchronizer. This change-of-origin is necessary in order to insure that the
waveforms are properly processed by the combinational logic.

* In level order, apply the gate evaluation equat{@yg4) to all gates in this circuit fragment.

» Check the hold and setup constraii@pgat the input of the destination synchronizer.

3. Primary inputs and outputs can be epsitcommodted ty inseting fictitious synaironizers.

8
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» Evaluate the waveforms at the outputs ofdéstination gnchronizewusingequationg5)—7).

As descibed in[34], clock phases a&totaly ordered kased on th@ccurence imes of their
latching edgesin a global fame of eference Within the genegted simulation program, the code
sequences carsponding to ditrent destindon syndironizers ae aranged in a paral ordeling
tha is consistent with this total der on the lock phases.

3 Ravel-XL Design Goals

The Rael-XL system implements the Ra sinulation algorithm in hadware. Its design as
guided ly three objectres. Listed accaling to their piority, they were:

1. To maximize performance
2. To maximize capacity
3. To minimize cost

The hulk of this paer desdbes the designhmices ve made to attess the pedrmance objecte.

Capacity was maximied though the use of bit-B€ient dda and instiction formas, and the
design of a memgrsystem vhich does not dgradesignificantly in performance vinen sinulating

large circuits, making tasilbe the sinulation of circuits with up to a billion ges. Cost \as mini-
mized indiectly by rejecting &pensve design options ang/lsequiing the whole system to fion

a single pinted-circuit boad.

The perbrmance gal is measwd in tems of theeffectivenumber of gtes pocessed per sec-
ond EGPS and is gven ly

1 __fe _ GEPs
IPGxCPIxT_xA ~ CPGxA ~ A

EGPS= (9)

where

* |IPG is the average number of instructions required to process one gate
» CPIl is the average number of processor cycles required to complete one instruction
» T, andf. are, respectively, the processor cycle time in seconds and corresponding clock

frequency in Hz
 CPG = IPGx CPl is the average number of processor cycles required to process one gate
* GEPS= f_+ CPCis the number of gate evaluations performed each second, and is the most

prevalent metric in the literature
» Ais the activity level of the circuit expressed as the percentage of gates that must be processed
in each simulated cycle of operation

Accounting br circuit actvity makesequdion (9) a consistent metr for compaing the peror-

9
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mance of both ED aseil as LC sinulators and acceletors. For LC tediniquesA should be set
to 1 to eflect the &ct tha all gates ae piocessedagardless of the actual @uit actvity. In report-
ing perbrmance fgures we will frequenty use M-EGPS to denote a milliorfettve gate evalua-
tions per secondWe should note thalPG usualy depend on the mmber of gate inputs
Multiplying EGPS i the arerage rumber of inputs/ge yields the aerage rumber of galuaed
inputs per second (EIPSJhich is dten more meaningful wen discussing indidual circuits.
Unless &plicitly staed otherwisewhen deiving EGPS fyureswe will assume thialPG is based
on an &erage 2-input gte.

4 Ravel-XL Architecture

In this section w develop a haslware achitectue for the Rael algorithm tha meets thelaove
goals. Specitially, this achitectue reduces CPGtL) by minimizing the déa stoege requirements
through the use of compacttdaand instuction formas; 2) ty exploiting the inheent concur
reng in the algrithm through the use of pipelined @dlel functional units in a custom @aah;
and 3) ly reducing the impact of high menyotraffic through caeful maching of the design of
the memoy system to the da and code accesstfmns. The other dctor in the pedrmance
equdion, namey the frequeng of opestion, dgpends on the implemertiian of this achitectue;
implementéion issues & discussed ifection 5

4.1 Signal Representation

The softvare implementiion of Ravel requires bur 32-bit words to epresent the aveform
(v, ay, Ay, \y) of eat gate outputy: two words to hold the aival times,and two words to hold
the Iagic values.This liberal use of memagrspacepaticulardy for stoing logic values,is dictded
primarily by the desie to aoid the insetion of perbrmance-dgrading bit paking and unpadng
opeitions in the instiction steam. In contist,a custom-designed acceler can hae compact
data formats with no penaltyand possity some @in, in perbrmance

Signal waveforms in Rael-XL are stoed as 32-bit wrds with 2-bit felds br the l@ic values
and 14-bit felds br the arival times.The 2-bit \alue felds pemit the encoding of the binar
logic values 0 and 1 asel as the stale unspecifd \alue accating to the bllowing table:

vy [1] | w[0] | Logic value
0 0 0

0 1 1

1 0,1 | STABLE

The use of 14-bit timedids is justifed ky recalling from Section 2.1tha the d/namic ange of
signal times ist most2T.. Thus,for T, = 10ns,the minimum resoheable time in a 14-bitepresen-
tation is @out 1.2psThe time felds ae considezd to be unsigned irgers rangng from 0 to

10
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16,384.To represent the rgative time \alues thamay arise dumg the phase shift calcdian a

the star of eat evaluaion cycle (seeSection 2.4, all signal times ar biasedso tha the most
negative time th& must be epresented is n@aped to 0. It is easy to sikaha the most ngative

time value tha must be consided is—( maxT_) and th&it occuss & the output of leel-sensi-
tive laches contolled by the dock phase fith the widest aeti intewal. The bias wlue is calcu-
lated from the dock pamlametes by the host computer lich adis it to (subtacts it fom) the
signal times thieare davnloaded to (uploadeddm) Ravel-XL.

4.2 Custom Hardware Datapath
The coe of the Rael-XL chip is a gte/syntronizer evaludion unit thd implements equens

(1)H8). The gite evaludion equadions (3)4) are “unrolled” and calculted itegtively using the
templae:

y = G(Xq, X5);
fori = 3ton (10)
y = G(¥, X);
wher y represents a Igic value or gent time &the gte outputx,,.. ., X, represent the coe-

sponding warables d the gite inputs,andG denotes thepropriate input/output ginsbrmation
(logical, min, or max). Using this atwithm, the output vaveform of ann-input gate can be com-
puted in 2(n—1)+1 stes: (1) stps to calculee a,, and Ay, from equdion (4), and
(n—=1)+1 = n stes to calculte the ero-delgy output waveform usingequdion (10) and to
add the gpropriate gate dely usingequdion (3). A simple manipultaon of the arival time equa-
tions in(3) allows a,,, andA,, to be fctoed out of the max and min functions yielding

a, =8+ [c_yachy max(ca)]
_ T (11)
A, = A+ [CyAM bc, ,in n(Ci OA)]

where cy andC, are boolean #gs indicaing, respectrely, the pesence of one or meinputs with
eaty and lae contolling values:

¢, = ¢ Uc, 0. Oc,

(12)
C, = C,0C,0... 0C,

Use ofequdions (11) and(12) instead ofequdion (3) reduces theumber of equired computa-

tion steps to just n.

4. Stiictly speakingthis is tue ony whenn = 2. For single-input gtes,the minimum rumber of comput#on steps is 2.

11
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Register Files

Signal
(TC_TD) PSH Waveforms

ol L iad| | N I

v v Y Y

synch phase
Rk vy v, MIN MAX am A shif
violation detection | Gate Evaluation Unit

Fig. 3. Block diagram of the custom Ravel-XL gate evaluation datapath

Figure 3is a sbemdic diagram of the gte/syntronizer evaluaion unit highlighting its main
componentsThe daapath has seeral register banks thiaare used to hold the comptitan oper
ands and a set of functional units perbrming the equired opeations.The registers can be con-
veniently divided into two groups based on hothey are accessedytthe functional units:

1. Read-only registers that are loaded with “constant” parameters by the host computer before
Ravel-XL starts the simulation. This group includes a single 14-bit redisteat holds the
cycle time, four 14-bit registers that hold the occurrence firgeT() of the enabling edge of
each clock phase, and a bank of 16 14-bit regide&Hl, that hold the phase shifts between
each pair of phases as computecqyation(1).

2. Read/Write registers (shown with a shadowrigure 3 that are loaded from the code and
data memories and read by the functional units during the simulation. This group includes:
a. Two 14-bit register® andA that hold, respectively, the minimum and maximum signal

delay of the gate or synchronizer being evaluated.
b. Two 14-bit registers that contain, respectively, the hold khaad the difference between
the clock period and the setup tinTe«S) for the synchronizer being evaluated.
c. A bank of 16 32-bit registers that hold the input waveforms for the gate under evaluation.

The daapah consists of nine ingendent functional units thanplement the ge and syn-
chronizer evaluaion equdions. Synaronizer evaluaion is handled Y three units:

1. The synchronizer unit which computes the signal waveforms at the outputs of flip-flops and

latches usingquationg5)~7).
2. The phase shift unit which implements equat®n
3. The violation detection unit which checks for setup and hold violations aqunation(8).

12
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The emaining six units handle thgaduaion of logic gates:

1. Unit v,, calculates the early logic value at the gate output.

2. Unit Vy calculates the late logic value at the gate output.

3. Unit MIN computesmin (C; JA)) in equation(11) andC, from equation(12).
4. Unit MAX computesnax(c;a;) in equation(11) andc, from equation(12).

5. Unit a,,, calculates the time of the earliest input event usouation(4).

6. Unit Ay, calculates the time of the latest input event usopgation(4).

The gite evaluaion units opedte in paallel, ead using the iteative templée (10). As an illusta-
tion, Figure 4shaws the pation of functional unitMIN responsite for computingmin (C, O A;) .

4.3 Instruction Set

Ravel-XL has seen instuctions:four to perbrm the \arious sinulation computéions, two to
handle commnicaion with the host computeand a NOP (No Odfation) for debugging. Three
of the sinulation instuctions ae CISC-style instrctions tha are in one-to-one coespondence
with the equaions for gete evaluaion, syndironizer evalugion and phase shiftingo reduce code
length and still aller full access to a 32-bitovd-addresshle adiress space these ingttions use
a basedisplacement attessing mod¢19]: the adiress of a wrd-aligned opeand is obtainedyb
concdending al6-bit value flom a baseegister with the 16-bit posite displacementdid in the
instruction. The dip has 1716-bit base egisters thd are implicitly paired with theinput and out-
put opeands of gtes and syrtwronizers. The fourth sinulation instuction is used toeload these
base egisters when it becomes necesgdo adiress opaands bgond 64 K-wrds from the cur
rent baseThe remainder of this section gnides a detailed desption of the instuctions; the
instruction formats ae summaeedin Figure 5

The four sirulation instuctions ae: GEV for Gate EValudion, SEV for Synchronizer EValua-
tion, PSH br PhaseSHift calculaion, and LDB br LoaD Base egisters.

GEV is a anable-length instuction tha computes the output signabwveform for gates with
up to 16 inputs. & ann-input gate the instaction is2 + [ n/2] 32-bit words long and mst be

padded with 2ros so thait is word-aligned vinen the nmber of gte inputs is od. The instuc-
tion can sinulate ary of the eight basicage types wich ae identifed by the TYPE field.

SEV computes the signalaseform a the output of a syiconizer in tems of the input ave-
form and the lock pammetes. The synbironizer type (fip-flop or ldch) is indicded ty a 1-bit
flag FF and the conulling clock phase is specdd in a 2-bit #ld PH.The instuction can be
enaled to perbrm a setup/holdhed by setting the 1-bit SHCdl). To avoid propagating false
signal dearture times fom the outputs of syheonizers with setup violaons, syndironizer out-
put dgparture times ag dipped by the hadware to a maxiram value ofT, + A.

PSH implements eqtian (2). It subtacts the phase shifalue stoed in the indiceed PSH eg-
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Fig. 4. A schematic of the datapath unit that computes min(C, OA;) in equation (11). Here, “Con-

trolling Value” is the binary controlling logic value of the gate type being evaluated. During the first

cycle “Start” is enabled and two operands, ( V4, Ap) and (V5, A,), are brought in. During all other cy-

cles, i = 3...n, “Start” is disabled and the input (  V;, A;) is combined with the current cumulative
result stored in the output register.

ister fom the gent times of the indid¢ad signal vaveform.

LDB loads a n& base adress into the indidad baseagister When theALL fl ag is setthe
base adress is witten to all seenteen baseegisters, which is useful dung initialization.

The two instiuctions useddr host commnicaion ale ENDS andVAIT. Both cause Reel-XL
to send an inteupt to the host and to pause until the hesponds with a suitéee command
ENDS is used to indi¢a the completion of a sufeted dock cycle, and tha Ravel-XL is read/
for the net set of input piems.WAIT instructions can be instd in the simlation code to érce
breakpoints dung execution; thg are useful br deougging by allowing single-stpping and can
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Fig. 5. Instruction formats for the Ravel-XL instruction set. Shaded fields must be set to zero and are
reserved for future use.

also be usedof syndironizdion in a multiprocessor implementian of Ravel-XL (seeSection
7.3).

4.4 Pipeline Design

For a typical cicuit, with mary more gates than syrfmonizers, simulation code based on the
above instuction set is lealy dominded ty the GEV instuction. This, in tum, implies tha the
overall performance of Reel-XL is stiongly dependent on an &€ient implementigzon of GEV In
this section & anayze the comranicaion and comput#onal requiements of the GEV insic-
tion and desdbe the design of a pipeline thainimizes its &ecution time

The ecution of a GEV instrction for ann-input gate is naurally decomposed intafir steps.
These stps,and the nmber of pocessor lock cycles needed to complete déaare readily shavn
to be:

* instruction fetchrequiring (2+[ n/2])a cycles

* input waveforms fetclrequiringna cycles
» output wavefornmevaluation requiringn cycles
» output wavefornwriteback requiringa cycles
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where a is the nomalized memoy system gcle time—defned as theaio between the memgr
and pocessor ycle times—and is typicafll greaer than or equal to onA baseline'sernal” exe-
cution d the instuction, theefore, leads to a totalxecution time ofn+ (n+3+[n/21])a
cycles.

The options wailable for reducing this gecution time a& basicaly:

1. Overlapping, or pipelining, the execution of the instruction phases.
2. Minimizing a through proper choice of memory system organization and parameters.

These options arusual consideed when designing gntype ofprocessor and arnot paticular
to the Rael-XL design. Havever, for geneal-pumpose pocessas the tvo options a@ typically
intertwined and mst be consided sinultaneous). Fortunaely, the paticular “structure” of the
GEV instuuction in Rael-XL allows these tw options to be consided somerha indgpendeny.
This fact becomesvadent upon gamindion of the &ecution time of asimple 4-staye pipeline
whose stges ae in one-to-one coespondence with thedir instuctionsteps. In sud a pipeline
eath GEV instruction can be completed an aerage of

max{(2+[n/2))a,na,n,a] = a ma{2+[n/27,n] (13)

cycles Execution time is lealy dominded by the instuction and dia fetch steps regardless of
the \alue ofa. The rest of this sectionthus,is devoted to futher eploration of option 1.The
tradeofs involved in option 2 a examinedseparately in Section 4.5

This 4stage pipeline implies a tee-poted memoy system with sgarate pots for 1) code
fetch; 2) dda fetch; and 3) da wiitebadk. Rec@nizing tha code and da can be gmmted into
different memoy spaces leads to an aftdive design with a single-pied code memgrand a
doule-portted déa memoy. This split-memoy design is simplercheger, and potentiall faster
than the initial design. Ftirer simplifcaion is possite by noting tha on average, there ae n
read opegtions for every write opestion to dda memoy. A dedicded wiite channel to dia mem-
ory would, thus,be undewtilized Reducing the da memoy to a single @ad/wite pott amounts
to opting br a 3-stge pipeline in vinich the vaveform fetch and instructionwritebadk phases a
conceptuallycombinedThe total instuction execution time in this case becomes:

max(2+[n/27a, (n+1)a,n] = a ma{2+[n/2],n+1] = GE 3 forn=l gy
On+1forn=2

The opeation of sud a 3-stge pipeline is illusited inFigure 6for a 3-input GEV instrction.
In this figure, CF, DF, and EW efer, respectiely, to thecode fetchinput waveform data fetch
and output \aveform evaluation and writebacktages. In oder to pevent conficting read and
write requests to the teamemoy, the EW stge is delibeately skewed with espect to the CF and
DF stayes. Thus, after eading then input waveforms of gite G;, the dhannel to da memoy
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Fig. 6. Pipeline operation for a 3-input GEV instruction

becomesailable for writing the output \eveform of gate G;_;. This arangement delgs the gal-

udion of gate G; by n - 1 ¢ycles and inagases the tang/ of the pipeline to 2(+ 1). Fortunéely,

unlike the case ofenenl-pumpose instuction pocessaos, sud high ldeng is not detimental to
the perbrmance of Reel-XL due to the bsence of landes in the instrction steam.The ony

daa dgendeng tha may exist in the pipeline occsrwhen the vaveform to be étched is still
being computed in the EW ga(a read-aftetwrite, or RAW, hazad), and is handledybstalling
the pipeline More sophisticeed solutionssud as ading data fowarding pahs to the pipeline
are unvarranted since caful compildion can eliminge most déa dgoendencies.

45 Memory System Design

Equadion (14) shaws tha, with our 3-stge pipeline desigrsimulation time is diectly propor
tional toa, and minimizd whena = 1. As can be seen iRigure 6 for a thee-input gte the
pipeline malks one eference to the code menyand one eference to the da memoy, eah
cycle. Our kasic gal in the design of the menyosystem igherefore to mach its effectivecycle
time to tha of the pocessor in ater to abieve a tanskr rate of one instiction word and one
data word per pocessor ycle. Additionally, this tanser rate nmust be sustained/en when sinu-
lating large circuits. For processor fequencies bel 100MHz a simple it expensve solution is
to use high-speed SRAMs with = 1. However, a moe practical,and nuch cheger, solution
for obtaining singleycle access is to desigp@opriate memoy structures tha allow the use of
slowver DRAM ahips. This goal amounts toeducing a tyen nomalized memoy cycle timeaq,
which may be >1,to an efective nomalized memoy cycle timeag = 1.

To obtainags= 1 whena > 1 the memoy system rast be oganized so thait maches the pa
tems oflocality in the code and ¢& steams[19]. Locality is expressed in tw ways. tempoal
and sp#al. The split memoy system implied ¥ our pipeline designiges us the opptunity to
optimize the code and t\a memoy architectues diferently. This has poven useful,sincethe
access p#ems to the tw memoy spacesurns out to be méaedly different
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In generl-pupose pocessas, the taditional method dr cegturing locality is with cabes.
However, Lewis has obseed tha the staight-linecodeproduced iy compiled sinulators causes
poor hit mtes[24]. Instead of instrction and d&a cadies Lavis ad/ocaes the use of 6thip
memores and a &ry dee pipeline—vhich would have no aderse side dects on bandless
code—to asorb the long kencies.This design wuld adiress the leng/ issuesput would hare
difficulty meeting our bamddth requiements. Reel-XL requires an gerage of one memagr
access to eaichank eae cycle—Lewis’ solution would require a \ery large nmulti-ported of-chip
memol to supparthis requirment.

The poor instiction cabe hit iate is causedyba complete lasence ofemporallocality. How-
ever, we can tak adiantage of the high dgree ofspatial locality provided by the bandless
naure of the code to obtaimgg[11. Our solution uses an inkeaved extemal code memgrwith

prefetching. As long as the umber of inteleaved memoy banks is geder than or equal ta+1,
sudr a memoy structure will be @le to delver consecute instuction words from the staight-
line code-steam athe ite of one perycle in steag-stae. Based on this angdis we dhose to set
o to 3,and to use a 4-ay inteleaved memoy to hold the simalation program instuctions.At a
target piocessor ycle time in the 20-40nsangg, this doice equires the use of DRAM memies
with cycle times in the 60-120namge. Sud pats ae readily available and ae fairly inexpensve.

Lewis also obseted tha the data steamhas an iregular access pi@m and hdks tempoal
locality as vell. We have caried out a mmber of achitectuial studieshowever, that indicate oth-
erwise We will demonstate thd, with proper compiler tdtniques,the tempaal locality in te
daa steamcan be contlled, allowing a cabed memoy organizdaion to atieve high hit etes.
We also #gamine the sgal locality in the déa steam,and its effects on the da catie miss ate.
In our discussion of the tlacatie we will address all bur of the main cde paametes: cade
size, associavity, line-siz, and wite policy. Our ana}sis will decompos¢he miss ate into its
three componentcompulsoy missesgcgoacity missesand confct misseq19], and discuss the
effects of our design decisions onleac

Tempoal locality in the d&a steam esults fom the e-use of output signalaveforms in the
evaludion of fanout gtes,and is stongly dependent on the der in which the instuctions ae
scheduled Our compiler (discussed in neodetail inSection 7.2 attempts to seedule the code
stream in an atder tha favors the galuaion of logic gates bllowed immedigely by their fanout
gates,thus maximizing the tempalrlocality of the d&a waveforms. Tempoal locality afects the
rate of capacity missesvhich ar, in tum, contiolled by adjusting calee size As shavn in Figure
7, architectumal studies hee demonsated tha a catie of 2K-words is suficient tokeg miss etes
under 20% in our lgest cicuit. We expectthe miss ate to decease futher as v instument the
compiler with aditional optimizaions.

Compulsoy misses tum out not to be an issue in this design. Since the hosegsor mast
download the pmary input waveforms d the bginning of eab sirmulation ¢ycle, and since the
host interbce wites waveforms into the d@a memoy through the cdee, no cold misses will
occur on the pmary inputs. In adition, since all of a ge’s inputs nust be galuaed bebre it can
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Fig. 7. Cache miss rate s for three different ¢ ache sizes as a function of circuit s ize. Here circuit size
is expressed as the total number of gate inputs, since one cache access is required for each input.
Cache size is the number of 32-bit words

be pocessegwaveforms will never be ead bedre the are witten. Thus,all compulsoy misses
are eliminaed

The final cdegory of cathie missesgonfict missesjs adiressed B the dgree ofassociativity
in the cabe As shavn in Figure 8 the achitectual studies did not seem to indieaha the
expense of implementing a set-asstive catie was waranted instead we chose the simpler
option of a diect-mgped cahe This result is due to thebgence of looping betir, and the &ct
tha the oder in which addresses & accessed can be cafiied by the compiler Wen it assigns
addresses to the opands.

Spatiallocality in the d#éa steam,which dgends the ater in which the instuctions ae sted-
uled as vell as the ader in which the compiler assigns d@s®sto the vaveforms,is moe diffi-
cult to dharacteize than in the code s@am. In a cdred memoy organizdion, the use of dine-
sizegreder than one can be used todadantage ofspaial locality in the eference steam. Our
compiler curently assigns adresses to the ¢tmvarables in a lineardshion as theare first used
If it were modifed to assign them in andar tha would maximiz spdial locality we might see
some benefifrom lager line sizs. Havever, sud a cabe adls complgity to the designand
would require an inteleaved ectemal dda memoy to suppor fast line fils. For reasons of sim-
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Fig. 8. Effects of the degree of associativity on the cache miss rate . The total cache size

is constant at 2K words

plicity we chose not toxglore this option.

Finally, we opted 6r the simpler wite-through,as opposed to a w&-bad, write policy. This is
justified by the aailability of adequée banavidth on the memagrchannel to complete the e
requests without conét: writes occur ont once br every n reads andead equests caused/b
cahe misses a epected to be infquent.According to equton (14), consecutie wite

requests & separated ly at least 3 tock cycles. Thus,to avoid write conficts, a < 3.

The fact tha we hare been Ble to obtain easonble cahe hit mtes br circuits nuch lamger
than the cdue siz sugests thaour doice of using a da cade is justifed We beliere thda our
data suppais a ¢aim tha miss ates will not get much worse even for very large circuits.We base
this daim on seeral propeties ofcombindional logic as used in |lge designs. iFst, the rumber
of logic levels betveen synbronizers does not inease as this diectly impacts tock frequeng.
Secondthe“width” of the lagic, defned as theumber of gte fanouts theimust be maintained in
the cabe d ary one time is bounded ¥ the stuctured design style used in their constion.
Even in lage dips, most combindonal lagic is gouped into elaively small Bocks with few
extemal connectionsAs long as these ffic groups ft within the cabe the miss ate will not
degrade
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4.6 Setup/Hold Violation Detection

When setup or hold vidlns ae detectedyan SEV instuction, the adiress of the dénding
syndironizer input signal is wtten to a violéion teble in dda memoy tha can be ead ly the
host @ the end of the sialation. Since viol&ion information is diaggnostig andnot intended to be
re-read duing the sinulation processyiolation reports ae wiitten directlyto dda memoy with-
out gping thiough the cate Fuithemore, to avoid unnecessgrpipeline stallsyiolation write-
bad requests @& assigned alweer piriority than opeand witebadk requestsThis is accomplished
with the use o& four-ently FIFO huffer to queue violgon reports waiting to be witten ba&. The
violation report a the head of the FIFO is iiten to déa memoy duiing idle g/cles on the da
bus; the pipeline is stalled gnivhen theFIFO is full. A larger buffer could be used toeduce the
incidence of stalls; this @ deemed unnecesganowever, since violéions ae epected to be
infrequent and to beeldively small in mmber

4.7 Ravel-XL Host Interface

The host computer sees\R&XL as a memgrmgpped peipherl devsice. The host hasead/
write access to both the code anthdaemoies as well as to seeral intemal Ravel-XL registers.
A 32-bit adiress snt by the host ver the adress lis is maped ly Ravel-XL to one of bur
address spaces acaing to the alue of the tw most signiftant bits code memay, daa mem-
ory, the setup/hold viotaon tables,and the interal systemaegisters.

In adlition to the dtapath registers tha are used dr stoing the dock pamametes, the host can
access the pgram countera staus egister, and egisters thd contain the adress of the setup/
hold violaion table and the total count of vidians in the thle. The stéus register has tree
defined fleg bits tha are set ly Ravel-XL: bit 7 is set vimen an ENDS instiction is eecuted; bit 6
is set upon>eecution of AVAIT instruction; and bit 5 is setlthe SV instruction upon detection
of one or moe tup/hold violéions.

Two pseudoegisters, START and CONTINUE are used $ the host to contd the sinulation
processA write to START resets the mgram counter and commandsvekXL to begin simulat-
ing; it is issued tthe starr of the sinulation session ingsponse to ENDS insittions.A write to
CONTINUE is used to command - XL to resume sinalation from a beakpoint; it is issued in
response tOVAIT instructions.

5 Ravel-XL Implementation

A single-dip VLSI implementdion of the Rael-XL architectue is curently being pepard
for fabrication. The implemention was guided ¥ two major objecties: 1) to minimiz the lilke-
lihood of pipeline stalls; and 2) to minin@izhe ¢ock cycle time As noted edier, the la& of sig-
nificant déa dgendencies in the Real-XL instruction steam maks the incidence of pipeline
stalls quite are. To further reduce the possibility of stalldeg huffers ae sanwviched betveen
the pipe stges to &sorb awg transient delgs in the memaor system esponseCyde time minimi-
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Fig. 9. Layout plot of the Ravel-XL chip. It is implemented in a 0.8-micron 3-metal CMOS process,
and the final dimensions of the chip are approximately 1.18 x 1.18 centimeters on a side.

zaion was adressed § decomposing thehip into seeral largely autonomous functional units
eah consisting of a dapah and an assoded contoller. Sud a “distributed contol”
approadh—as opposed to a single global cotier—reduces the possibility of a penmance-
limiting critical pah in the contol logic. Additionally, it leads to smaller cordllers tha are much
simpler to design and test.

The design mcess staed with achitectual sinmulations of Rael-XL using a behaoral
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model witten in theVerilog Haidware Desciption Langug@e (HDL) [11]. This model vas man-
ally patitioned into distinct dapath and contnl sections to aid the subsequent design synthesis
phase Plysical design was perbrmed using the EPOCEBilicon compiler[12]. EPOCH eceves
its input in a synthesibe subset oVerlog HDL: behaioral daapath elements wre mamally
cornverted fom the behaoral model into netlists of SSI and MSI mactells defned in the
EPOCH libary, while behaioral contol modules were input diectly from the achitectual mod-
els. EPOCH pedrmed standait-cell logic synthesidor the behaioral contollers, and piovided
tedhnology mapping for the libary cells,as vell as timing-diven placementiouting and huffer
and paver-rail sizing The EPOCH st timing anayzer, TACTIC, was used in the detamation
of the citical pah. The longst sensitidale pah in the design as bund to lie in the dapath,
and esults in alock frequeng of 33MHz.The dip contains 900,000dnsistos, dissipdes 1.06

Watts and occupies 1.4 ¢of die aea in a 0.8 mi@n 3-metal CMOS jarcess. It will be pde
aged in a 256-pin PGA péiege. Because of the Ige pin count thelip is pad-limitedwithout

the pad fame the bip core is ony 0.75 cnt. A layout plot of the hip is shevn in Figure 9

A stylized dip floomplan shaving its functional units and their major intennections is
depicted inFigure 1Q In this fgure, the elaive siz of eab functional unit oughly coresponds
to the aea it occupies on théhip; for darity, however, the position of edtunit mg not core-
spond &actly to its actual bip placementThis is paticularly true for the contol logic: shavn as
a single unit on thedbiplan,it is actualy patitioned ky the plysical design tools intoltcks of
standad cells tha are used to fi the gaps ceaed dumg the placement of the @aah compo-
nents.The lagest bock on the tip is the2K x 54 bit daa cate (32-bit vords + 22-bit tgs).
The other functional units idengfil on the fhioplan—most of vkich alread/ descibed—can be
divided into the dllowing four goups:

1. Chip Interface which includes the Host Interface (HI), Code Memory Interface (CMI), and
Data Memory Interface (DMI).

2. CF Pip€line Stage which is the Code Fetch and Decode (CFD) unit.

3. DF Pip€dline Stage which includes the Data Fetch (DF) unit and the operand Base Registers
(BR).

4. EW Pipdine Stage which includes the Gate Evaluation (GE) unit, the gate evaluation
Register Files (RF) and the Violation Queue (VQ).

The plysical interfice to the intéeaved code memgris adieved ty maintaining a32-entry
circular prefetch queue in the CMIA contoller in the CMI &tempts to kep the queue full ¥
continuousy issuing ead equests to the mempoto prefetdh instuction words. Concuently, the
CFD unit emoves enties from this queue and perins the necessainstuction decoding and
opeland outing Immedide opeands ag routed to the gpropriate register: gate delgs and syn-
chronizer setup/hold pametes ae witten to the RF in the EW gia; base adiesses in LDB
instructions ae witten to the speciid BR. Opeaind adlress displacementseaposted to a 16-
ently queue thiis accessedybthe DF unit.The DF unit emoves these displacements and pair
eat with an @propriate BR bebre issuing aead equest to da memoy through the DMI.The
GE unit and its assoded egister fles implement the custom tdpah descibed inSection 4.2
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Fig. 10. Stylized chip floorplan showing major functional units and their address and data intercon-
nections. The relative sizes of the functional units are approximately correct, though for clarity the
placement of the components have little relation to that on the chip layout shown in Figure 9.

and shwn in Figure 3 Dual-bank egisters, shavn shaded in thdigure, allow the CFD unit and
the DMI to wite dda to one bank hile the GE unit opetes on dt&a in the other bankas
required by the stucture of the pipeline (selégure 6. The DMI processesaads and wtes to the
write-through Dda Cade and to thex¢emal Daa Memoy. It accets requests fsm four souces:
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1) opeand eads fom the DF Unit2) opeand wites from the GE Unit3) violaion writes from
theVQ, and 4) eads/wites from the HI. Piority for access isigen frst to opeand ead equests,
second to opand wite requestsand last to violaon wrte requests. Requestsom the host
occur ony when the pipeline is stoppesb no notion of pority is needed in this case

6 Performance Measurement and Comparison

In this section v compae the perdrmance of Reel-XL to tha of several other epresenttive
logic simulators. Both ED as ell as LC sinulators, implemented both in hdware and in soft-
ware, are representedSince the algrithms and system ehitectues used Y the diferent sinula-
tors and acceletors ae quite dverse we use the M-EGPS matrintroduced inequdion (9) to
insure consistenge In adlition, since mawn of the hadware accelestors atieve their speed using
multiple boads—ead consisting of a single pcessor pipeline and local sige—in paallel, we
consider the bodrto be the tomic unit for perbrmance comp@ons.Whete gpropriate, we dis-
cuss nulti-board system pedrmance and note \Wwich systems & scalale.

6.1 Benchmark Results

We benbimaked seeral software sinulators induding Verilog-XL, aVerilog inteipreter flom
Cadence Design Systerfisl], VCS, aVerlog compiler fom Chonolagic Simulation [13], and
the softvare implementaon of Ravel [31,32,37]. For these simlators the EGPS @jures ae com-
puted diectly from expelimental un-times using the ISCAS-89 sequential enak circuit
suite[7] with sequences ohndomy-genegrted input pttems Expeiments perbrmed with the
Verilog-HDL model of Rael-XL allow a direct compason to be made beten Rael-XL and
the other softare sinulators. The perbrmance of Reel-XL is compaed with seeral ED had-
ware accelators: MARS [1,2], the XP poduct family from Zycad Cap. [43], and the Fujitsu SP
[33]. It is also compad ajainst sgeral LC accelestors: an unnamed systeny Zasio et. al[42]
and the &mily of IBM simulation engnes (LSM[9], YSE[15], and EVE[17]). For these systems
the peak pedrmance fjures ae estim#ed from pubished sinulation daa. Since the actity lev-
els in these siolations ae not gven,the EGPS §ures br ED sinulators ae estim#&d assuming
a 10% actiity level, which is typical br circuits we have testedPerformance estintas @ a 100%
actiity level are also dawed in an #empt to shay where the tade-of between the ED and LC
methods liesA summay of the perbrmance stuglis gven inTable 1.

6.1.1 Ravel-XL Performance M easurements

Assuming a cituit composed of 3-inputates and a 100% tia cate hit ate, equaion (14)
predicts a 4 CPG peak penfmance 6r Ravel-XL. At 33 MHz this yields a speed of 8.25 M-EGPS
which is 40 (espectrely 20) times aster than Reel in its full long/shar pah (respectiely long-
pah-only) simulation mode However, this estimge does not takinto account the stcture of the
test cicuits or the omber of gcles lost to caee misses or pipeline hadastalls.
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Table 1: Simulation Benchmark Results

System Algo- Timing Peak Speed (ﬁEGPS) Capacity | scal-
rithm Model able?
actwvity actwvity (gates)
=100% =10%

Verlog-XL | ED 1 value .004 .04 n/a
VCS ED 1 value .04 40 n/a
MARS ED rise/fall .065 .65 64K
(one boadl)
Ravel LC min/max .20 .20 n/a N
(long &
shot)
Ravel LC 1 value 40 40 n/a N
(long onl)
Zycad XP | ED rise/fall 2.5 25 256K Y
(one boad)
Zasio et. al.| LC unit delay 5.0 5.0 256K N
Ravel-XL | LC min/max | 6.6 6.6 < 280
(one boad)
IBM EVE |LC unit dely 12.5 12.5 4K Y
(one boad)
Fujitsu SP | ED unit delay 12.5 125 64K Y
(one boad) gates

5MB

mem

Figure 11shavs expelimental esults meased withtheVerlog-HDL model of Rael-XL. The
figure shavs hav the rumber of gcles required to sinulate eab gate changes with cicuit siz.
Since the werage rumber of gte inputs mg not be constant amss thevarious ciicuits in the
bentmak suite we also gaph the &erage number of gcles to pocess edt gate input. The
results shev a high sinulation cost br small cicuits—this is due to the dikculty of stheduling
gates without ead-aftetwrite (RAW) pipeline hazats.After this initial spile the sinulation cost
increases slely due to inceasing caloe miss ates lut appeas to gradualy taper off to a near
constant alue as the code lseduler is ble to patition the cicuit into stongly connected cdne-
resident bocks.
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Fig. 11. Experimental results obtained with the Verilog-HDL model of Ravel-XL using the
ISCASS89 suite of synchronous sequential benchmark circuits.

According toFigure 11we should epect a simlation rate doser to 5 CPGor lamge circuits,
which will reduce our mdicted peidrmance to bout 6.6 M—EGPSor ebout 33 timesdster than
the softvare \ersion of Rael.

It is instructive o examine he fraction ofclock cycles tha are wastedwhile waiting for RAW
hazads and cdee misses tde cleared As shavn in Figure 12 almost 40% of the pressor
cycles for the lagest cicuits ae spent seicing RAW and cabe-miss stallsWe expect this per
centaye to dop signifcantly with better compilaon of the cicuit equéions seeSection 7.2
Figure 13shavs how the perbrmance of Reel-XL, measued as thevaerage rumber of gcles to
simulate eab gate-input, varies with cabe miss @te. These mmbes were genested using the
ISCAS-89 s38584.1 behmalk circuit by artificially forcing catie missestahe desied ite. As
can be seen in thayfire, performance dops of lineady with an incease in missate.

It is worth pointing out thathe overhead of comumicaing with the host will be rgigible in
most casesAsyndironous host wites to R&el-XL cost 16 tock cycles, and eads betwen 15
and 18.As an &ample it will require 10 milliseconds to denload the 20,705age ISCAS89
bentmak circuit s38584 to the code mergaat the bginning of a sinulation, and the cost of
writing/reading the 290 pnary input/output @aluesead cycle represents ol about 5.3% of
total sinulation time
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Fig. 12. The fraction of cycles spent by Ravel-XL waiting for RAW hazards and cache
misses to be resolved , as a function of circuit size

6.1.2 Software Simulators

In its curent implementtion Ravel geneetes a simlation program in the MIPS R3000 instc-
tion set[20]. The tale belawv lists the mmber of mabine instuctions gneeted for a typical
gate:

Delay Model 2-input | 3-input | 4-input | n-input
long & shot pah | 71 100 129 71+ 29(n-2)
long pdah only 33 46 59 33+13(n-2)
zero dely 8 12 16 8+4(n-2)

At an ideal CPI of 1 on the bemmak workstaion, and assuming arvarage of 3-inputs/gte,
Ravel runs @ about 100 CPGThis ideal CPI ate is arely achieved, however, because of the l&c
of locality in the instuction steam poduced ly Ravel. Expeiments indicéed a damdic increase
in the cabe miss ate as soon as the sinf the simlation loop exceeded the s&zof the instuc-
tion cate[32]. As we mentioned irSection 4.5it has been obseed th&a memoy system pedt-
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Fig. 13. The variation in Ravel-XL performance, measured as the average number of cy-
cles to simulate each gate-input , as the missrate increases . The test circuit is S38584.1.

mance dgraddion due to lak of locality is a poblem common to LC simlators in geneal [22,
23). Even for modeetely sized circuits of seeral thousand ges the obseed CPI vas 2 or lager,
yielding a mininum CPG of 200dr a typical 3-input ge. The benbmak workstaion, a DECs-
tation 5000/240 unning @ 40MHz, can be rpected to dueve 0.20 M-EGPS with the full sim
lation model and 0.40 M-EGPS with longtpaonly delays. This agrees with the simlation daa
gathered in[31], which obseved a long-ptn-only simulation speed of 0.355 M-EGP®rfthe
ISCAS-89 S1196 cauit, a typical cicuit with a 13% actiity level and lage enough to cause the
CPI to be avund 2.

Expeiments using the ISCAS-89 sequentiatuit suite hae shavn the softvare implementa-
tion of Ravel to opeate about ten timesdster than/erlog-XL, and & about the same speed as
VCS, for circuits with actvity levels near 10%31]. In these ¥peliments Rael was un in long-
pah-only mode to maeg dosely mach the single-dela model ofVerilog. Based on this da,
Ravel-XL is expected toun 165 imes fster thaerilog-XL and16.5 tmes fister thavCs, and
at a 100% actiity level Ravel-XL would athieve speedups of 1650 and 1@Spectiely.

6.1.3 Event Driven Hardware Accelerators

The MARS hadware acceleator is a mico-programmadle system thiacan be psgrammed to
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simulate & mary abstraction leels. Numbes reported hee, for a single-boal system po-
grammed ér a 2-phase aitiple-delay algorithm and unning @ 10MHz [1, page 35],are &out an
order of m@nitude slaver than Reel-XL. This system is eagilscaldle using nultiple boads in
pamllel, and the autherexpect an almost linear inease in speed andpeecity with a nulti-board
system.

Zycad Coporation makets a hadware accelestor using an ED algrithm which suppots mul-
tiple-value ise/fall delays thda acieves a speed of 25 M-EGP$a10% actiity level. Circuit
actiity levels nmust be dove 50% befre Ravel-XL is faster This system is scabée with up to 16
boads, obtaining a linear speedup as lusaae adled Arbitrary delay models based on function
calls can be used a perbrmance penalty

Perhas the &stest simlator reported is the ralti-processing SP systenofm Fujitsu.The ony
reported wn times ag gven kelaive to an intemal software sinulator, complicding perbrmance
estimdion. However, they report a maxinum of 800 millioneventevaluaions per secondof a
64-processor system. Expolaing bak, we estimée 12.5 M-EGPS per pcessor ia 100%
actiity level, though the conditionequired for peak pedrmance a not gven. In adlition, the
SP ony suppots a unit-delg model,perhgs accountingdr its high perdrmance eldive to the
othes ED gproades.

6.1.4 Levelized Code Hardware Accelerators

Several other hagware accelestors use the LC tdmique One ly Zasio et. al. obtains 5 M-
EGPS though it is limited to a unit-dgfanodel br timing The most successful LC systemerav
those designedybIlBM, the Lagic Simulation Madine (LSM), Yorktown Simulation Engne
(YSE) and Enmneeing Verificaion Engne (EVE),with EVE being the mosecentAll share a
common athitectue, which also bea some esemkance to thaof Ravel-XL: it is a rulti-pro-
cessor systengad boad made up of a singlea piocessing pipeline and local insttion and
data memoies. A CISC-style instuction is usedbut theis is limited to a constant 5 inputs.
Boards can be scaled in @dlel using a lage clossbar witch, up to a maximmm of 512 boats.
They claim a peak thoughput of @er 3 billion EGPS and a pacity of 2 million gtes br a full
EVE system—a 500Kage benbbmak ran @ 490 M-GEPSThe IBM systems a&ralso limited to
a unit-dely model br timing.

7 FutureWork
In this section w& male some etrospectve obsevations @out the implementan and stee the
goals br a second-gnestion chip. We also discuss ongng work with several code optimizaon

problems in the Reel-XL compiler We condude with some obsestions on the use of Ral-XL
in a nmultiprocessor confjuration.

30



CSE-TR202-94Ravel-XL: A Hardware Accelerator for Assigned-Delay Compiled-Code Logic Gate Simulation

7.1 Architectural Improvements

As shavn in equéion (14), the speed of R&l-XL is curently limited by memoy throughput.
With a higher bandidth to memoy and moe paallel hadware in the gte/syndronizer evalua-
tion daapath we could conceibly obtain a simlation rate of 1 CPGThis will require the use of
technolagy sut as a mlti-port cade in the dea memoy and a &ster interéice to the code mem-
ory, su as a Ramis RDRAM[18]. As the sinulation speed in@ases the wte-through cabe
will quickly limit performance requiing a moe compl& cading stieme in conjunction with
degoer wiite-buffers, to limit the frequenyg of off-chip writes.

Other impovements thaare planned inlcde the A&ility to model gted-docks and tr-stae
bussesThe suppdrfor gated docking may require a notion of conditionalxecution (i.e brand-
ing) in the algrithm, and could intoduce signiftant complicéion in the hadware. The modeling
of tri-state husses will equire a epresenttion for impedancealues and a newired-lagic primi-
tive. Tri-state kusses can crently be modeled ¥ collgpsing them into equalent OR orAND
gates,though CMOS bs contention will not be coectly modeled

7.2 Compiler Issues

In the design of Rael-XL we made an &brt to creae a fexible system in Wwich the compiler
would not be equired to perbrm expensve optimizdions to abieve reasonhble perbrmance
The ony problems in the codeanegtion process thiarequire potentialy expensve optimizdions
are: 1) the odeling of the gte evaluaions in the insuiction steam tomaximize tmpoal locality;
and 2) the atering of the vaveform varables in déa memoy to contol spaial locality. To obtain
a 100% dea-cate hit ate we nmust guaantee thbead gate waveform value stgs resident in the
cadte from the time thiit is written until the last of itsanout gtes hae been ealuaed The ta-
ditional level-order (beadth-frst) traversal of the cicuit graph identifed with LC sinulators mgy,
for this eason/ead to poor da cadie perbrmance This will be paticulardy noticedle if the
width of the cicuit a& ary given topolgical level (number of gtes per lgel) exceeds the se of
the cabe

A preliminary version of a compilerdr Ravel-XL has been implemented to obtain theéada
shawvn in Section 6.1.1To address the mblem of impoving thetempoal locality in the code
and thus theaxhe miss ate, we hare explored seeral traversal te¢iniques as an alteative to the
strict level-order traversal.Basicall, the compiler iempts tdoroadcast a@e output to itsdnout
gates & soon as posdiafterits has eenevaluaed to maximie the likelihood of itspresencen
the daa catie while & the same time mimizing the average lifetime of all cabe entres. In gn-
eral, this poblem is NP-complet§26], but we hare obtained god results with simple heistics
using a ecusive deth-first traversal[38] of the cicuit. The algrithm stats & a pimary-output
and ecusively expands its &nin-cone genegrting code br eat gete (if it has not akad/ been
evaluaed) as it etums from the ecusion. Since cdte missesre likely to resulton ay signals
tha fanout fom this ock of gates to other locks, we d@tempt to ©ioose the nd primary-output
from a set of candides tha uses some of the agent set of uresohed fanout p#hs.
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Fig. 14. The effects of two different code ordering strategies on the cache hit rate (2K
word cache)

The onl problem with this tebnique is thathe ecusive traversal encouwages the sleeduling
of gates bllowed immeditgely by gatesthey fanout to, resulting inread-aftetwrite (RAW) pipe-
line hazads tha causefrequent talls. To comrect his pioblem the compiler ties to enswe that
there is d least one umlaed gite scheduledbetween tvo gates connectedyba common signal.
The efectvenesof these tw optimizdions over the simple beel-order tiaversal is shan in Fig-
ure 14

7.3 Multi-Processor Systems and System Scalability

With careful patitioning large digtal circuits can be sinlated in paallel with minimal inter
processor comamicaion and synhkronizaion. Indeed mary of the faster lgic simulation had-
ware acceleators use pallel tediniques 1, 2, 9, 15, 17, 33, 43]. Ravel-XL was designed with
suppot for multi-processing in mindMultiple Ravel-XL boaids can be placed on a single lbac
plane and one design piioned among these batw. Synbaronizaion can be handled in one of
two ways. If circuits ae patitioned oni a syndironizer boundaes, communicaion among the
different boads is necessgronly a the bginning of eab dock phase wen ne& input \ectos
are loadedIf a circuit must be boken betveen synhronizers, howvever, WAIT instructions can be
placed in the codetaequired synaironizaion points. Inthese onfigurations comnunicdion
occus onl through the bakplane and is maiged ly the host.This cieaes an obious bottle-
ned, but is a tieger altenative to the compbe crossbar intexonnection systenotind in mag
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other multiprocessor systems.
8 Conclusions

In this paer we desdbed Rael-XL, a hadware accelestor for levelized-code I(C) digital
logic gate sinulation. An architectue was deeloped to implement the Ral LC sinulation algo-
rithm in hadware, and a singleddp VLSI implementéion was pesentedThe Rael algorithm
adopted a unique aveform model thaallows timing information to be calcul@d dumg the lev-
elized tiaversal of the taditional LC sinulation processThis elimindes one of the seus limita-
tions of LC tetiniques vinen compagd withevent-diven ED) algorithms,namey the indility to
perform accuate timing sinulation. Ravel-XL, by implementing the Reel algorithm in had-
ware, is ale to pipeline the ge sirmulation process and takadiantaye of the paallelism avail-
able in the code to pwide a signiftant speedupver Rael running on a gneal-pumpose
computer Futther eficieng is gained ly customizing the design of the memaystem to mvent
simulation speed dgraddion when sinulating lamge circuits.

This implementaon is caable of executing an ater of manitude aster than the Ral algp-
rithm running in softvare on a gneal pupose computeand tw orders of manitude aster than
Verilog-XL, an ED sinulator, when sinulating lamge circuits with high gent-actvities. In a sin-
gle-boad confguration, the sinulation speed of Ral-XL is also competitie with those of se
eral other commaial and eseacth hadware accelestors, and its simple higlytintegrated
implementéon should gve it a signifcant pice/perbrmance adantaye. Ravel-XL is also easy
scaldle to rmulti-board paallel simulation confgurations,and should be gable of sinulating a
speeds compalle to those of other paltel sinulation accelestors sud asYSE, EVE, and the
Zycad XP

Work is still in progress on the similation front-end softare and code compii@n and optimi-
zdion software. An important gpal in the poject is to pevent the needolr expensve code pe-
processingLarge circuits will require some optimiz#ons in stieduling the code to prent dda-
cadie misseshput preliminaly work suggests tha simple algrithms will be suficient in most
casesWork is also contining on the poblem of circuit patitioning to minimiz the conneatity
of circuit blocks split aver different pocessaos in a nulti-boad paallel Ravel-XL configuration.
In addition, we ae examining impovements to the ahitectue based onxperence gined dur
ing the curent implementgon.
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