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Abstract

The active (state-machine) replication protocol has been one of the commonly adopted approaches
to provide fault tolerant data services. In such a scheme, service state is replicated at all participat-
ing servers and client requests are presented to all the servers. A strict consensus protocol ezecuted
by the servers ensures that all servers receive all the requests in the same order. The output of each
request from all the servers are then compared to mask the result of faulty server(s). However, the
overhead associated with running the strict consensus protocol tends to slow down the response to
client requests, which makes it unsuitable for real-time applications where timing predictability is
a necessity. This paper presents a weak consensus model called “temporal consensus” that reduces
such overhead and enable the active scheme to meet the timing constraint of real-time applications.

1 Introduction

Active (state-machine) replication [32] is a commonly used approach by modern systems to
provide fault-tolerant data service. In such a system, service state is replicated at all participating
servers and client requests are presented to all the servers. A strict consensus protocol executed by
the servers ensures that all servers receive all the requests in the same order. Output of each request
from all the servers is then compared to mask the result of any faulty server(s). The advantage
of the active approach is the transparency and speed of failure recovery. The client does not see,
nor does it need to know, that there are faulty servers. However, the overhead associated with
running the strict consensus protocol tends to slow down the response to client requests, which
makes the traditional active replication model unsuitable for real-time applications where timing
predictability is a necessity.

Consider a scenario in which a client poses a query concerning an object to an active replication
service. If the value of the object is static and does not change as time advances, then the replicas
would reach a consensus on the value of the object at some point of time and can return the exact
value of the object that is agreed upon by all correct replicas. If the value of the object changes
with time, the replicas can still manage to give the client an exact value of the object provided that
the frequency of changes is small such that there is enough slack between two successive updates
of the object for the replicas to reach a consensus on the value of the object. Now, suppose the
object’s value changes frequently such that the slack between two successive updates is not enough
for the system to reach an agreement. Then it is unclear what the correct behavior would be
for the replicas. Since the data could go through many changes as the query is spreading among



the servers, each replica may hold a different value for the object when the query is received at
each replica. This would introduce confusion as to what, if anything, should be sent to the client.
Traditional solutions to this problem involve either holding back the response until the servers reach
a consensus or letting the servers take a vote and sending the value that the majority servers agree
on to the client.

However, the methods adopted by traditional active replications in the above situation are
inadequate. The flaw of the traditional consensus approach is that if the frequency of changes of
data values is high, then there may not be enough slack between any two successive updates for the
consensus protocol to run to completion. Hence, the servers may never reach a consensus (provided
that data loss is not permitted). Moreover, the time the consensus protocol takes would delay
the response to clients, which could lead to violation of timing constraints imposed by the target
real-time applications. The problem for the second approach is that an answer is not guaranteed in
a real-time environment because the data are continuously changing and there may not exist any
single value that is agreed upon by a majority of servers.

The solution to the above problem lies in the relaxation of the requirement that the value
returned must be a copy of the object that is agreed upon by all correct replicas. Since many
applications do tolerate some staleness of data, a value that not all correct processes agree on could
still be acceptable for these applications, provided that such a value is within some limited range of
the copies on all correct processes. Hence, we could relax the criteria for the traditional consensus
agreement: instead of requiring all correct processes to agree on an exact value of the object, we
rather relax the requirement so that all correct processes agree on a limited range of values for the
object. We call this kind of consensus weak consensus. In such a scenario, a replica can send a
response to the client as long as the value is within the acceptable range, and the client can then
simply pick any of the responses (if many) it receives as a correct answer. Apparently, this solution
avoids the costly consensus protocol and the vote process.

This paper presents a temporal consensus model that relaxes the criteria of the traditional con-
sensus agreement from the time domain to facilitate fast response to client requests and reduced
system overhead in maintaining the redundant components. Based on the temporal consensus
model, we construct a real-time active replication service that achieves a balance between fault
tolerance and timing predictability in active schemes. The rest of the paper is organized as follows:
the next section described the concept of temporal consensus. Section 3, 4 and 5 introduce three
variations of temporal consensus: strict, sequential, and release temporal consensus. Section 6
presents the development of a real-time active replication. Section 7 addresses implementation
issues followed by a performance. analysis in Section 8. Section 9 gives some example applica-
tions that can take advantages of the temporal consensus model and the real-time active scheme.
Section 10 summaries the related work. Section 11 is our conclusion.

2 Temporal Consensus

Weak consensus is a relaxation of the traditional consensus problem such that instead of re-
quiring that all correct processes agree on an exact value of the concerned object, the requirement
for consensus is weakened to that all correct processes agree on a limited range of values for the
object. This relaxation is possible because in many real-time applications, different data values
for the same object are acceptable provided that the difference between these values are bounded



within some given range. Therefore, we do not have to require that the data copies of the same
object are exactly the same on all correct replicas. Two values that are within some bounded range
from each other are said to be consistent with each other. The “range” used in the weak consensus
model can be specified on a variety of domains. It can be the value domain in which case, the value
of the object on each replica must be within some pre-specified bound with the values of the same
object on other replicas. It can be the version domain, in which case the version of an object must
be within some bound of the versions of the object on other correct replicas. It can also be the
time domain, in which case the timestamp of the last update of the object on one replica must be
within some bound of the timestamps of the last update for the same object on other replicas.

We choose to use the time domain for our study because we are mainly concerned with real-time
applications where time is the basic element. We define a system to be in a temporal consensus
state if the timestamps of the copies on all correct replicas for the same object are within some
bound of some time units with each other. Let T denote the timestamp of the last update for
object 7 at server s, & denote the bound on the range of timestamp for the same object, then
temporal consensus requires that the difference between the timestamps of the same object on
different servers be bounded by the given constraint, i.e. |T2(¢) — T7(¢)| < 4,i=1,2,...,m, where
m is the total number of objects in the system. This concept is illustrated in Figure 1.
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Figure 1: System View of Temporal Consensus

Borrowing from the traditional consistency models used in distributed shared memory, we can
define different types of temporal consensus. Each type of temporal consensus is useful for one
class of applications. Below, we introduce strict, sequential, and release temporal consensus, which
corresponds to the strict, sequential, and release consistency in traditional data consistency model.

3 Strict Temporal Consensus

From the perspective of a client, strict temporal consensus is achieved if any read to a data
object in the server group returns a value whose timestamp is no more than é time units earlier
than the timestamp of the last write of the same data object in the system. Let W (z,¢) denote the
operation that writes data item = with a value of timestamp ¢, R(z,t) denote the operation that
reads data item z with a returned value of timestamp t. Then Figure 2 shows examples of legal
and illegal operations under this strict temporal consensus model (z-axis represents real time line).
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Figure 2: Strict Temporal Consensus

Below, we give an update protocol that maintains strict temporal consensus among a collection
of cooperative processors. We divide update messages into two categories. One is called ordinary
updates issued by the client, the other class is called forced updates issued by another server. A
forced update is an update that must be done regardless of the status of the server’s last update
and acknowledgement is required. A forced update message can also be regarded as a consensus
message in some sense. If we let £; denote the timestamp of the last update for the concerned
object at a local host, let ¢, denote the timestamp of the incoming message, then a protocol that
achieves the strict temporal consensus is as follows:

Every process p executes the following:
receive(m,ty,) occurs as follows:
if m is an ordinary update message then
if t,, <ty then
discard the message
else
update object locally
multicast a forced update message

if m is a forced update message then
send acknowledgement to the sender
if ¢, > ty then
update object locally

4 Sequential Temporal Consensus

The previous section described strict temporal consensus. However, not all applications require
the same level of temporal consensus. For example, in modern programming practice, people writing
parallel programs do not assume any order of execution between instructions of separate programs.
But the order within each program is fixed. This kind of practice, in real-time applications, can in
effect be supported by an even weaker consensus semantics. Sequential temporal consensus extends
the basic form of temporal consensus and addresses this class of practice. It is achieved if the result
of any execution is the same as if the operations of all processors were executed in some sequential
order, and the operations of each individual processor appear in this sequence in the order specified
by its program, and each read returns a value whose timestamp is no more than § time units apart



from the timestamp of the value writien by the latest write proceeding the read in this sequence.
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Figure 3: Sequential Consensus

Figure 3 depicts some examples of legal and illegal operations under the sequential temporal
consensus model. Figure (a) shows three examples of legal operations. These operations are legal
because a possible sequence of execution exists for all three operations that satisfies the listed
conditions and preserves the program order (operation order within each process). The operation
in (b) is illegal because the only sequence that satisfies the conditions of t3 > ¢; — 6 and t3 < ¢; — 6
is R(z,t3), W(z,t1), R(z, t3) which violates the program order of processor Ps.

An alternative but equivalent view of the sequential temporal consensus is as follows: if a read
returns a value whose timestamp is no more than é units apart from the timestamps of some
writes, then all subsequent reads must return a value that is no more than § time units earlier than
those of the same writes. In other words, a later read is at least as, if not more than, temporally
consistent as an earlier one. In light of this alternative view, two processors need not see the same
sequence of operations as long as every pair of neighboring reads in each individual sequence is
temporally consistent, i.e. their corresponding timestamps are no more than ¢ time units apart.
For example, P; may see a sequence of R1 Ry R3 while P, may see the sequence of RyR; R3. As long
as R; is temporally consistent with both R, and Rz, and R, is temporally consistent with Rz, then
sequential temporal consensus is preserved in this instance. In fact, we have the following theorem:



Theorem 1: If for every process p, and the sequence of neighboring reads observed by p, R =
{R1R;...R,}, the condition R;;; > R;— 4§ holds for all s € {1,2,...,n}, then sequential temporal
consensus is achieved.

In essence, sequential temporal consensus guarantees that a later read always returns a better
value in the temporal sense. It is not difficult to see that sequential temporal consensus is a
relaxation of the basic form of temporal consensus since it does not guarantee that any particular
read returns a value that is temporally consistent with any particular write. To ensure this, explicit
semaphore or synchronization mechanisms should be used. Using the same notations we introduced
before, the following is a protocol that achieves sequential temporal consensus among a collection
of cooperative processors.

Every process p executes the following:
receive(m,tm,) occurs as follows:
if m is an ordinary update message then
if t,, <ty then
discard the message
else
update object locally
if t,, > t, + 6 then
multicast a forced update message

if m is a forced update message then
if t,, <ty then
discard the message
else
send acknowledgement to the sender

if ¢, > ty then
update object locally

5 Release Temporal Consensus

Sequential temporal consensus does not count on any order of execution between the instructions
of separate parallel programs, and does not guarantee that a particular read returns the value
written by a particular write. When the order of events is essential and a guarantee is needed for
a read to return the value of some particular write, synchronization operations should be used.
This leads us to release temporal consensus. Under release temporal consensus, a read after an
acquire operation is guaranteed to return a value whose timestamp is within é time units from the
timestamp of the value that is last written into the system before a release operation. And all
processors see all accesses to synchronization variables in the same order.

Figure 4 shows some examples of valid and invalid operations under the release temporal con-
sensus model. The operations in (a) are legal under release temporal consensus because each read
after an acquire operation returns a value that is temporally consistent with the last write before a
release operation. The operations in (b) are illegal because they do not meet the above condition.
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Figure 4: Release Consensus

The algorithm for implementing release temporal consensus is straightforward and just like the way
semaphore is used. We omit it here.

6 Real-Time Active (RTA) Replication

Based on the temporal consensus model introduced above, we can construct a real-time active
replication scheme to achieve a balance between fault tolerance and timing predictability.

As we said before, the single most important issue in an active replication scheme is the con-
sensus protocol. In traditional active replication, a strict consensus must be sought for each update
on each data object. This induces a very high system overhead, which consumes precious resources
that can be used in processing client requests. The temporal consensus model introduced in this
paper relieves the burden in two ways. First, in the temporal consensus model, not every update
by client needs to be propagated to all the servers in the system. Second, any two updates whose
timestamps are within some given bound from each other can be delivered in any order. Further-
more, one of such two updates can be dropped all together. The relaxation of the strict consensus
requirement frees the servers from intense internal communications. Consequently, the servers can
dedicate more resources to client request processing, which speeds up system response time and
enables the modified active replication scheme to achieve timing predictability. Any of the three
temporal consensus semantics can be used in our RTA scheme, but we chose sequential temporal
consensus for the reason that it conforms to the most common programming practice in the field.



6.1 System Model and Assumptions

The real-time active replication scheme consists of a group of cooperating replicas. All repli-
cas maintain the system state and interact with clients. Each replica updates the local copies
of any object independently from other replicas and notifies such an update to the rest of group
members. Unlike the traditional state-machine scheme, this prototype adapts the sequential tem-
poral consensus protocol proposed in this paper, and decouples client read and write operations
from communication within the service, i.e. the update and notification transmissions among the
replicas. Figure 5 shows the architecture and server composition of the RTA replication service.

Clients Clients

create/delete \ ‘acknowledgement create/delete acknowledgement

notification
update transmission

Communication
Manager

Communication
Manager

acknowledgement

Update Update o
i Scheduler Scheduler read/write ,
 readwrite notification \ P
N update transmission -
B acknowledgement &/ Clients
Clients ° acknowledgement acknowledgement

/// \:
4 N
B notification

o acknowledgement
update transmission

Communication

Real-Time Interface Manager Redl-Time Interface

Manager
0 read/write -

e
acknowled m .
9 - Clients

Clients

Figure 5: RTA Architecture and Server Composition

The graph only shows three replicas. In practice, there can be as many replicas as needed.
Each server has an object manager which handles object registration and admission control ad-
ministration that determines the merit of all client requests, an update scheduler which handles
the writes of the objects in the system, and a communication manager which handles the internal
communication between the servers which includes sending messages to other replicas in the system
at the behest of the update scheduler or object manager. Since read and write operations do not
trigger transmissions to other replicas, client response time depends only on local operations at
each server which can be handled much more quickly and effectively. This allows each replica to
handle a high rate of client requests while independently sending update messages to other replicas.

A client task periodically or randomly updates objects on the host it interacts with. Each replica
balances the demands of the client application’s processing and the maintenance of sequential
temporal consensus within the system by selectively transmitting messages to other replicas. The
primary goal of the temporal consensus model is to determine when updates are sent to the other



group members such that the aforementioned balance is achieved. Each host executes an admission
control algorithm as part of object creation to ensure that the update scheduler can schedule
sufficient update transmissions for any new object admitted such that the required consensus is
achieved. Unlike client reads and writes, object creation and deletion require complete agreement
among the replicas.

The system is designed to run under various system conditions and can tolerate a wide range
of faults. We assume that processes can suffer crash or performance failures. (We do not assume
Byzantine or arbitrary failures.) Send omissions and receive omissions are also allowed, e.g., due to
transient link failures, or discard by the receiver, due to corruption or buffer overflow. Permanent
link failures (resulting in network partitions) are not considered. We also assume that the envi-
ronment is deterministic, i.e. the pattern and probability of a fault occurring is known or can be

bounded.

6.2 Optimization

However, the discussion on temporal consensus does not minimize the average maximum tem-
poral distance between servers in a system nor the overall CPU overhead in the system used in
maintaining a given bound on such distance. The system will be better if we can optimize it from
the above two aspects. We have built an optimization mechanism into the real-time replication
scheme. Optimization is achieved through careful formulation of objective functions and systematic
approach in the selection of update transmissions in the system. Due to space limit, we omit it
here.

7 Implementation

We have developed a prototype implementation of the real-time active replication scheme run-
ning the sequential temporal consensus model. The reminder of this section describes the relevant
issues of this implementation.

7.1 Environment and configuration

The replication system is implemented as a user-level z-kernel based server on the MK 7.2
microkernel from the Open Group!. The z-kernel is a protocol development environment which
explicitly implements the protocol graph [13]. The protocol objects communicate with each other
through a set of z-kernel uniform protocol interfaces. A given instance of the z-kernel can be
configured by specifying a protocol graph in the configuration file. A protocol graph declares the
protocol objects to be included in a given instance of the z-kernel and their relationships.

We chose the z-kernel as the implementation environment because of its several unique features.
First, it provides an architecture for building and composing network protocols. Its object-oriented
framework promotes reuse by allowing construction of a large network software system from smaller
building blocks. Secondly, it has the capability of dynamically configuring the network software,
which allows application programmers to configure the right combination of protocols for their

!Open Group is formerly known as the Open Software Foundation (OSF)



applications. Thirdly, its dynamic architecture has the advantage of adapting more quickly to
changes in the underlying network technology [27].

Our prototype RTA system consists of four replica servers which are hosted on different machines
that are connected by a 100MB fast ethernet line. Each machine has its own client application?.
The client randomly registers and accesses data objects with/of the system through the server on
which it is running. It periodically or randomly updates any object through the local copies. If the
updated object is shared, then it is the responsibility of the server on which the update occurred to
notify other servers of this event and to limit the inconsistency of the data among the cooperating
servers. The servers communicate with each other through an IP multicast protocol and the client
accesses the server using Mach [PC-based interface (cross-domain remote procedure call).
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Figure 6: RTA Software and z-kernel Protocol Stack

Figure 6 shows the software and z-kernel protocol stack. At the top level is the application
programming interface which connects the outside clients to the Mach server on one end and Mach
server to the z-kernel on the other end. The RTA protocol sits right below the API layer. It serves
as an anchor protocol in the z-kernel protocol stack. From above, it provides an interface between
the z-kernel and the outside host operating system, the OSF Mach in this case. From below, it
connects with the rest of the protocol stack through the z-kernel uniform protocol interface. Each
host interacts with other hosts through the RTA protocol implemented inside the z-kernel protocol
stack (on top of UDP as shown in Figure 6). The underlying transport protocol is UDP.

2The model allows stand alone clients as well as clients that run on the same machine as the server replicas. What
we mean by client here is the code that reads/modifies the data objects. One can view the latter mode as replicating
the application that accesses the data objects. The current implementation supports this mode of operation, i.e., the
client application runs on the servers. The implementation can be easily modified to handle requests from remote
clients.
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7.2 Admission Control

Before a client starts to send updates of a data object to the server it is residing on, it first
registers the object with the service so that the host server can perform admission control to
decide whether to admit the object into the service. During registration, the client reserves the
necessary space for the object on the local server and on the remote servers. In addition, the client
specifies the frequency that it will update the object as well as a valid temporal range (temporal
consensus constraint) allowed for the object among the cooperating servers. The frequency of
update is specified as an update period p if the updates are periodic, and as a mean update rate
A if the updates are random. The host server checks the value of §, and £, the average maximum
communication delay among the cooperating servers. The temporal consensus can be met if § > £.
If the test fails, the object is rejected because the temporal consensus cannot be maintained. In
such a case, the host server can provide feedback so that the client can negotiate for an alternative
quality of service for the object.

If the above test passes, the host server needs to check if it can schedule necessary updates
(to the other servers). In other words, it will perform a schedulability test. Specifically, the local
server must be able to schedule at least one transmission within § — [ time units for each update
without violating the consistency constraints of all existing objects. For example, the host server
will perform a schedulability test based on the Rate-Monotonic scheduling algorithm [24] using the
maximum frequency of updates supplied by the client during registration. If all existing update
tasks as well as the newly added update task for object 7 are schedulable, the object passes the
schedulability test. After both the schedulability and temporal consensus tests, the server also needs
to perform a network bandwidth requirement test. The server computes the system’s bandwidth
requirement BD, using a number of parameters including the number of objects, their sizes, and
the frequency at which these objects are updated. Then it compares the value of BD with the
available network bandwidth of the system. If BD is satisfiable, the object is admitted.

In the case of message loss, only slight modification is needed in the above three tests. For
the temporal consensus test, the host determines the admissability of the object based on three
factors: maximum frequency of updates, the average maximum transmission delay among the server
group, and the probability of message loss. Specifically, suppose the probability of message loss
is p, and the probability that we want to ensure the delivery of update to remote servers is P,
then the number of retransmissions needed is log(1 — P)/logp. Then the minimum time interval
of any two consecutive updates from the client must be at least (log(1 — P)/log p)¢ which requires
8 > (log(1 — P)/logp)f. If this condition is met, then the temporal consensus constraint of the
object can be met. The schedulability test is adjusted so that the system must be able to schedule
log(1 — P)/logp number of transmissions for each update within next § — £ time units, while
the bandwidth test is modified such that the bandwidth requirement is recalculated based on the
increased number of transmissions that are necessary.

7.3 Update Scheduling

In our model, client updates are decoupled from internal communication among the replicas.
Whenever an update occurs, the updating host needs to decide whether or not to propagate the
update to the other servers in the cooperating group. The decision is influenced by the timestamp
when the immediately older update (than the current one) was received and the timestamp when
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the immediately older multicasts of update from this host occurred. Take whichever is greater and
compare the difference of such obtained timestamp with the current timestamp. The algorithm
described in Section 4 is used for the update scheduling. Specifically, if the current timestamp is
more than § — £ apart from the aforementioned timestamp, the host multicasts the update to the
servers. If message loss is to be considered, we only need to modify our algorithm to take into
account the number of retransmissions that are needed. Specifically, if the current timestamp is
more than é — (log(1 — P)/logp)¢ apart from the aforementioned timestamp, the host multicasts
the update to the other servers since otherwise sequential temporal consensus of the server group
could be compromised. If optimization is desired, it can be achieved by modifying the update
scheduling according to the algorithms described in RTPB paper.

7.4 Failure Detection and Recovery

Failure detection and recovery are key components of a replication service, for they determine
the availability of the service. Our approach uses the acknowledgement that is required for every
forced update and registration messages. These acknowledgement messages serve as the heartbeats
among those servers. If an update request goes unacknowledged for some period of time, it will
timeout and resend the update message. If there is no response beyond a certain amount of time, the
server will declare the other end dead. The local host will then remove the name of the dead server
from the name file and consequently all future communication with the dead server is cancelled. A
new server can join the group simply by sending a join request to the group. To simplify things, we
chose to let a new server send the join request to the host whose name appears last in the name file.
After receiving a join request, a server acknowledges the request and transfers state information to
the new server. After receiving the state information, the new server can then invoke its own client
application and start to serve requests.

8 System Performance

This section summarizes the results of a detailed performance evaluation of the RTA repli-
cation service built on the temporal consensus model. The prototype evaluation considers three
performability metrics:

e System response time
e Inter-server temporal distance
e Probability of temporal consensus

These metrics are influenced by several parameters, including client write rate (minimum time
gap between two successive updates), temporal consensus constraint, number of objects accepted,
communication failure, and optimization.

8.1 System Response Time
To show that the service is suitable for supporting real-time applications, we measured the

system response time to client requests. As the system runs, we let the client pose a series of
queries to the service, record the time it takes for the service to respond to each request, and
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average the results out to get the average response time. Figure 7 depicts the system response
time. Graph (a) depicts the metric as a function of the number of objects accepted in the system
for a fixed temporal constraint of 100 milliseconds while graph (b) depicts the graph as a function
of the temporal constraint placed on the system for a fixed number of objects of 500. We observe
a number of things from the graphs. First we see that the average client response time is fast for
both graphs, ranging from 0.23 to 0.4 milliseconds, which means the system is indeed suitable for
real-time applications. The fast response time was the result of the decoupling of client request
processing from server updates and internal communication within the server group. The relaxation
of the traditional consensus requirement to temporal consensus is also a significant contributor.
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Figure 7: Average Response Time of RTA

Second, we see that the number of objects has a modest impact on the response time. As
the number of objects increases, the response time increases slightly. This is due to the fact that
the admission control in the system acts as a gate keeper that prevents too many objects from
being admitted. Hence, only a limited number of objects can actually get in, which prevents the
system performance from degrading. Such a limit is determined by the available system resources
at the time of registration. Graph (b) shows that temporal constraint has an inverse impact on
the response time. As the temporal constraint increases, the response time decreases slightly. This
is because larger temporal constraint gives the replicas more leeway in delaying the handling of
the updates while giving priority to client request processing which consequently leads to faster
responses. Finally, we observe that for the same number of objects or the same value of temporal
constraint, the smaller the minimum time gap (the more frequent the updates are), the longer the
response time. This is because more frequent updates consume more resources and hence leave less
resources for processing client requests, which consequently increase the response time.

8.2 Inter-Server Temporal Distance

One objective of the temporal consensus model is to bound data inconsistency between any two
replicas in the service to a given range. Hence, it is important to measure the average maximum
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inter-server temporal distance between any two servers. In this experiment, as the system runs, we
take snapshots of the system at regular time intervals, find the timestamps of the objects at each
replica, get the maximum difference of the timestamps for each object between the replicas, and
then sum them together to derive the average maximum inter-server temporal distance. Figure 8
shows the average maximum inter-server temporal distance as a function of the average probability
of message loss between any two communicating servers. The graphs depict two cases with (a) being
the case where no optimization techniques are used and (b) being the case where optimization is
used. Both graphs plot the average maximum temporal distance for various minimum time gaps
between successive updates.
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Figure 8: Inter-Server Temporal Distance in RTA

From the figures, we see that the average maximum temporal distance between any two servers
is close to zero (roughly the one way message transmission time of 3 milliseconds) when there is no
message loss. However, as message loss rate goes up, the distance also increases. For example, when
the message loss is 10 percent, the average maximum inter-server temporal distance could exceed
100 milliseconds for graph (a) and 8 milliseconds for graph (b). In general, the distance increases
as message loss rate increases or client write rate decreases. Graph (b) shows that optimization
has a significant impact on the average maximum temporal distance.

We conclude from the graphs that the performance of the system is good when message loss
rate is low. But as message loss rate goes up, the performance could become unacceptable to some
applications if no optimization is used. The graph that uses optimization has a better performance
under severe message loss because the impact caused by message loss is compensated to some extent
by the optimization since it schedules as many updates to the other servers as system resources
allow.
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8.3 Probability of Temporal Consensus

The other important metric of the system is the average probability that the system is in
temporal consensus state at any given time instant. In this experiment, we let the system run
normally. Then we take snapshots of the system at regular time intervals. For each snapshot of the
system state, if the replicas are in temporal consensus, we count it as a consistent snapshot. We
then sum up the total number of temporally consistent snapshots and divide it by the total number
snapshots of the experiment to derive our probability. Figure 9 shows the average probability of
temporal consensus within the system as a function of the temporal constraint. We measured the
outcome under four different minimum time gap between successive updates of objects of 100, 300,
700, and 1000 milliseconds. The difference between (a) and (b) is that (a) does not use optimization
while (b) uses optimization to ensure better performance.
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Figure 9: Average Probability of Temporal Consensus

From the graphs, we see that the average probability of temporal consensus is lower for smaller
temporal constraint and update time gap. This is because the smaller the temporal constraint,
the harder it is to achieve temporal consensus because the message delivery takes time and the
temporal constraint may not allow sufficient slack for the message to be delivered. Furthermore,
the more frequent the updates are (the smaller the update time gap), the more updates need to be
broadcasted to the system to achieve temporal consensus which may be difficult as the available
system resources are bounded.

The comparison between (a) and (b) shows that optimization improves performance with respect
to probability of temporal consensus in the system. Actually, the improvement is significant and
broad based. For example, when temporal constraint is 300 milliseconds and the update time gap
is 100 milliseconds, the probability with optimization is about 0.3 while the number is 0.2 when
no optimization is allowed. Overall, the performance is improved by about 35%. A re-draw of the
graphs in Figure 10 depicts more clearly the improvement.

But optimization or no optimization, we see that the system remains in a temporal consensus
state if the temporal constraint is 600 milliseconds or larger. This is because our experiment is
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Figure 10: Probability of Temporal Consensus

conducted on a local LAN connected by a fast Ethernet and message transmission is very reliable
and fast. A temporal constraint of 600 milliseconds is sufficiently large for all servers to reach
temporal consensus. We anticipate that the probability of consensus will decrease in wide area
environments.

9 Applications

The temporal consensus model developed in this paper can be used in a wide variety of ap-
plications that require timing predictability yet tolerate some degree of data staleness. Below, we
describe a number of such applications.

9.1 Telephone Directory System

Consider using the temporal consensus model to replicate the records of phone numbers in
which a large number of servers are scattered throughout the country. If there is a change in the
record, the local server changes immediately, but the other servers need not do the same. Instead,
the change at the other servers can be delayed for a carefully selected ¢ time units. In other words,
we maintain the server group in a temporal consensus state. Such relaxation is possible due to two
reasons. First, the access to the updated record in a remote server is infrequent and the probability
of such an access occurring within é time units is very small. Second, in the rare case where an
access to the updated record does occur within 4 time units in a remote server, the return of an
old value may be acceptable since such a value can be used in tracing the new value by the users
provided that the old value is no more than § time units apart from the new value.
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9.2 Web Server System

In the realm of cyber space dotted with countless web servers, a user usually accesses the local
server and occasionally accesses a remote server. When this happens, the client or proxy caches the
document fetched from the remote server. Since a user usually accesses a remote server regularly,
i.e. at fixed time of the day or week, such a system can be implemented nicely by the temporal
consensus model, i.e. the web server, the clients, and the proxies can be organized into an active
replication scheme running our temporal consensus model. When there is a change in the original
document, the local server is updated immediately, but the remote ones do not need to be changed
instantly. Instead, we allow some leeway ¢ for the change to be reflected in remote servers. Since
users are not likely to request accesses to the updated information on remote servers very soon,
such a delay is tolerable. Moreover, even if the users do request accesses to the new information
from a remote server and get an old value for the requested item, the user can still use the old
information or simply try to reload sometime later and the information will be updated.

In essence, the feature of the temporal consensus model in the replication scheme guarantees
that cached copies will be brought to the same state as the original one within é time units after
the update at the original site. An alternative view of this is that cached copies are at most § time
units apart from the original document. One thing worth noticing is that Web cache is a special
case of active replication scheme in the sense that writes only come from a single host, i.e. the web
server, while reads can come to any host in the group (this special case is called the single writer
active replication).

9.3 Cache System

A cache system is another good example for the application of the temporal consensus model. A
cache system implemented by such a scheme focuses on providing fast response to client reads while
delaying some updates. When a cached item is changed, the local cache is updated to reflect this
but the remote ones do not need to do the same. Since the next access to the updated item would
most likely come from local users, a delay in updating the remote cache entries would be acceptable.
The é bound on such delay for the update of remote cache entries can be computed based on the
rate of access in each server, the rate of updates occurring, the distance between the replicas, and
optionally the probability distribution of access in any given time period. Experimental data can
be collected to evaluate the effect of these parameters on the § bound or the effect of a chosen §
bound on system performance.

9.4 Hypothesis Test System

In a hypothesis test system, a collection of servers cooperate to provide accurate estimation of
the projection trail of a traveling missile. As each radar image becomes available to the system, each
server carries out its computation independent of other servers. At the end of the computation for
each incoming radar image, the top ten percent of the calculated projection trails from each server
is collected and fed back to the system along with the next radar image. The temporal consensus
model is well suited for such an application. As the computation goes on, the servers periodically
exchange information about their corresponding computation and compare their results. Any
significant discrepancy is a cause of alarm. Otherwise, the system proceeds normally as long as the
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results are in temporal consensus. The frequency of exchange can be influenced by the é bound
which in turn, can be adjusted accordingly based on the frequency of incoming radar images and
other factors.

10 Related work

10.1 Replication models

One can structure a distributed system as a collection of servers that provide services to outside
clients or to other servers within the system. A common approach to building fault-tolerant dis-
tributed systems is to replicate servers that fail independently. The objective is to give the clients
the illusion of service that is provided by a single server. The main approaches for structuring fault-
tolerant servers are passive and active replication. In passive replication schemes [3,5,7, 8], the sys-
tem state is maintained by a primary and one or more backup servers. The primary communicates
its local state to the backups so that a backup can take over when a failure of the primary is detected.
This architecture is commonly called the primary-backup approach and has been widely used in
building commercial fault-tolerant systems. In active replication schemes [6,10,15,26,31,32,34],
also known as the state-machine approach, a collection of identical servers maintain replicated copies
of the system state. Updates are applied atomically to all the replicas so that after detecting the
failure of a server, the remaining servers continue the service. Schemes based on passive replication
tend to require longer recovery time since a backup must execute an explicit recovery algorithm
to take over the role of the primary. Schemes based on active replication, however, tend to have
more overhead in responding to client requests since an agreement protocol must be run to ensure
atomic ordered delivery of messages to all replicas.

Past work on synchronous and asynchronous replication protocols has focused, in most cases,
on applications for which timing predictability is not a key requirement. Real-time applications,
however, operate under strict timing and predictability constraints that require the system to
ensure timely delivery of services and to meet cewcin consistency constraints. Hence, the problem
of server replication possess additional challenges in a real-time environment. In recent years,
several experimental projects have begun to address the problem of replication in distributed hard
real-time systems. For example, TTP [16] is a time-triggered distributed real-time system: its
architecture is based on the assumption that the worst-case load is determined apriori at design
time, and the system response to external events is cyclic at predetermined time-intervals. The
TTP architecture provides fault-tolerance by implementing active redundancy. A Fault-Tolerant
Unit (FTU) in a TTP system consists of a collection of replicated components operating in active
redundancy. A component, consisting of a node and its application software, relies on a number of
hardware and software mechanisms for error detection to ensure a fail-silent behavior.

DELTA-4 [4] is a fault-tolerant system based on distribution that provides a reliable networking
infrastructure and a reliable group communication and replication management protocols to which
computers of different makes and failure behavior can plug in. It also supplies an object-oriented
application support environment that allows building application with incremental levels of fault-
tolerance while hiding from the programmer the task of ensuring predictability. The leader-follower
model was used extensively in DELTA-4 XPA [9] in which decisions are made by one privileged
replica called leader that imposes them on the others. Followers are ranked so that if a leader failure
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is detected, take-overs is immediate and the new leader simply resumes executing. RTCAST [1] is
a lightweight fault-tolerant multicast and membership service for real-time process groups which
exchange periodic and aperiodic messages. The service supports bounded-time message transport,
atomicity, and order for multicasts within a group of communicating processes in the presence of
processor crashes and communication failures. It guarantees agreement on membership among the
communicating processors, and ensures that membership changes resulting from processor joins or
departures are atomic and ordered with respect to multicast messages.

Rajkumar [12,30] present a publisher/subscriber model for distributed real-time systems. It
provides a simple user interface for publishing messages on a logical “channel”, and for subscribing
to selected channels as needed by each application. In the absence of faults each message sent by a
publisher on a channel should be received by all subscribers. The abstraction hides a powcble, ana-
lyzable, scalable and efficient mechanism for group communication. It does not, however, attempt
to guarantee atomicity and order in the presence of failures, which may compromise consistency.

10.2 Consistency semantics

The approach proposed in this paper bounds the overhead by relaxing the requirements on the
consistency of the replicated data. For a large class of real-time applications, the system can recover
from a server failure even though the servers may not have maintained identical copies of the repli-
cated state. This facilitates alternative approaches that trade atomic or causal consistency amongst
the replicas for less expensive replication protocols. Enforcing a weaker correctness criterion has
been studied extensively for different purposes and application domains. In particular, a number
of researchers have observed that serializability is too strict as a correctness criterion for real-
time databases. Relaxed correctness criteria facilitate higher concurrency by permitting a limited
amount of inconsistency in how a transaction views the database state [11,14,17-23,28,29,35].

For example, a recent work [18] [20] proposed a class of real-time data access protocols called
SSP (Similarity Stack Protocol) applicable to distributed real-time systems. The correctness of the
SSP protocol is justified by the concept of similarity which allows different but sufficiently timely
data to be used in a computation without adversely affecting the outcome. Data items that are
similar would produce the same result if used as input. SSP schedules are deadlock-free, subject
to limited blocking and do not use locks. Furthermore, a schedulability bound can be given for
the SSP scheduler. Simulation results show that SSP is especially useful for scheduling real-time
data access on multiprocessor systems. Song and Liu [33] defined temporal consistency in database
transaction by the difference between a data item’s age and its dispersion, and experimented the
effect of pessimistic and optimistic concurrency control has on such temporal consistency.

Similarly, the notion of imprecise computation [25] explores weaker application semantics and
guarantees timely completion of tasks by relaxing the accuracy requirements of the computation.
This is particularly useful in applications that use discrete samples of continuous time variables,
since these values can be approximated when there is not sufficient time to compute an exact value.
Weak consistency can also improve performance in non-real-time applications. For instance, the
quasi-copy model permits some inconsistency between the central data and its cached copies at
remote sites [2]. This gives the scheduler more flexibility in propagating updates to the cached
copies. In the same spirit, the RTPB replication service allows computation that may otherwise
be disallowed by existing active or passive protocols that support atomic updates to a collection of
replicas.
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11

Conclusions

The paper presented a temporal consensus model that relaxes the consensus requirement in

traditional active replication schemes. The motive is to free the servers from the costly strict agree-
ment protocol such that system efficiency and response time can be improved. Our implementation
and experimental results on the real-time active replication scheme show that the proposed model
indeed provides fast response with less overhead.

Avenues for future study include: extension of the model to non-deterministic environment

where the pattern and probability of a fault occurring is unknown or can’t be bounded, and the
development of a dynamic hybrid active-passive replication scheme.
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