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ABSTRACT

An experiment was conducted on 3 and 4 February 1965 as a part of the study of underwater sound propagation in the Straits of Florida, called Project MIMI. A special pseudo-random modulation of a 420 Hz carrier was used to probe one-way multipath propagation. The non-modulated carrier was used for continuous-wave analysis. This report describes the experiments and the data processing, and presents the results of these analyses in photographic form.
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CHAPTER I

Introduction

1.1. General Information

Relationships between variations in sound propagation and variations in environmental factors are under study in the Straits of Florida by means of a fixed sound course off Miami and fixed receiving hydrophones off Bimini, Bahamas. The project, dubbed MIMI, is carried on by members of the Acoustics Group of the Institute of Marine Science of the University of Miami, Florida and the Cooley Electronics Laboratory of the Electrical Engineering Department of The University of Michigan. MIMI is envisioned as a continuing program of measurements of several years' duration. The 43 mile expanse of the Straits affords a variety of sound propagation conditions, in which periodic variation and variations associated with storms and weather changes occur. The repeatability of signal afforded by a fixed system is an important requirement for studying the effect of the varying environment of sound propagation over long periods of time.

The background information on the initial tests and installation of the sound source and environmental factors was reported in the Journal of the Acoustical Society [Ref. 1]. Figures 1 and 2, taken from that article, show the geographic location of the sound projector and the receiving hydrophone and the bottom profile between transmitter and receiving hydrophones. The source projector is at a depth of 24 meters. The maximum depth of the water is approximately 800 meters. The sound velocity decreases monotonically with depth, leading to sharply downward refracting sound propagation. (See Appendix C and Ref. 1) The expected propagation will therefore almost entirely be refracted bottom-reflected mode or surface-reflected bottom-reflected mode.

The carrier frequency of the source is 420 Hz. Continuing measurements of pure sine wave (CW) are demodulated at Bimini in a coherent demodulator, yielding measurements of the received amplitude and phase. Environmental measurements are made at both the transmitting and receiving sites and recorded there. The multipath structure cannot be
Fig. 1. Straits of Florida, Miami to Bimini.

Fig. 2. Bottom profile, Fowey Rocks to Bimini.
resolved by CW transmission; however, the stability of the path structure can be implied by
the stability of the resultant CW transmission. The multipath structure is probed by using
signals with as sharp a time resolution as is permitted by the 100 Hz bandwidth of the source
projector. MIMI uses a pseudo-random sequence modulation to obtain a high average power,
sharp autocorrelation signal to probe the multipath structure.

1.2. Purpose of the Experiment

Previous experiments demonstrated that the pseudo-random sequence modula-
tion afforded the expected multipath resolution. These previous experiments included trans-
mition of short bursts of a few periods of the sequence, and signal processing integration
times of a single period of the sequence (0.6, 0.9, and 1.2 seconds). The purpose of the
experiment of 3 and 4 February 1965 was to investigate the feasibility of longer integration
times to obtain higher processing gains, and a cleaner picture of the multipath structure.
The transmission used 250 periods of a 1.2 second period sequence, occupying 5 minutes of
transmission at intervals over the 2 day period.

During 1965 intensive study was made of one of these 5 minute transmissions.
The results of this intensive study were summarized in the article in the Journal of the Acous-
tical Society [Ref. 1], and at the U. S. Navy Underwater Sound Symposium in November in
1965 [Ref. 2]. As a result of these intensive studies a particular processing procedure was
developed and used on all of the receptions. This standardized processing and the resulting
analyses are the topic of this present report.
CHAPTER II

Transmission and Reception: MIMI-A to MIMI-B

2.1. Transmission

The control of the source and the modulated signal is at the laboratory of the Acoustics Group, Institute of Marine Sciences, on Virginia Key, Miami, nicknamed MIMI-A. Two types of signal were transmitted during these experiments.

1. A continuous sine wave of 420 Hz, in a 25 seconds on, 5 seconds off mode, which we call CW 25/5.

2. A pseudo-random sequence, double sideband suppressed carrier ("phase flip") modulation of the 420 Hz sine wave carrier, which we call BMSEQ for bi-phase modulated by sequence. One period of BMSEQ consists of 63 digits, each digit containing 8 carrier cycles. A digit is called positive when the signals before and after modulation are in phase and negative when the signals have opposite phase. The duration of one BMSEQ period is exactly 1.2 seconds, one digit is \(19\frac{1}{21}\) msec.

Both signals are derived from the Miami 1680 Hz precision oscillator. At intervals of one-half hour to two hours, 5 minutes of BMSEQ transmission replaced the CW 25/5 transmission. The source level referenced to one meter was 103 db\(\mu\)b during CW transmission with a transducer applied voltage of 1000 volts.

The entire real time operation of the experiment is conducted by the Acoustics Group. CW and environmental data collected and analyzed by the Acoustics Group is not included in this present report.

2.2. Reception

The control, amplification, and filtering of the receptions and control of all auxiliary and recording takes place at the Bimini laboratory, nicknamed MIMI-B. MIMI-B is staffed and operated by the Acoustics Group.

During the experiment reported here, analog recordings of seven or eight minutes' duration were made of the signals received by one deep and one shallow hydrophone. The
deep phone is located in 330 meters of water about two miles west of Bimini, the shallow phone is in 20 meters of water about one mile west of Bimini. The recordings included the 5 minute BMSEQ signal, preceded and terminated with CW 25/5. The first recording contains a calibration tone (CAL) of -15 dBµV in the second part of CW 25/5. CAL is a 420 Hz noise-free sine wave, derived from the MIMI-B 1680 Hz precision oscillator. Both the MIMI-A and the MIMI-B precision oscillators have a stability of about one part in $10^{10}$ and are checked against each other periodically.

Recordings were made on an Ampex SP300 4-track analog tape recorder, at a speed of 3.75 ips. Channel 1 contained the shallow "A-2" hydrophone, Channel 2 the deep "B-1" hydrophone signal, and Channel 4 the reference 1630 Hz sine wave from the MIMI-B precision oscillator. Channel 3 was not used. Before recording, the hydrophone signals were amplified, and filtered through a fixed bandpass set at 420 ± 50 Hz.
CHAPTER III

The Data Processing System at MIMI-C

The actual demodulation and data processing to obtain an analysis of the multipath propagation is accomplished at the University of Michigan Cooley Electronics Laboratory, nicknamed MIMI-C. In Section 3.1 a particular data handling technique which is the basis for the coherent signal processing will be explained. In Section 3.2 the general processing system will be outlined, followed by three sections describing the three major parts of the system; the analog-digital recording system, the computer system, and the final recording system for the results.

3.1. Coherent Sampling Technique

All of the MIMI phase-coherent signal processing makes use of a reference frequency oscillator whose frequency is precisely four times the carrier frequency of the transmission. This technique is based on some rather elementary theoretical considerations, and has practical implications for both the digital processing, and the analog tape recording. Let us first consider the theoretical use of digital sampling using a reference at four times carrier frequency. We may represent the received bandpass signal, in a band not extending down to DC and about a carrier frequency \( f_0 \), as is shown in Eq. 3.1.

\[
r(t) = x(t) \cos 2\pi f_0 t + y(t) \sin 2\pi f_0 t
\]

Both \( x(t) \) and \( y(t) \) will be low pass waveforms. This reception could be equally well represented as shown in Eq. 3.2.

\[
r(t) = R(t) \cos \left(2\pi f_0 t - \theta(t)\right)
\]

by use of the usual trigonometric identities. \( x(t) \) and \( y(t) \) are referred to as the Cartesian components of the reception while \( R(t) \) and \( \theta(t) \) are referred to as the polar coordinates of the reception. The usual Cartesian to polar relations are shown for identification in Fig. 3.

Many readers may be familiar with a caution which is related to Eq. 3.2, namely, that it applies for a narrow band signal. Indeed, if one wishes to obtain the value of \( R(t) \)
by use of a simple rectifier-filter envelope detector the quality of this system will depend upon the relative narrowness of the band of reception of \( r(t) \). On the other hand, the representations of Eqs. 3.1 and 3.2 are rigorously valid so long as the reception does not extend down to zero frequency.

In the present MMI receptions the carrier frequency is 420 Hz and the receiving bandwidth is 100 Hz centered around 420 Hz. In the digital processing of the reception the reference frequency of 1680 Hz, four times the carrier frequency, is used to synchronize a sampling circuit. The sampling times are therefore at a spacing of \( 1/4f_0 \) as indicated by

\[
t_k = k/4f_0 \quad k = 0, 1, \ldots
\]  

(3.3)

Inserting Eq. 3.3 into Eq. 3.1, one writes that the sample values of the reception are related to the Cartesian coordinates of the reception in a very simple manner.

\[
r(t_k) = x(t_k) \cos \left( k \frac{\pi}{2} \right) + y(t_k) \sin \left( k \frac{\pi}{2} \right)
\]  

(3.4)

When the sampling time corresponds to an even sample the sine value will be zero and the sample value of the reception will be a sample value of the Cartesian \( x \) component. Similarly, the odd numbered samples of the reception will be samples of the Cartesian \( y \) component. Since the sign of the trigonometric function alternates, the sampling values will alternate between plus and minus samples of the Cartesian components as shown in Eq. 3.5.
\[
\begin{align*}
\mathbf{r}(t_k^i) &= x(t_k^i) & k &= 0, 4, 8, \ldots \\
\mathbf{r}(t_k^i) &= y(t_k^i) & k &= 1, 5, 9, \ldots \\
\mathbf{r}(t_k^i) &= -x(t_k^i) & k &= 2, 6, 10, \ldots \\
\mathbf{r}(t_k^i) &= -y(t_k^i) & k &= 3, 7, 11, \ldots 
\end{align*}
\]

Use of a sampling technique at four times carrier frequency thus allows one to take alternate samples of the Cartesian coordinates. Since both Cartesian coordinates are not sampled at precisely the same time, corresponding samples of the polar coordinates are not rigorously possible. Now the restriction of a relatively narrow band comes into play. If the band is relatively narrow compared to the carrier frequency, the Cartesian coordinate values will not change significantly between sample values, and local average values of these Cartesian coordinates can be used to determine the polar coordinates, if one so desires. This restriction is not important in the present MIMI processing, which processes the Cartesian components directly and does not operate with the polar coordinate components.

A primary consideration in using analog tape recording in processing real data is the problem of compensation for wow, flutter, and slew in recording. Wow and flutter refer to the nonuniform speed of the tape in the recording and playback processes; slew refers to the differential motion of the various parts of the magnetic tape that pass across the parallel heads of a multihead tape recorder. In the MIMI processing the reference signal, the 1680 Hz signal, is recorded simultaneously with the raw data. Any nonuniform motion, or change of speed of the tapes crossing the head will result in a very minor time-varying gain of the signal recording and playback system. However, sampling time derived from the coherency signal will be aligned with very great accuracy with the sampling time that would have occurred had there been no wow and flutter. The slew problem is not eliminated by the use of the four times carrier reference signal. However, the present MIMI experiments use instrument quality tape recorders with closely spaced heads and quarter-inch tape, minimizing the slew problem.

In order to maintain the proper sampling time, it is necessary that the reference signal be tracked, but it is not necessary that the playback tape speed be the same as the recording tape speed. In practice, the playback speed is higher than the recording speed, to reduce the necessary analysis time.
3.2. General Processing System

Three major blocks of operations constitute the processing system used in this present experiment. The first block consists of converting the analog recordings to digital recordings that may be used as the computer input. The second major block is the processing which goes on in the IBM 7090 digital computer. The output of this second block is a pair of digital recordings, one with the results of the CW analysis, and the other with the results of the analysis of the BMSEQ processing. The third block consists of the transferral of the results from the digital tapes to a permanent form. At present, this permanent form consists of 35 mm pictures taken from an oscilloscope display of the digital output. Each of these three major blocks will be discussed in the following sections.

3.3. Analog Recording to Digital Recording

See Figure 4. On the MIMI-C SP 300 the analog tapes are played back at a speed of $4 \times 3.75 = 15$ ips. The signal from Channel 1 or 2 is attenuated with a calibrated attenuator so that only occasional clipping of high amplitude occurs, filtered in a Kronhite bandpass filter set at $4 \times (420 \text{ Hz} \pm 100 \text{ Hz})$ and fed into the A/D converter. In 10-bit A/D conversion the originally bipolar signal is described unipolarly by 1024 levels. In the process a bias of 512 levels, representing the original zero voltage, is added to the signal. The reference signal, now 6720 Hz, synchronizes a phase-lock oscillator which generates a square-wave of 6720 Hz. The square-wave is used as an external sampling clock for the A/D converter and determines the sampling times. Since the clock signal follows

![Diagram](image)

Fig. 4. A-D conversion and digital recording.
key:  FF flip flop
      AG AND gate
      BA buffer amplifier
      PA pulse amplifier

Fig. 5. External record gap timing circuit.
the data, phase-coherent sampling and demodulation of the data is obtained at a rate of
four samples per carrier cycle of the transmitted signal.

The digital recordings are made with an IBM 729 digital tape unit, controlled by
the Raytheon A/D converter and format generator in low density (L.D.) of 200 bytes per
inch. One byte contains 6 binary digits plus parity; each 10-bit sample requires two bytes.
The standard L.D. (low density) writing frequency is 15,000 bytes per second or 7500 10-bit
samples per second. The sampling frequency of 6720 Hz is within the permissible range of
writing frequencies for L.D. Each 7 - 8 minute portion of data is recorded as a "file" of
data. In turn, each file of analog data is split up into digital records. Except for a loss of
data in the header and in the record gap between two records each record contains 30 seconds
of original recording or 25 1.2 sec periods. The duration of the record gap is 13.8 msec
(55.2 msec original analog recording time) determined by an external logical circuit (Fig.
5). This logic causes 186 write pulses, the equivalent of 93 samples, to be omitted in each
record. Together with the IBM word (equivalent to 3 samples) taken by the header, a con-
sistent number of 96 samples is omitted from each record. Because of this consistency,
phase-coherent processing of all records in one file can be achieved.

Summarizing, one record contains 4 samples per carrier cycle, 3 x 4 = 32
samples per digit, 63 x 32 = 2016 samples per 1.2 second period and 25 x 2016 - 96 =
50,304 samples total.

3.4. Computer Program

Because of the relatively large amounts of data processed, the computer program
used on the IBM 7090 consists of a main program, written in the MAD language, which calls
UMAP subroutines to perform special functions with high efficiency. The basic flow of pro-
cessing is outlined below.

1. Complete the demodulation into Cartesian components (CMPRES)
2. Pass each Cartesian "waveform" through a 1.2 second matched filter to
obtain the carrier component (CW1)
3. Convert these Cartesian results to polar form (POLAR)
4. Prepare the results in proper form for the output tape (JR1PAC)

This completes the CW analysis.
5. Form two representative periods from the CMPRES results by means of circulating averaging (CIRAV)

6. Crosscorrelate the representative periods with a stored reference-period of pseudo-random sequence (MCOR1)

7. Convert these Cartesian results into polar form (POLAR)

8. Prepare the results for output tape (JR1PAC)

This completes sequence analysis. These subroutines and the auxiliary subroutine CKBYTE are explained below.

3.4.1. CMPRES. After reading in a record of 16,769 words (16,768 words of data, 3 samples/word, plus the one word header), the program calls the subroutine CMPRES. The function of this subroutine is threefold: (1) to unpack the data from three samples/word to one sample/word, (2) to complete demodulation, and (3) to average the data for a reduction by a factor of four. All three functions are performed simultaneously in the following way. Eight words (three samples/word) are unpacked into a temporary list (one sample/word). Call these unpacked samples T(I) where \(1 \leq I \leq 24\). Then six average samples are computed from the 24 in the temporary list.

\[
\begin{align*}
S(1) &= T(1) - T(3) + T(5) - T(7) \\
S(2) &= T(2) - T(4) + T(6) - T(8) \\
S(3) &= T(9) - T(11) + T(13) - T(15) \\
&\quad \vdots \\
S(6) &= T(18) - T(20) + T(22) - T(24)
\end{align*}
\]

(3.6)

The output from this subroutine is a list of 12,576 samples (one per IBM word) which replaces the original list:

\[
16,768 \text{ words} \times \frac{3 \text{ samples}}{\text{word}} \times \frac{1 \text{ averaged sample}}{4 \text{ original samples}} = 12,576 \text{ averaged samples or words}
\]

Hereafter, these averaged samples will be called samples.

Although it also removes the 512 bias and any other dc level from the signal, the basic purpose of this program is to reduce data storage; it does not improve the signal-to-noise ratio.
3.4.2. CW1. The subroutine CW1 processes the list \( S(1) \ldots S(12,576) \). It is a 1,2 second filter matched to CW, or a crosscorrelation process between \( m(t) \), the carrier modulating signal, and the low pass Cartesian modulation components \( x(t) \) and \( y(t) \) of the received signal \( r(t) \). In the case of CW transmission the modulating signal is constant, \( m(t) = 1 \). In equation form the desired filter output is

\[
\begin{align*}
\phi_x(\tau) &= \int_0^T m(t) x(t + \tau) \, dt = \int_0^T x(t + \tau) \, dt \\
\phi_y(\tau) &= \int_0^T m(t) y(t + \tau) \, dt = \int_0^T y(t + \tau) \, dt
\end{align*}
\]  

(3.7)

where the integration time \( T = 1,2 \) seconds.

1,2 seconds of signal is equivalent to 504 data samples, where the Cartesian components appear interlaced; that is, \( x(n) = S(2n - 1) \) and \( y(n) = S(2n) \). The integrals \( \phi_x(\tau) \) and \( \phi_y(\tau) \) convert into summations with \( \tau = 2P, P = 0, 1, 2, 3, \ldots, 6035 \).

\[
\begin{align*}
\phi_x(P) &= \sum_{n=1}^{252} S(2n - 1 + 2P) \\
\phi_y(P) &= \sum_{n=1}^{252} S(2n + 2P)
\end{align*}
\]  

(3.9)

CW1 computes these two summations, using a simple differencing technique after an initial summation.

\[
\begin{align*}
\phi_x(0) &= \sum_{n=1}^{252} S(2n - 1) \\
\phi_x(P) &= \phi_x(P - 1) + S(503 + 2P) - S(2P - 1), \quad 1 \leq P \leq 6035
\end{align*}
\]  

(3.10)

and similarly

\[
\begin{align*}
\phi_y(0) &= \sum_{n=1}^{252} S(2n) \\
\phi_y(P) &= \phi_y(P - 1) + S(504 + 2P) - S(2P), \quad 1 \leq P \leq 6035
\end{align*}
\]  

(3.12)

The initializing sums require 502 add operations and two stores, while the rest of the processing requires 12,070 add, subtract and store sequences. On the IBM 7090 this is a total of 122,712 cycles, including indexing, or .268 seconds with the 7090 cycle time of 2.18 \( \mu \)sec.
3.4.3. POLAR. The subroutine POLAR converts Cartesian coordinates \( x \) and \( y \) into polar coordinates \( R \) and \( \theta \). In this program it is applied to convert the Cartesian correlation results \( \phi_x(\tau) \) and \( \phi_y(\tau) \) from CW1 and MCOR1 into amplitude and phase values \( R(\tau) \) and \( \theta(\tau) \). Instead of the conventional process

\[
R = (x^2 + y^2)^{\frac{1}{2}}, \quad \theta = \tan^{-1} \frac{y}{x}
\]  

(3.13)

a faster method was developed using linear equations to approximate \( R \) and \( \theta \), with a modest sacrifice in accuracy. The usual conversion of Eq. 3.13 is based on a circle. One may view the approximation by linear segments geometrically as replacing the circle by an octagon. This geometric relation is illustrated in Fig. 6. The maximum percentage error in \( R \) of this approximation is less than four degrees. The errors are known in each, and a correction could be applied if necessary. For present purposes, however, the non-corrected approximation is sufficiently accurate.

The chords \( C_i \), \( i = 1, 2, \ldots, 8 \) of the octagon are described by equations of the form

\[
y = \pm mx \pm R, \text{ in octant } 2, 3, 6, \text{ or } 7, \text{ or } |x| \leq |y|
\]

\[
x = \pm my \pm R, \text{ in octant } 1, 4, 5, \text{ or } 8, \text{ or } |y| \leq |x|
\]  

(3.14)

![Fig. 6. POLAR: approximation of \( R, \theta \).](image-url)
where \( m = \tan 22.5^\circ \approx .4142 \) and in which the signs depend upon the octant concerned. From these equations the \( R \) value can be derived:

\[
R = \pm y \mp mx \quad |x| \leq |y| \\
R = \pm x \mp my \quad |y| \leq |x|
\]   \hspace{1cm} (3.15)

By applying the equations in each octant, the minus signs in the equations will be compensated by the minus signs of \( x \) or \( y \) in the octant concerned, so that

\[
R = |y| + m|x| \quad |x| \leq |y| \\
R = |x| + m|y| \quad |y| \leq |x|
\]   \hspace{1cm} (3.16)

The maximum percentage error for \( R \) in this case, occurring whenever \( \theta = 22.5^\circ \pm 45^\circ \), is

\[\epsilon_{R_{\text{max}}} = 1 - \cos 22.5^\circ = .0761\] \hspace{1cm} (3.17)

By shifting the chords outwards over the distance \( R_{\text{max}} \), this error can be halved. The \( R \) value then becomes

\[
R = .9582 |y| + 3971 |x|, \quad |x| \leq |y| \\
R = .9582 |x| + 3971 |y|, \quad |y| \leq |x|
\]   \hspace{1cm} (3.18)

The phase angle \( \theta \) is approximated by linearization of the curves \( \tan^{-1} \frac{x}{y} \) and \( \tan^{-1} \frac{y}{x} \) in the interval \(-45^\circ \leq \tan^{-1} \frac{x}{y} \leq 45^\circ \) and \(-45^\circ \leq \tan^{-1} \frac{y}{x} \leq +45^\circ \), see Fig. 3.

The \( \theta \) value in degrees then is found from one of the equations

\[\theta = \pm (90 - 45 \frac{x}{y}), \quad \theta = 45 \frac{x}{y}, \quad \text{or} \quad \theta = \pm (180 + 45 \frac{y}{x})\] \hspace{1cm} (3.19)

according to the octant in which \((x, y)\) is contained. The phase angle is expressed in values between \(-180^\circ \) and \(+180^\circ \). The correction curve is shown in Fig. 9.

![Fig. 7. Error in R.](image-url)
Fig. 8. Linearisation of $\tan^{-1} \frac{y}{x}$ in the interval $-45^\circ \leq \tan^{-1} \frac{y}{x} \leq 45^\circ$.

In a modification of MAD the basic program is as follows.

WHENEVER |X| < |Y|
\[ \vartheta = Y \cdot \text{SM.} 90 - (45 \times X) / Y \]
\[ R = (9582 \times |Y| + 3971 \times |X|) / 10,000 \]
OTHERWISE
\[ R = (9582 \times |X| + 3971 \times |Y|) / 10,000 \]
WHENEVER X, \( \geq 0 \)
\[ \vartheta = (45 \times Y) / X \]
OTHERWISE
\[ \vartheta = Y \cdot \text{SM.} 180 + (45 \times Y) / X \]
END OF CONDITIONAL

where the instruction .SM. in C = A, SM. B denotes that C has the sign of A, magnitude of B, or

\[ C = \frac{A}{|A|} \times |B| \quad (3.20) \]

3.4.4. JR1PAC. Before the R, \( \vartheta \) results are written onto tape, the R values are scaled down so that \( R < 2^{10} \) (10-bit mode for D/A conversion), a bias of 512\(_{10}\) is added to \( \vartheta \) (unipolar playback system), and R's and \( \vartheta \)'s are packed in IBM word into separate lists by JR1PAC. In the processing of the files III, IV, V and VI, the scaling factor, \( 2^{RS} \), \( RS \) = number of right shifts, is determined by the magnitude of the correlation results. In order to make the outputs comparable in magnitude, a constant scaling factor of \( 2^{10} \) was used for
the processing of all other files.

3.4.5. CIRAV. Before the CMPRES results are destroyed by CW analysis they are prepared for sequence analysis by a circulating average routine, CIRAV. The first 28.8 sec (24 periods of sequence) of the data is split into two groups of 12 periods each. The last partial period, shortened by the record-gap and header, is omitted in the sequence analysis. Each of these 12 period sections is averaged to give one resultant representative
period. Since there are 504 samples/period after CMPRES, the circulating average looks like the following in equation form

$$L(I) = \sum_{J=0}^{11} S(I + 504 \times J), \quad 1 \leq I \leq 504 \quad (3.21)$$

This routine returns two representative periods to be used in sequence analysis.

3.4.6. Sequence Analysis. After the CW1 R and r are written onto tape, sequence analysis of the CIRAV output begins. Each representative period, CIRAV output L(I),... L(504), is duplicated after itself in core,

$$L(I + 504) = L(I), \quad 1 \leq I \leq 504 \quad (3.22)$$

The list becomes 1008 entries long to facilitate more efficient correlation of the entire 504 original entries.

MCOR1 performs the correlations (sequence matched filter)

$$\phi_x(\tau) = \int_0^T m(t) x(t + \tau) \, dt \quad (3.23)$$

$$\phi_y(\tau) = \int_0^T m(t) y(t + \tau) \, dt$$

where m(t) is the stored version of the sequence modulation and T = 1.2 sec., the duration of one period of pseudo-random sequence. These two integrals are computed simultaneously as discrete summations, using interlaced lists:

$$\phi_x(P) = \sum_{n=1}^{252} M(2n - 1) \times L(2n - 1 + 2P) \quad (3.24)$$

$$\phi_y(P) = \sum_{n=1}^{252} M(2n) \times L(2n + 2P)$$

where 2P digits replace the time displacement τ,

$$P = 0, 1, 2, 3, \ldots, 251$$

The subscripts in n replace the variable t and refer to addresses in the 1008 entry list.

For purposes of computation speed, MCOR1 does not perform the above summations directly. A shortcut using partial sums is applied. Since the duration of one value of m(t), or 1 digit, equals the duration of four pairs of x and y values, we can proceed as follows.
The summation index \( n \) is replaced by a double index \( I, J \):

\[
\begin{align*}
\text{n} &= 4J - I, \quad 0 \leq I \leq 3, \quad 1 \leq J \leq 63
\end{align*}
\]  

(3.25)

which cover the range \( 1 < n < 252 \). As \( M \) is constant for blocks of four pairs of samples

the values

\[
M(2n - 1) = M(8J - 2I - 1)
\]

(3.26)

and

\[
M(2n) = M(8J - 2I)
\]

do not change while incrementing \( I \). Thus, in double index summation, \( M \) depends only on \( J \).

The correlations can now be written as

\[
\phi_x(P) = \sum_{I=0}^{3} \sum_{J=1}^{63} M(8J) \ L(8J - 2I - 1 + 2P)
\]

(3.27)

\[
\phi_y(P) = \sum_{I=0}^{3} \sum_{J=1}^{63} M(8J) \ L(8J - 2I + 2P)
\]

From these equations it can be seen that incrementing \( P \) is equivalent to decrementing \( I \).

Therefore, using partial sums

\[
S(K) = \sum_{J=1}^{63} M(8J) \ L(8J + K) \quad \text{for} \quad -7 \leq K \leq 504
\]

(3.28)

each result of \( S(K) \) for \( 1 \leq K \leq 504 \) can be used four times in the computation of \( \phi_x(P) \)

or \( \phi_y(P) \):

\[
\phi_x(P) = \sum_{I=0}^{3} S(2P - 2I - 1)
\]

(3.29)

\[
\phi_y(P) = \sum_{I=0}^{3} S(2P - 2I), \quad 0 \leq P \leq 251
\]

To bypass the relatively slow process of multiplication in these summations, a stored set of 32 ADD and 31 SUBTRACT instructions represents the 63 digit bi-phase sequence modulation \( M \). ADD corresponds to multiplication by 1 (positive digit), SUBTRACT to multiplication by -1 (negative digit).

In principle MCOR1 has to perform 504 summations per increment \( P \). With \( 2 \times 252 \)

increments the total number of summations would be \( 2 \times 252^2 = 127,008 \). By using each of the 512 partial sums four times, the actual total number of summations performed in MCOR1 is

\[
63 \times 512 + 252 \times 4 \times 2 = 34,280
\]
The Cartesian results from MCORI are converted to polar values R and θ by again calling the subroutine POLAR. The subroutine JRI1PAC is used again for scaling and preparation for tape-writing.

3.4.7. CKBYTE. In Section 3.3 it was noted that the standard low density writing frequency is 7500 10-bit samples/second. However, in using the external clock, the writing frequency is 6720 samples/second. This frequency is permissible although it sometimes causes difficulty in reading the tape into the computer. The slower writing rate leaves more space between bytes on the tape than the normal rate. From several observations it was noted that the majority of reading errors were erroneously inserted bytes caused by anomalies between written bytes being read as true bytes. Each sample of data consists of two bytes, a high order byte, and a low order byte; a byte error then will result in misinterpretation of this ordering, thus completely destroying the data values from the point of error to the end of the record.

It was also discovered that this added byte usually contained only one bit and five zeros. Our 10-bit samples use two 6 bit bytes with two unused bits in every other byte. Therefore any disruption in this format, 0 0 X X X X, X X X X X X, can be easily detected. Using the above information (added bytes, a single one bit in an added byte, and the 0 0 X X X X format) a program called "check byte" (CKBYTE) was written to check the data and to correct it if necessary. The routine is called only if the computer detects a parity error while reading a record.

3.5. Playback System

(See Fig. 10). The CW and SEQ output tapes written by the computer are played back on the IBM 729 II, and the digital values converted to analog levels in 10-bit mode. The D/A output is connected to the dual trace of a Tektronix 545A oscilloscope (P-2 tube), set in "alternate" mode. Using the record gaps as an external triggering the R records are then displayed through Channel 1 and the θ records through Channel 2 of the oscilloscope.

The HD (high density) CW output tape contains 6036 values per record; the playback frequency is 20850 samples per second. Thus the sweep duration of one record is 294.4 ms. The LD (low density) SEQ tape contains 252 values per record, which with a playback frequency of 7500 samples/second results in a sweep duration of 33.6 ms. To avoid the influence of the two percent byte position jitter in the computer written records, an external digital time base.
Fig. 10. Play-back system.

\[ C_1 = 500\mu F(SEQ), \ 1000\mu F(CW) \]
\[ C_2 = 40\mu F(SEQ), \ 500\mu F(CW) \]
(DTB) is utilized. The DTB generator uses the playback clock pulse from the D/A converter as an input to a 252 digit counter built from Harvey Wells logics. The outputs of the seven stages are fed into a resistor summing circuit, which results in a 252 level staircase voltage. For alternating the dual trace channels, the internal time base set for a 33.6 msec sweep and triggered externally by the record gap has to be used in combination with the external sweep. CW records are displayed using the internal time-base in combination with the external triggering by the record gaps.

The images are photographed with a Fairchild 35 mm oscilloscope camera, solenoid activated and using a dichroic mirror for simultaneous recording of written data. One frame normally contains one R record and one \( \theta \) record; some sequence pictures however are multiple (composite) exposures of several records, showing consistency of amplitude and phase pattern. The settings used are f5.6, 1/4 sec for SEQ single exposures; f16, "B" for SEQ composite exposures, and f11, "B" for CW, using Kodak Panatomic X film. The solenoid switch also causes the triggering of the D/A converter for playback of one R, \( \theta \) record pair utilizing Harvey Wells and Raytheon logics.

---

1 Designed by J. Daws, Cooley Electronics Laboratory.
CHAPTER IV
Mathematical Analysis of the Computer Program

In this chapter the mathematical background and physical significance of the computer program are analyzed. In the first section it is shown that the continuous-wave analysis, CW1, and the sequence analysis, the combination of CIRAV and MCOR1, are equivalent to filters matched to the transmitted modulations of the 420 Hz carrier.

The second section illustrates the correlation techniques used in sequence analysis and its significance for detection of multipath sound arrivals.

The third section describes the validity of the applied sampling and demodulation method and emphasizes the fact that this method yields both the amplitude and the phase information. Therefore, filtering the demodulated received signal at d.c., matched to the transmitted modulation, is equivalent to filtering the non-demodulated received signal at carrier frequency, matched to the modulated transmission. Filter characteristics or transfer functions are derived for the routines CMPRES, CW1, and CIRAV, by Fourier transformation of their similar (digital) impulse response. The magnitude of the MCOR1 transfer function is found by Fourier transformation of a single sequence pulse. Because of the applied method of digital demodulation, the frequency band centered around the carrier frequency may be transferred to a band around d.c. Thus the derived transfer functions concerning the processing after CMPRES apply to the low pass components of the received signal.

Finally, Section 4.4 is dedicated to the processing gain obtained, for matched filtering being the 2WT product.

4.1. Matched Filters

In a linear system the time response of a filter to its input is given by the convolution integral

\[ o(\tau) = h(\tau) \ast g(\tau) = \int_{-\infty}^{\infty} h(\lambda) g(\tau - \lambda) \, d\lambda \]  

(4.1)
where
\[ h(\tau) = \text{impulse response of the filter} \]
\[ g(\tau) = \text{filter input} \]
\[ \phi(\tau) = \text{filter output} \]

A filter matched to a given waveform has as its impulse response the time-reversal of that waveform, suitably delayed to allow the filter to be realizable. To match to a waveform, \( m(\tau) \), with duration \( T \), let the impulse response be
\[
h(\lambda) = m(T - \lambda) \quad 0 < \lambda < T
= 0 \quad \text{otherwise} \quad (4.2)
\]
The filter output is determined by substituting Eq. 4.2 into Eq. 4.1
\[
\phi(\tau) = \int_0^T m(T - \lambda) g(\tau - \lambda) \, d\lambda \quad (4.3)
\]
The substitution \( t = T - \lambda \) yields
\[
\phi(\tau) = \int_0^T m(t) g(t - T + \tau) \, dt \quad (4.4)
\]
or
\[
\phi(\tau + T) = \int_0^T m(t) g(t + \tau) \, dt \quad (4.5)
\]
Thus the output of the matched filter is the correlation between the given waveform \( m(t) \) and the most recent \( T \) seconds of the filter input, \( g(t) \). This result was to be expected since two folding back operations in time are involved in this process, one because of the convolution, and one because of the matched filter.

In our processing system of CW and SEQ analysis the waveform to be matched is the transmitted modulation \( m(t) \) of the 420 Hz carrier. In CW transmission the modulation is constant, \( m(t) = 1 \); the duration is \( T = 1.2 \) sec. Therefore, with Eq. 4.4 our CW 1.2 sec matched filter output is
\[
\phi(\tau) = \int_0^{1.2} g(t - 1.2 + \tau) \, dt \quad (4.6)
\]
The integral is computed as a discrete summation in the program CW1, see Section 3.4.2. Since the filter has to be "loaded" with one period \( T \) of data, it shows a 1.2 sec ramp step-response, see Fig. 11. The time-shifting process in this correlation is illustrated in Fig. 12.
In sequence analysis the waveform to be matched is the bi-phase pseudo-random sequence modulation with period 1.2 sec. In our processing the duration of \( m(t) \) was chosen as 12 periods of sequence, \( T = 14.4 \text{ sec} \). According to Eq. 4.5 the correlation to be performed then is

\[
\phi(\tau + 14.4) = \int_0^{14.4} m(t) f(t + \tau) \, dt \tag{4.7}
\]

or, because of the periodicity of \( m(t) \)

\[
\phi(\tau + 14.4) = \int_0^{1.2} m(t) \sum_{n=0}^{11} g(t + n1.2 + \tau) \, dt \tag{4.8}
\]

Substituting

\[
G(t) = \sum_{n=0}^{11} g(t + n1.2), \quad 0 < t \leq 1.2 \text{ sec} \tag{4.9}
\]
in Eq. 4.8 yields
\[
\phi(\tau + 14.4) = \int_0^{1.2} m(t) G(t + \tau) \, dt
\]  
(4.10)

The summation of Eq. 4.9 is performed in the subroutine CIRAV (section 3.4.1) in digital form, resulting in a representative 1.2 sec period \(G(t)\) consisting of 252 Cartesian digit pairs. This data \(G(t)\) is duplicated to form a 2-period list:
\[
G(t + 1.2) = G(t) , \quad 0 \leq t < 1.2 \text{ sec}
\]  
(4.11)

whereafter the subroutine MCOR1 performs the correlation in Eq. 4.10 in digital form.

Figure 13 illustrates the time displacements involved.

4.2. Significance of the Correlation in Sequence Analysis

For graphical interpretation of the correlation used in sequence analysis let us assume the transmitted signal to be a simple periodic pulse function \(s(t)\) with pulse height = 1, pulse width = \(b\), and with period = \(T\). See Fig. 14. Let us assume further that the received signal \(r(t)\) is identical to the transmitted signal except for a time-delay \(d\) in the signal arrival.
\[
r(t) = s(t - d)
\]  
(4.12)

To perform the correlation
\[
\phi(\tau) = \int_0^T s(t) r(t + \tau) \, dt
\]  
(4.13)

we have to displace the received signal over a time \(\tau\), multiply the corresponding instantaneous values of \(s(t)\) and \(r(t + \tau)\) and integrate the obtained products over a period \(T\). For each displacement \(\tau\), \(0 \leq \tau \leq T\), a new value of \(\phi(\tau)\) is found. The result of this correlation

![Diagram illustrating time displacements in sequence analysis.](image)

Fig. 13. Illustration of time displacements in sequence analysis.
Fig. 14. Correlation of single-pulse signals.
is a "triangular peak" with base = 2b and its peak occurring at \( \tau = d \); that is, when the transmitted signal and the displaced received signal coincide. Outside the interval \( d - b \leq \tau \leq d + b \) the correlation function equals zero, \( \phi(\tau) = 0 \).

The correlation of pseudo-random sequences yields a similar result. To illustrate this, let us correlate a seven digit "maximal" sequence "transmission" and its delayed "arrival" at reception; the sequence consists of four +1 digits and three -1 digits. The "transmitted" and displaced "received" signals are as follows:

\[
\begin{align*}
+ + + - - + - & \quad s(t), \text{ "transmitted" sequence} \\
- - + - + + + & \quad r(t), \text{ "received" sequence with 4-digit delay,} \\
& \quad \tau = 0 \\
- + - + + + - & \quad r(t + 1), \ r(t) \text{ displaced over } \tau = 1 \text{ digit} \\
+ - + + + - - & \quad r(t + 2), \ r(t) \text{ displaced over } \tau = 2 \text{ digits}
\end{align*}
\]

To compute the correlation function we count the number of algebraic agreements between \( s(t) \) and \( r(t + \tau) \) and subtract the number of algebraic disagreements, after each displacement \( \tau = 1 \) digit. Thus we obtain

\[
\phi(4) = +7 \\
\phi(0) = \phi(1) = \phi(2) = \phi(3) = \phi(5) = \phi(6) = -1
\]

See Fig. 15. When all digits of \( s(t) \) and \( r(t + \tau) \) coincide, i.e., when the time displacement equals the time delay, \( \tau = d = 4 \) digits, the triangular peak occurs. The maximum equals the sequence duration or length \( L \) digits, \( \phi(\tau)_{\text{max}} = L \). Thus the occurrence of the peak indicates the time delay of the received signal. Outside the arrival interval \( \tau = d \pm b \), which as in the case of the simple pulse, is two digits wide, the correlation function has the value -1.

The \([6, 5, 0]\) sequence applied in our experiments has a duration \( L = 63 \) digits and consists of 32 plus ones and 31 minus ones. A single-path, non-attenuated signal arrival would result in a peak height of \( \phi(\tau)_{\text{max}} = +63 \) occurring when \( \tau \) equals the delay \( d \) of the signal arrival.

In our processing system we obtain four Cartesian sample pairs per digit of 8
carrier cycles after CMPRES. Separate $x$ and $y$ correlation each using 252 digital displacements ($0 \leq \tau \leq T$) are performed on this data and the results converted into polar coordinates, $R(\tau)$, $\phi(\tau)$. Thus a single arrival peak in $\phi_x(\tau)$, $\phi_y(\tau)$, $R(\tau)$ consists of 8 samples, 4 upslope and 4 downslope. Since $R(\tau)$ is expressed as a magnitude

$$R(\tau) = |\phi(\tau)|$$

(4.14)

the function will be positive and equals zero at the skirts of the peak. As both $\phi_x(\tau)$ and $\phi_y(\tau)$ increase and decrease linearly in their correlation peak, in general with different slopes,

$$\phi_x(\tau) = m_1 \tau, \quad \phi_y(\tau) = m_2 \tau$$

(4.15)

the peak angle

$$\phi(\tau) = \tan^{-1} \frac{\phi_y(\tau)}{\phi_x(\tau)} = \tan^{-1} \frac{m_2}{m_1}$$

(4.16)

is constant during the entire triangular peak. Since also $\phi_x(\tau)$ and $\phi_y(\tau)$ have constant values outside the peak interval, there $\phi(\tau)$ will also be constant, although different from $\phi(\tau)$ peak

However, the amount of signal power present outside the peak interval is only $(\frac{1}{63})^2$ times the power at $R(\tau)_{\text{max}}$ and the values of $R(\tau)$ and $\phi(\tau)$ can be easily destroyed by noise, yielding a random phase-pattern outside the peak interval.

---

**Fig. 15.** Correlation of 7-digit sequences.
4.3. Demodulation and Filter Characteristics

4.3.1. Demodulation, CMPRES. The waveforms subject to processing are the output of an analog filter of nominal bandpass 370 Hz to 470 Hz with 18 db/octave skirts outside this band. The sampling with a frequency of 1680 Hz adequately describes any waveform bandlimited (from d.c. to) 840 Hz. The only possible error in the representation of the analog waveform therefore comes from whatever small amount of energy passing the analog filter in frequencies higher than 840 Hz. We will proceed without regard to this energy.

Using the phase-coherent sampling technique as described in Section 3.1, we obtain the lowpass Cartesian components x(t), y(t) of the filtered received signal. By processing the x and y data separately all phase information is being preserved and is expressed as the phase angle \( \theta(\tau) \) at the end of the processing procedure.

The program CMPRES completes the digital demodulation by averaging blocks of four x or four y samples and thus smooths out the effect of the difference in sampling time of x and y samples. In this averaging process it compensates for the sign changes due to the 180° phase difference between subsequent x or subsequent y samples in a carrier cycle. Taking a block of 4 samples for one of the coordinates can be described as a digital filter with impulse response

\[
h(t) = \sum_{n=0}^{3} (-1)^n \delta(t - nT), \quad 0 \leq t \leq 4T \quad (4.17)
\]

where \( T = \frac{1}{840} \) sec, the time-difference between samples for one coordinate. See Fig. 16.

To obtain the frequency characteristic, we Fourier transform Eq. 4.17 into the frequency domain:

\[
H(\omega) = \frac{4T}{\int_{0}^{4T} \sum_{n=0}^{3} (-1)^n \delta(t - nT) e^{-j\omega t} dt} \quad (4.18)
\]

or

\[
H(\omega) = \sum_{n=0}^{3} (-1)^n e^{-j\omega Tn}
\]

\[
= \sum_{n=0}^{3} (-e^{-j\omega T})^n \quad (4.19)
\]

Using the algebraic identity

\[
1 + x + x^2 + \ldots + x^n = \frac{1 - x^{n+1}}{1 - x} \quad x \neq 1 \quad (4.20)
\]
it follows that

\[
H(\omega) = \frac{1 - e^{-j4\omega T}}{1 + e^{-j2\omega T}} \tag{4.21}
\]

or

\[
H(\omega) = e^{-\frac{3\omega t}{2}} e^{j2\omega T} - e^{-j2\omega T} e^{j\frac{\omega t}{2}} - e^{-j\frac{\omega t}{2}} \tag{4.22}
\]

With \(\omega = 2\pi f\) we obtain

\[
H(f) = je^{-j2\pi f T} \frac{\sin 4\pi f T}{\cos \pi fT} \tag{4.23}
\]

\[
|H(f)| = \frac{|\sin 4\pi f T|}{|\cos \pi fT|} \tag{4.24}
\]

The frequency of the numerator sine-wave is four times the frequency of the denominator cosine wave. Zero-magnitudes occur every 210 Hz, except where both numerator and denominator equal zero, that is, at 420 and 1260 Hz. There the magnitude has a maximum equal to four, the relative maxima between the zeros are 12 dB down. The magnitude spectrum and the functions of the numerator and the denominator are shown in Fig. 17. Although the magnitude spectrum is periodic in frequency with period 840 Hz, its main effect is in the passband of the fixed analog filter, also indicated in the figure. As mentioned in Section 3.4.1, any d.c. level, including the 51210 bias necessary for unipolar A/D conversion, and a possible d.c. misalignment between Kronhite filter and A/D converter, are removed by CMPRES. This is illustrated by the zero magnitude at 0 Hz. The effect of crosstalk from the 1680 Hz reference channel to the data channel on the analog recording, which has already been reduced to a minimum after the Kronhite analog filter, is also completely eliminated because of the zero magnitude at 1680 Hz in the CMPRES transfer characteristic.
Fig. 17. Normalized low frequency part of CMPRES RMS spectrum.
Also indicated in the figure is the 210 Hz passband around the carrier, its ± 105 Hz points being at a -3.9 dB power level from the maximum.

4.3.2. CW1. The program CW1 correlates the compressed samples representing the received signal r(t) with the modulation m(t) = 1 of the 420 Hz carrier in CW transmission.

A similar digital filter as in CMPRES describes this operation

$$h(t) = \sum_{n=0}^{N-1} r(t - nT)$$

(4.25)

where \( N = 252 \), the total number of samples in a 1.2 sec period (for one coordinate) and

$$T = \frac{1.2}{N} = \frac{1}{210} \text{ sec},$$

the time interval between samples, see Fig. 18.

As in CMPRES, we find the frequency characteristic by Fourier transformation of Eq. 4.25 resulting in

$$H(\omega) = \sum_{n=0}^{N-1} e^{-j\omega T}$$

(4.26)

$$H(\omega) \approx \frac{\sin \frac{N\omega T}{2}}{\sin \frac{\omega T}{2}}$$

(4.27)

and thus

$$|H(f)| = \frac{|\sin N\pi f T|}{|\sin \pi f T|}$$

(4.28)

The normalized spectrum (maximum magnitude = 1) is shown in Fig. 19. The frequency of the numerator sine wave is \( N \) times the frequency of the denominator sine wave. Spectral zeros occur at the frequencies \( f = \frac{k}{NT} \), \( k = 1, 2, 3, \ldots, N-1, N+1, \ldots \), that is, every \( \frac{1}{1.2} \) Hz except at zero, \( \frac{N}{1.2} \), \( \frac{2N}{1.2} \) Hz, etc. At these frequencies, spaced 210 Hz, both the numerator and the denominator are zero and the CW1 transfer function has its maximum magnitude

$$|H(f)|_{\text{max}} = N = 252$$

(4.29)

Fig. 18. CW1 impulse response.
Fig. 19. Details of CW1 normalized magnitude spectrum.
Relative maxima in these 210 Hz intervals are more than 12 db down.

Transferring the center frequency of the CMPRES transfer function from carrier to d.c., it is seen that the combination of CMPRES and CW1 yields a transfer function with its main lobes around 0 Hz, 840 Hz, etc. The CW1 lobes at k210 Hz between these maxima are made zero by CMPRES. Together with the passband of the analog filter, only the lobe around d.c. becomes of interest. As a result the combination of analog filter, CMPRES, and CW1 forms a narrowband filter with zero magnitude bandwidth $\pm \frac{1}{1.2} = \pm 83$ Hz centered around d.c., or transferred back to the carrier frequency, centered around 420 Hz. The 83 Hz effective bandwidth between -3.9 db points, in which most of the power is contained, is indicated in the figure.

4.3.3. CIRAV. To average the data in preparation for sequence analysis, corresponding samples from twelve 1.2 sec periods, one sample per period, are added together.

To describe this process we use the same impulse response as in CW1, but with different values for N and T:

$$h(t) = \sum_{n=0}^{N-1} h(t - nT)$$

(4.30)

where now $N = 12$ and $T = 1.2$ sec (see Fig. 20). Fourier transformation of Eq. 4.30 results in

$$|H(f)| = \frac{|\sin \pi N f T|}{|\sin \pi f t|} = \frac{|\sin \pi f 14.4|}{|\sin \pi f 1.2|}$$

(4.31)

The CIRAV transfer function has spectral zeros at $f = \frac{k}{14.4}$ Hz, $k = 1, 2, 3, \ldots, 11, 13, \ldots,$ and maximum magnitude = 12 at $f = 0$, $\frac{1}{1.2}, \frac{2}{1.2}, \frac{3}{1.2}, \ldots$, etc. The normalized magnitude spectrum is shown in Fig. 21. Relative maxima are more than 13 db down.

It should be noted that the period, or frequency interval between the main lobes is only determined by the time interval $T$ between samples. Thus, with a 1.2 sec sequence,

![Fig. 20. CIRAV impulse response.](image)
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Fig. 21. Details of CIRAV normalized magnitude spectrum.
the spectral maxima will always occur at frequencies equal to an integer number times $\frac{1}{1.2}$ Hz, and this occurrence will be independent of the number of averaged periods $N$. This number $N$ only determines the number of spectral zeros between the main lobes and with that, the bandwidth of each main lobe, equal to $\pm \frac{1}{N} \frac{1}{1.2}$ Hz. In this case of 12 averaged periods, this bandwidth is $\pm 0.07$ Hz.

4.3.4. MCORI. As described in Section 4.1, the program MCORI performs in digital form the correlation

$$\phi(\tau + 14.4) = \int_0^{1.2} m(t) G(t + \tau) \, dt \quad (4.32)$$

where $m(t)$ is the digitally stored version of the biphase sequence modulation, and $G(t)$ is the representative digital 1.2 sec period of the received signal, obtained in CIRAV. The correlation of Eq. 4.32 is the equivalent of the convolution

$$G(\tau) \ast m(T - \tau) \quad (4.33)$$

where $T$ is the 1.2 sec sequence period and $m(T - \tau)$ is the time reversal of the sequence. In this convolution $m(T - \tau)$ is the impulse response of the filter MCORI. The MCORI transfer function could be obtained by Fourier transformation of $m(T - \tau)$ resulting in $M^*(\omega)$, the complex conjugate of the sequence frequency spectrum $M(\omega)$. However, to find only the magnitude spectrum

$$|M(\omega)| = |M^*(\omega)| \quad (4.34)$$

we can bypass the complicated and laborious Fourier transformation of the sequence by making use of the correlation theorem. This theorem states that the autocorrelation function and the power density function are a Fourier transform pair. Except for a scaling factor equal to the digital length $L$ of the sequence, and a difference in the d.c. component, the autocorrelation functions of a sequence and of a single pulse from that sequence are identical. Since the power density spectrum is the square of the magnitude spectrum, the latter is determined by the Fourier transformation of one sequence pulse. This process does not yield the phase information of the complex spectrum of MCORI.

The single sequence pulse is described by

$$h(t) = \begin{cases} 1 & 0 \leq t < b \\ 0 & b \leq t < T \end{cases} \quad (4.35)$$
where $T =$ sequence period = 1.2 sec, and $b =$ pulse width = \( \frac{T}{L} = \frac{1.2}{63} \) sec, see Fig. 22.

Fourier transformation of Eq. 4.35 yields

\[
H(\omega) = \int_{0}^{b} e^{-j\omega t} dt
\]

\[
= be^{-j\frac{\omega b}{2}} \frac{e^{j\frac{\omega b}{2}} - e^{-j\frac{\omega b}{2}}}{2j\frac{\omega b}{2}}
\]

\[
= be^{-j\frac{\omega b}{2}} \frac{\sin \frac{\omega b}{2}}{\frac{\omega b}{2}}
\]

(4.36)

With $\omega = 2\pi f$ the magnitude spectrum of the single pulse becomes

\[
|H(f)| = b \left| \frac{\sin \pi fb}{\pi fb} \right|
\]

(4.37)

the familiar $|\frac{\sin x}{x}|$ type function.

The spectral power of the sequence is approximately 63 times that of the single pulse, but this fact does not change the normalized magnitude spectrum. However, the d.c. power of the sequence is equal to that of the single pulse. Therefore in the normalized magnitude spectrum the line at 0 Hz has the magnitude $\frac{1}{\sqrt{63}}$ rather than 1 and is 18 db down. In the actual transmission of bi-phase sequence modulation, 32 digits have positive phase, and 31 digits have negative phase; the carrier power then is $\left( \frac{1}{63} \right)^2$ of the total transmitted power.

---

![Fig. 22. Single pulse from 1.2 sec sequence.](image)
In writing $b = \frac{T}{L} = \frac{1}{f_c}$, $f_c =$ clock frequency of the single pulse (8 carrier cycles) = 52.5 Hz, the MCOR1 normalized magnitude spectrum becomes:

$$|M(f)| = \left| \frac{\sin(\frac{\pi f}{f_c})}{\pi f/f_c} \right| = \frac{\sin(\frac{\pi f}{52.5})}{\pi f/52.5}, \quad f \neq 0$$

and

$$|M(0)| = \frac{1}{L} = \frac{1}{\sqrt{63}}$$

This magnitude spectrum is shown in Fig. 23. Because the time function is periodic with period $T = 1.2$ sec, the complex spectrum $M(f)$ is a line spectrum, the lines being spaced with $\frac{1}{1.2}$ Hz, and thus coincides with the main lobes of CIRAV. Because of the analog filter passband transferred to d.c., the main interest is in the $\pm 50$ Hz interval around d.c., containing 60 spectral lines to each side. The 63rd line at each side, corresponding to $\pm 52.5$ Hz, is essentially zero.

4.4. Signal to Noise Ratio Gain

The signal to noise ratio gain obtained in a matched filter is 2WT, where

$$W = \text{bandwidth of input to matched filter}$$

$$T = \text{integration time of matched filter}$$

The routine CMPRES does not change the bandwidth of the analog fixed filter output and does not improve the snr. Therefore, the input to the CW and BMSEQ matched filters has a bandwidth equal to the passband of the fixed filter, $W = 100$ Hz. The integration times of the CW and BMSEQ filters are 1.2 sec and 14.4 sec respectively. The processing gain in these filters then is

$$\text{snr gain CW matched filter} = 2 \times 100 \times 1.2 = 240 \text{ or } 23.8 \text{ db}$$

$$\text{snr gain BMSEQ matched filter} = 2 \times 100 \times 14.4 = 2880 \text{ or } 34.6 \text{ db}$$
CHAPTER V

Results

The sections in this chapter describe the presentation of the results obtained by CW and sequence analysis, summarize the process of these analyses, and discuss the interpretation of the results shown, on the ground of the processing technique applied.

5.1. Presentation of CW Analysis and Sequence Analysis Results.

In the appendices the photographed results are reproduced as obtained from CW and sequence analysis. These results are on 35 mm microfilm from which duplicates and enlargements can be made. Because of the consistency of the sequence analysis results, it was possible to make composite pictures by exposing one film frame to a number of records from one file. The enlargements of these exposures are printed together with the 35mm strip prints of the sequence single exposures such that complete files can be viewed on a double page. The sequence results are followed by the CW results reproduced as 35 mm strip prints and two enlargements.

In each file are indicated the time of reception, the kind (deep - shallow) of reception, the attenuation in db used for digital recording, and the sensitivities of the amplitude display on the oscilloscope. Since the scaling factor used in JRIPAC is not consistent for the files III, IV, V and VI, this factor, expressed as the power of 2 or the number of right shifts (RS), is also indicated; RS = 10 (factor $2^{10}$) for all other files. The attenuation and sensitivity settings and this scaling factor are given solely for comparison of the signal strengths in the different files, the amplitude voltage should not be taken as an absolute measure.

The phase angle is expressed as between $-180^0$ and $+180^0$, the total range of $360^0$ taking 1.8 cm on the oscilloscope screen. In this mode $+180^0$ is equivalent to $-180^0$ and an angle of, for example, $200^0$ is seen as $-160^0$. Thus the phase angle values can be interpreted as ranging either through one, or through several cycles of $360^0$.

Both CW analysis and sequence analysis are performed on the same data. Since the
only component that the CW and sequence signals have in common is the 420 Hz carrier, and since in sequence the 420 Hz spectral line has a very small magnitude, CW correlation with sequence reception and sequence correlation with CW reception will both result in low magnitude, random phase output. Except for frame 1 of File I (sequence), records consisting of only such low magnitude outputs have not been photographed. Records containing both CW and sequence reception result in low magnitude peaks in sequence analysis and in CW pictures showing the transition from one type of transmission to the other.

5.2. Resume of CW and Sequence Analysis.

For convenience of the discussion of the results, the essential parts of the processing system are summarized in this section. The received signal, expressed as

\[ r(t) = R(t) \cos [\omega_0 t - \theta(t)] \]

is demodulated digitally and phase-coherently into the lowpass Cartesian components, resulting in 252 x and 252 y values per 1.2 sec period. In this process the data is split into 30 sec records. After this demodulation, the processing continues separately on each Cartesian component, the data being processed by filters matched to the transmitted modulation.

In CW analysis the 1.2 sec matched filtering process is equivalent to averaging the data over a 1.2 sec period. The cartesian results, 6036 values \( \phi_x(\tau) \) and 6036 values \( \phi_y(\tau) \) are converted into polar coordinates, \( R(\tau) \) and \( \theta(\tau) \), the amplitude and phase of the matched filter output, or the low pass polar components of the received signal. The bandwidth between spectral zeros centered around the carrier frequency is \( \pm 0.83 \) Hz, and the process yields information about the low frequency modulation of the 420 Hz carrier by the ocean. The processing gain is in the order of 24 db. The duration of the filter output for one input record is approximately 28.8 sec, displayed on a 10 cm wide oscilloscope. In the CW pictures, therefore, the time displacement per cm is \( \tau = 2.88 \) sec/cm.

In sequence analysis the 14.4 sec matched filter is obtained by averaging in CIRAV two groups of twelve 1.2 sec periods, 252 samples per period per Cartesian component, and correlating each of the representative periods with the stored digital version of one period of the 63 digit bi-phase sequence. The 252 \( \phi_x(\tau) \) and 252 \( \phi_y(\tau) \) values obtained in each correlation are converted into the polar correlation results \( R(\tau) \) and \( \theta(\tau) \), the amplitude and phase of the 14.4 sec SEQ matched filter output. The time displacement \( \tau \) ranges from 0 to
1.2 sec in 252 steps of \(\frac{1}{210}\) sec; four steps form the duration of one sequence digit (\(\frac{1}{52.5}\) sec). Sequence analysis returns two 1.2 sec outputs for each 30 sec input record, \(\tau = 120\) msec/cm in each sequence picture. The frequency characteristic of the sequence matched filter is a \(\frac{\sin x}{x}\) spectrum, with a zero magnitude bandwidth of \(\pm 52.5\) Hz (the clock frequency of the sequence generator) centered around carrier. The CIRAV routine determines the "bandwidth" around each spectral line, \(\pm 0.07\) Hz. The magnitude of the carrier spectral line is 18 db down from the maximum \(\frac{\sin x}{x}\) value. The processing gain is in the order of 34 db.

5.3. Sequence Analysis Results. (Appendix A).

As explained in Section 4.2, the sequence correlation results yield information about signal arrivals. A single arrival would result in a triangular peak in \(R(\tau)\), 4 digital values ("dots") upslope and 4 dots downslope, and a constant phase during this 8 dot interval. A single arrival interval has the duration of two digits of sequence, \(38 \frac{2}{21}\) msec or .32 cm on the oscilloscope screen. However, the pictures show a more complicated structure containing several peaks and indicating a combination of several arrivals, supposedly caused by propagation along physically different paths.

Although recording and processing in each file is phase coherent, there is no absolute reference for the delay of a sound arrival. A delay, indicated by the time displacement \(\tau\) of a correlation peak, depends upon the actual moment of sound arrival, as well as upon the moment where the analog to digital recording was started. Therefore, no relation exists between arrival times in different files, the correlation peaks do not indicate any absolute arrival time, and delays or arrival times are to be compared only within a file.

The most striking feature in these results is probably the great consistency within each 5 minutes of sequence reception. Only minor changes in amplitude and phase occur as is illustrated in the multiple exposures. The sudden "shifts" of the correlation peak over parts of the 1.2 sec \(\tau\) interval are due to transients causing shifts of several digits in the M11-A sequence generator. The digital time base enables exact time reproduction of the corresponding dots from each record; variations in amplitude and phase of different records are thus seen as dots in 252 vertical lines in the composite exposures. The oscilloscope display was focused in the center of the image, dots at the sides of the screen unfortunately are somewhat blurred.
Of particular interest is the structure of the phase patterns. Several patterns contain a linear phase sweep through several cycles of 360°, most of them at a rate of \( \frac{d\phi}{dt} = 32\pi \text{ rad/sec} \) or, expressed as a frequency, \( f = 16 \text{ Hz} \). Other noticeable points are the small parabolic curves, and phase "jumps" ranging from 90° to 180°. Small intervals of almost constant phase are sometimes present and coincide with high resolution peaks, indicating a distinguished single arrival. The phase duration of the main arrivals seems to be better observable in the phase pattern than in the amplitude graph. The main arrival durations are roughly 300-500 msec.

A point of discussion is the weak consistency in phase patterns outside the main arrival interval. This may be either caused by extended sound arrivals, or by the d.c. value of the correlation function outside the peak. As mentioned in Section 4.2, constant \( \phi_x(\tau) \) and \( \phi_y(\tau) \) will cause the phase angle

\[
\theta(\tau) = \tan^{-1} \frac{\phi_y(\tau)}{\phi_x(\tau)}
\]

to be constant too. Since the magnitudes of \( \phi_x(\tau) \) and \( \phi_y(\tau) \) are small in that range, they can be easily scattered by noise, resulting in a random phase. The above also is valid for a multipath structure yielding a resultant phase angle. In weak sound arrivals this phase consistency outside the main arrivals will be difficult to recognize. In order to probe arrivals extending longer than 1.2 sec, experiments using sequences of longer duration will have to be taken. Because of the periodicity of the sequence correlation, the extension of arrivals around \( \tau = 1.2 \text{ sec} \) is seen around \( \tau = 0 \).

Most of the phase patterns show a phase drift during the 5 minute reception which agrees with the phase difference in the CW results of records at the beginning and at the end of a file.

Because of the different scaling factors used in JRIPAC for the files III, IV, V and VI, the composite pictures of these files show a less consistent amplitude pattern than the other files. The phase pattern is not affected by this scaling. The table below shows the combination of \( V/\text{cm} \), attenuation, RS number, maximum amplitude in cm, and the derived db levels taking the magnitude of file I as a 0 db reference, for comparison of signal strengths. Both shallow receptions seem stronger than the deep receptions recorded 5 minutes or 1/2 hour earlier and later.
<table>
<thead>
<tr>
<th>Reception Time</th>
<th>File</th>
<th>Osc. V/cm</th>
<th>Att. db</th>
<th>Scaling RS</th>
<th>Mag. cm</th>
<th>Level db</th>
<th>Reception</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3 Feb 65)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15:45-15:50</td>
<td>I</td>
<td>2.0</td>
<td>4</td>
<td>10</td>
<td>2.0</td>
<td>0</td>
<td>deep</td>
</tr>
<tr>
<td>15:55-16:00</td>
<td>II</td>
<td>2.0</td>
<td>7</td>
<td>10</td>
<td>2.0</td>
<td>+3</td>
<td>shallow</td>
</tr>
<tr>
<td>17:30-17:35</td>
<td>III</td>
<td>2.0</td>
<td>0</td>
<td>9</td>
<td>2.0</td>
<td>-10</td>
<td>deep</td>
</tr>
<tr>
<td>18:00-18:05</td>
<td>IV</td>
<td>2.0</td>
<td>0</td>
<td>9</td>
<td>1.5</td>
<td>-12</td>
<td>deep</td>
</tr>
<tr>
<td>18:30-18:35</td>
<td>V</td>
<td>2.0</td>
<td>0</td>
<td>9</td>
<td>1.5</td>
<td>-12</td>
<td>deep</td>
</tr>
<tr>
<td>19:00-19:05</td>
<td>VI</td>
<td>2.0</td>
<td>0</td>
<td>9</td>
<td>1.5</td>
<td>-12</td>
<td>deep</td>
</tr>
<tr>
<td>19:30-19:35</td>
<td>VII</td>
<td>1.0</td>
<td>0</td>
<td>10</td>
<td>2.0</td>
<td>-10</td>
<td>deep</td>
</tr>
<tr>
<td>20:00-20:05</td>
<td>VIII</td>
<td>0.5</td>
<td>0</td>
<td>10</td>
<td>1.5</td>
<td>-18</td>
<td>deep</td>
</tr>
<tr>
<td>20:30-20:35</td>
<td>IX</td>
<td>1.0</td>
<td>7</td>
<td>10</td>
<td>2.0</td>
<td>-3</td>
<td>shallow</td>
</tr>
<tr>
<td>21:00-21:05</td>
<td>X</td>
<td>0.5</td>
<td>0</td>
<td>10</td>
<td>2.5</td>
<td>-14</td>
<td>deep</td>
</tr>
<tr>
<td>10:00-10:05</td>
<td>XI</td>
<td>0.5</td>
<td>0</td>
<td>10</td>
<td>2.5</td>
<td>-14</td>
<td>deep</td>
</tr>
</tbody>
</table>

(4 Feb 65)

Table of magnitude levels in sequence reception.

Some details of the sequence results are discussed per file below. The crude main arrival durations are measured from the phase patterns in the composite exposures.

**File I:** Arrival duration 360 msec, the linear sweep covers 4 cycles of 360° over a 250 msec interval, that is, \( \frac{d\theta(t)}{dt} = 32 \pi \) rad/sec. The main peak is 3 sequence digits wide and apparently does not represent a single arrival. The phase pattern contains parabolic and constant phase parts as well as 90° to 180° jumps.

**File II:** Main arrival duration 240 msec, possibly extended up to 500 msec. The picture shows two main peaks, no parabolic or constant phase, and a linear phase sweep of 32 \( \pi \) rad/sec. The double peak in frame 6 indicates a sequence generator shift at MIMI-A during this 14.4 sec period of sequence transmission.

**File III:** Arrival duration 480 msec, the picture shows three main peaks later changing into two. No strong linear phase sweep, but phase jumps and some constant phase are present. The pattern has a relatively strong consistency outside the main arrival.

**File IV:** Arrival duration 420 msec, the amplitude graph contains two to three main peaks
with low resolution. The phase pattern contains jumps, small parts of linear sweep, and some parabolic curves, and has little consistency outside the main arrival interval.

File V: Arrival duration 240 to 360 msec, the amplitude peaks have little resolution. The partial overlap of frames 13 and 14 shows one of the malfunctions of the Fairchild camera. The first multiple exposure contains a peakshift which destroys some of the consistency, in the second one the oscilloscope image was drifted horizontally losing some information in the arrival interval.

File VI: The arrival duration is 360 msec, the picture contains three arrival peaks with reasonable resolution. The highest one even indicates a single arrival according to the eight point peak and the constant phase in this interval. Phase jumps are observed, there is no linear phase sweep. Because of the different scaling in JR1PAC the amplitudes in the two composite pictures differ by a factor of two. The first (small) peak disappears gradually, the later arrivals increase in resolution during the reception period.

File VII: The arrival duration is 420 msec, the main arrival shows two to three major peaks. The phase picture contains the linear sweep and a parabolic curve, the phase seems random outside the arrival interval.

File VIII: contains the lowest measured peaks of the experiment. The arrival duration is 240 msec, the phase is somewhat consistent outside this interval. It is possible that this reception contained a number of arrivals with rather high resolutions, according to the pieces of constant phase in the composite pictures, and according to the peak pattern. The total transmitted energy is then distributed over a number of paths while each arrival contains relatively little energy.

File IX: The second shallow phone reception, with strong, high resolution arrivals. Notice the pieces of constant phase and especially the much later occurring linear sweep plus small peak, the total arrivals extending over about 700 msec. The peak height is at the same level as in File I.

File X: Contains a pronounced arrival duration of 400 msec and at least two arrivals with rather high resolution. In the file a sudden phase change over the entire 1.2 sec interval is observed at frame 16, also noticeable in the second composite exposure. This is possibly due
to a one-time insufficient phase-locking causing an interchange of x and y samples, or a phase change of 90° from that moment.

**File XI:** The only reception on 4 February, deep phone. The arrival duration is again roughly 360 msec, some phase consistency can also be distinguished in the rest of the 1.2 sec interval, especially in the second portion (frames 9 - 16) of this sequence reception. The pictures show several pieces of constant phase, each piece having a different value (phase jumps). There is no linear sweep.

### 5.4. CW Analysis Results (Appendix B)

Where separation of the files was not always possible in the analog data, the CW results of most files were combined. A continuous numbering of the frames is used, except where files were clearly separated. The table below, similar to that of the sequence analysis, enables comparison of signal strengths in the different reception intervals of the experiment.

<table>
<thead>
<tr>
<th>File</th>
<th>Osc. V/cm</th>
<th>Att. db</th>
<th>Scaling RS</th>
<th>Mag. cm</th>
<th>Level db</th>
<th>Reception</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.5</td>
<td>4</td>
<td>10</td>
<td>1.5 - 1</td>
<td>0 - -4</td>
<td>deep</td>
</tr>
<tr>
<td>II</td>
<td>0.5</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>-4</td>
<td>shallow</td>
</tr>
<tr>
<td>III</td>
<td>2.0</td>
<td>0</td>
<td>8</td>
<td>1.5</td>
<td>-4</td>
<td>deep</td>
</tr>
<tr>
<td>IV</td>
<td>2.0</td>
<td>0</td>
<td>8</td>
<td>1 - .25</td>
<td>-4 - -16</td>
<td>deep</td>
</tr>
<tr>
<td>V</td>
<td>2.0</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>-16</td>
<td>deep</td>
</tr>
<tr>
<td>VI</td>
<td>2.0</td>
<td>0</td>
<td>7</td>
<td>1</td>
<td>-10</td>
<td>deep</td>
</tr>
<tr>
<td>VII</td>
<td>0.2</td>
<td>0</td>
<td>10</td>
<td>2</td>
<td>-6</td>
<td>deep</td>
</tr>
<tr>
<td>VIII</td>
<td>0.2</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>-12</td>
<td>deep</td>
</tr>
<tr>
<td>IX</td>
<td>0.5</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>-4</td>
<td>shallow</td>
</tr>
<tr>
<td>X</td>
<td>0.2</td>
<td>0</td>
<td>10</td>
<td>1.5</td>
<td>-8</td>
<td>deep</td>
</tr>
<tr>
<td>XI</td>
<td>0.5</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>-4</td>
<td>deep</td>
</tr>
</tbody>
</table>

Table of magnitude levels in CW reception.
File I in this table is again taken as a reference of 0 db, this level has no relation to the peak magnitude of the sequence analysis. Comparing this table with the db levels from the sequence analysis results we observe that File I contains the strongest signal in both CW and sequence reception. The relation in signal strength between CW and sequence reception of the other files is rather vague. The weakest sequence signal is found in File VIII whereas the weakest CW signal is in File V. Also, in CW the shallow reception is not obviously stronger than the deep reception, as was the case in sequence reception. The shallow CW signal in File II is up to 4 db lower than the deep CW signal in File I, whereas in sequence the shallow signal II is 3 db higher than the deep signal I.

The pictures show the modulation of the 420 Hz carrier by the ocean within the band of 420 ± 42 Hz, this being the "effective" passband of the CW 1.2 sec matched filter, through which most of the power is passed. The amplitude modulation apparently changes considerably in magnitude, and ranges in frequency approximately from .1 to .3 Hz. Except in the very weak signals where noise scatters the phase values, the phase shows great stability. As far as can be determined in the CW reception interrupted by 5 minute sequence intervals, the phase drift agrees with the measurements in other CW tests as described in Ref. 1 and with the phase drift noticed in sequence analysis, at a maximum rate of 5° - 15° per min. Although in other experiments the signal was phase coherently demodulated by analog equipment, the results are comparable with respect to the bandwidth applied.

Where the reception consisted of sequence, a zero magnitude and random phase are observed. At the moment of change in the reception into sequence, the amplitude rises with a 1.2 sec ramp function step-response to the CW correlation value. The same effect is seen during the 5 second "off" period in CW 25/5 reception. The phase resumes its original value since an integer number of carrier cycles would fit in the 5 second "off" period, and because the demodulation is phase coherent.
CHAPTER VI

Conclusion

The CW 25/3 transmission and 1.2 sec matched filtering at reception yields information about the low frequency modulations of the 420 Hz carrierwave by the ocean. Amplitude modulation with frequencies between .1 Hz and .3 Hz, and with a variety of modulation depths are observed. In agreement with other MIMI CW experiments the phase is found to be very stable with maximum drifts of $5^\circ - 15^\circ$/min and very small short term variations in the .83-Hz lowpass band of the CW matched filter. The received signals vary in strength from approximately -15 dBμb to -31 dBμb. With the originally transmitted power of 103 dBμb this means propagation losses of 118 db to 134 db in the 43 mile expanse of the Straits of Florida.

Modulation of the carrier by a 1.2 sec, 63 digit, bi-phase pseudo random sequence and analysis of the received signal by means of a 14.4 sec matched filter or correlation, shows the multipath sound propagation. The major sound arrivals, with durations of 300 - 500 msec, have a great consistency in amplitude and phase. Some receptions contain extended sound arrivals with total durations up to 700 msec. These extended arrivals are particular noticeable in the phase pattern of the composite pictures in which a number of correlation outputs is exposed to one frame. Of special interest is the linear phase sweep observed in several of the sequence analysis results, all of them at a rate approximately $\frac{d\theta(t)}{dt} = 32\pi$ rad/sec. Since $\theta$ has been defined as the lagging phase in $\cos(\omega_0 t - \theta(t))$, this corresponds to a frequency of -16 Hz measured from carrier frequency.

A complete physical explanation for the phenomena observed is beyond the scope of this report. It merely serves to supply the oceanography and underwater acoustics researcher with a set of results from which further studies may be undertaken.

As future experiments are planned a 24-hour continuous sequence transmission, and a 24-hour CW transmission interrupted by periods of sequence transmission. Processing of the received signal will be done phase coherently over the entire data period. These tests will be followed by a complete lunar cycle with 30 days of CW transmission interrupted by
sequence 'samples', and phase coherent processing of the received data. During the tests environmental measurements are taken by the Miami Acoustics Group for correlation with the sound propagation results.

Other experiments may involve the use of sequences of longer duration for study of extended multipath sound arrivals. With the development of fast computer programs for Fourier transformation it may be possible to study the obtained results in the frequency domain, yielding information about the ocean transfer characteristic for frequencies around 420 Hz.

The experiment and its data processing system described in this report form a base for further studies and experiments.
APPENDIX A

SEQ Analysis Results
File I. BMSEQ, 3 February 1965, 15:45-15:50 h.
reception deep, $R = 2 \text{ V/cm}, \text{ att} = 4 \text{ db}, RS = 10.$
File II. BMSEQ, 3 February 1965, 15:55-16:00 h
reception shallow. \( R = 2 \text{ V/cm}, \text{ att} = 7 \text{ db}, \)
\( \text{RS} = 10. \)
File III. BMSEQ, 3 February 1965, 17:30-17:35 h.
reception deep. $R = 2V/cm$, $att = 0$ db,
$RS = 9$ unless otherwise indicated.
File III
File IV. BMSEQ, 3 February 1965, 18:00-18:05 h. reception deep. R = 2V/cm, att = 0 db, RS = 9 unless otherwise indicated.
Frames 1-4

Frames 5-14

File IV
File V.  BMSEQ, 3 February 1965, 18:30-18:35 h.
reception deep.  $R = 2V/cm$, $att = 0$ db;
RS = 9 unless otherwise indicated.
Frames 1-13

Frames 14-20

File V
File VI. BMSEQ, 3 February 1965, 19:00-19:05 h.
reception deep, $R = 2V/cm$, att = 0 db,
$RS = 9$ unless otherwise indicated.
File VII. BMSEQ, 3 February 1965, 19:30-19:35 h.
reception deep. $R = 1V/cm$, att = 0 db,
RS = 10.
File VII
File VIII.  BMSEQ, 3 February 1965, 20:00-20:05 h.
reception deep.  R = 0.5 V/cm,  att = 0 db,
RS = 10.
File VIII
File IX. BMSEQ, 3 February 1965, 20:30-20:35 h.
reception shallow. \( R = 1V/cm \), \( att = 7 \) db,
\( RS = 10 \)
File X. BMSEQ, 3 February 1965, 21:00-21:05 h.
reception deep. $R = 0.5 \, \text{V/cm}$, $\text{att} = 0 \, \text{db}$,
$\text{RS} = 10$. 
File XI. BMSEQ, 4 February 1965, 10:00-10:05 h.
reception deep. $R = 0.5 \, \text{V/cm}$, $\text{att} = 0 \, \text{db}$,
$RS = 10$. 
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CW Analysis Results
CW 25/5, 3 February 1965, deep phone, RS = 10 unless otherwise indicated.
VI. 19:05 h.,
0 db, 2 V/cm.

X. 21:00 h.,
0 db, 0.2 V/cm.

VII. 19:30 h.,
0 db, 0.2 V/cm.

X. 21:05 h.,
0 db, 0.2 V/cm.

VIII. 20:05 h.,
0 db, 0.2 V/cm.

3 February 1965

XI. 10:00 h.,
0 db, 0.5 V/cm.

XI. 10:05 h.,
0 db, 0.5 V/cm.

4 February 1965

CW 25/5, deep phone, RS = 10 unless otherwise indicated.
CW 25/5, 3 February 1965, shallow phone, att = 7 db, RS = 10
R = 0.5 V/cm.
APPENDIX C

MIMI Sound Speed vs Depth Profiles

(From IMS Memorandum for File of 7 April, 1965: "Monthly Sound Speed Profiles").

Figure 1 shows the sound speed vs depth profiles as computed from temperature and salinity vs depth data taken on 22 February, 1963, at eight different stations along the 25°40' N Latitude in the Straits of Florida. The station locations are given in Fig. 2. Assuming some annual recurrence of the environmental data, these are, in relation with the MIMI experiment of 3 and 4 February 1965, the most significant profiles available at present.

On the horizontal axis are given the station identifications and their geographical locations expressed as West Longitudes. The vertical axis plots the depth in meters. The sound speeds are plotted horizontally on a linear scale as indicated separately in the graph and along each profile. The sound speed 1540 m/sec is taken as an "origin" for each profile, each "origin" coinciding with the station locations, marked by a small triangle. The two dotted lines connect points of equal sound speed for 1520 m/sec and 1500 m/sec.
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An experiment was conducted on 3 and 4 February 1965 as a part of the study of underwater sound propagation in the Straits of Florida, called Project MIMI. A special pseudo-random modulation of a 420 Hz carrier was used to probe one-way multipath propagation. The non-modulated carrier was used for continuous-wave analysis. This report describes the experiments and the data processing, and presents the results of these analyses in photographic form.
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