Measurements of the frequency dependence of normal modes
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An experiment using a vertical array to detect acoustic normal modes in shallow water is described. A high signal-to-noise ratio was achieved by the use of pseudorandom pulse sequences to modulate the projector. Wide bandwidth signals and a tunable acoustic source enabled the frequency dependence of normal modes to be measured and results are in good agreement with the theory. An improved method of extracting the signal present in a single mode is described and used to examine pulse shapes and frequency spectra of individual modes.

PACS numbers: 43.30.Sf, 43.30.Jx

INTRODUCTION

The analysis of underwater acoustic signals in terms of normal modes began with the work of Pekeris in 1948. Since then, the theory of acoustic normal modes has been successfully used to interpret a wide variety of experimental results.

The direct observation of the depth-dependence characteristics of normal modes was reported recently in the work of Ferris and Ingenito. The essential feature of their experiment was the use of a vertical string of hydrophones spaced evenly throughout the water depth. Sampling of the acoustic field in this way allows the observation of the phase and amplitude variation with depth, and Ferris and Ingenito were able to identify two normal modes and to measure their attenuation.

The fundamental property of propagation of an acoustic signal carried by normal modes is that the vertical distribution of energy in a given normal mode takes up a standing wave pattern. For a range-independent environment this standing wave pattern remains unchanged as the signal propagates horizontally away from the source. The signal present in a given mode starts off as a replica of the source signal but because pulses in different modes travel at different speeds a received signal usually shows several arrivals. These arrivals may overlap in which case the signal is difficult to interpret.

It is of obvious interest to be able to extract the signal present in a single normal mode since, if the effects of dispersion are not too great, a replica of the source signal can be obtained from a complicated multiple-arrival record. The basic experimental arrangement of Ferris and Ingenito allows the possibility of extracting mode signals and has been used for the present work.

In principle, for stratified physical situations, a knowledge of the sound speed profile and frequency spectrum of a transmitted signal allows the prediction of the received signal by normal-mode theory. In practice, the nonuniformity of the real environment means that this ideal cannot usually be achieved. In our case we were fortunate to find an experimental site for which the bottom is flat, horizontal, and uniform. In addition, the velocity profile was independent of depth at the time of the experiment. Therefore, the analysis was greatly simplified because analytic forms for the normal-mode functions could be used. Signal-to-noise ratios were greatly improved over those obtained for single pulse transmissions by the use of a continuous signal in which the pulses are delineated by pseudorandom phase changes. This procedure gives an average signal level which is comparable to that of a cw transmission and, in addition, enables us to average over many identical pulse transmissions.

In the following sections we describe our experiment and results. The standing wave patterns characteristic of normal modes are observed. An improved mode enhancement technique is described and its effectiveness in extracting the signal associated with a single normal mode is demonstrated. The technique is used to show that modes are strongly attenuated at frequencies near cutoff. Spectra of individual modes are obtained and the modifications due to attenuation and cutoff effects are observed. In all results there is good agreement with theoretical calculations.

I. NORMAL-MODE ACOUSTIC SIGNALS

The derivation of the acoustic pressure in a stratified water layer as an expansion in normal modes is well known, and will not be repeated. The result can be written

$$p(r, z, t) = ipQ \sum_n u_n(z_0)u_n(z)H^{(1)}_n(k_n r)e^{-i\omega t},$$

where the acoustic pressure $p$ is a function of range $r$, depth $z$, and time $t$. The acoustic source of strength $Q$ is located at the point $r = 0$, $z = z_0$ and emits harmonic waves of angular frequency $\omega$. The normal modes $u_n(z)$ represent standing wave solutions to the depth-dependent part of the wave equation. The mode $u_n(z)$ has $n$ antinodes between surface and bottom and represents
acoustic energy trapped within the water column. The so-called continuous modes have been omitted from Eq. (1) since their energy is rapidly absorbed in the bottom. Continuous modes are unimportant except at very short ranges. The radial part of the wave equation has the Hankel function $H^{(1)}_0(k_r r)$ as solution. For large values of $k_r r$, the Hankel function is approximately an outgoing cylindrical wave with wave number $k_r$. Each normal mode can be pictured as a vertical standing wave pattern which propagates radially away from the source.

Time-dependent signals may be treated by analysis in terms of frequency components. Each frequency component gives an expression like Eq. (1), and the results may be integrated over frequency to obtain the expected time-dependent signal. If the source emits a time-dependent signal $f(t)$ with spectrum $F(\omega)$ found by taking the Fourier transform, the received signal becomes

$$p(r, z, t) = i \pi Q e^{i \frac{t}{4}} \sum_n \int_{-\infty}^{\infty} u_n(z_0) u_n(z)$$

$$\times \left(2/\pi k_r r\right)^{1/2} e^{i \frac{\omega t}{4}} F(\omega) e^{\frac{-i \omega t}{4}} d\omega.$$  \hspace{1cm} (2)

The interpretation of Eq. (2) can be simplified somewhat by assuming that the frequency spectrum is narrow enough to ignore the frequency dependence of the normal-mode functions $u_n(z)$. With this approximation, Eq. (2) can be rewritten as

$$p(r, z, t) = \sum_n M_n(r, l) u_n(z),$$  \hspace{1cm} (3a)

where

$$M_n(r, l) = i \pi Q e^{i \frac{t}{4}} u_n(z_0) \int_{-\infty}^{\infty} \left(2/\pi k_r r\right)^{1/2}$$

$$\times \left(\frac{\omega}{4}\right)^{1/2} F(\omega) e^{\frac{-i \omega t}{4}} d\omega.$$  \hspace{1cm} (3b)

The expected structure of normal-mode signals is clearly shown in Eqs. (3). Each term of the summation has two factors which separate the vertical and horizontal dependence of the pressure field. The depth dependence is contained in the normal-mode function $u_n(z)$. The radial dependence is contained in the factor $M_n(r, l)$, which represents a wave packet with spectrum $F(\omega)$. This wave packet propagates with group velocity $d\omega/dk_r$, which is different for each term. The amplitude of the wave packet in each mode depends on $u_n(z_0)$, the value of the mode at the depth of the source. This is expected physically since a mode will be strongly excited if the source is at an antinode.

If we now assume that the transmission is a short pulse, the pulses given by each mode coefficient $M_n(r, l)$ travel at different speeds and so become separated in time. Each arrival will have depth dependence characteristic of the associated normal mode; that is, it will have well-defined maxima and minima with the maxima alternating with phase as the depth changes. This expected variation with depth and time of the received signals was confirmed by the experiments of Eby et al., in a laboratory tank and by Ferris and Ingenito in the ocean.

II. THE EXPERIMENT

The site chosen for the experiment is about 18 km offshore from the University of Auckland Marine Laboratory at Leigh, 64 km north of Auckland. The main advantage of this site is that it has almost constant water depth over a large area $20 \times 12$ km. The bottom structure had been studied in a geological survey and consists of a layer of sand 100 m thick overlying a sub-bottom of greywacke rock.

The experiment was designed to follow as closely as possible the conditions of the classic Pekeris model of shallow water propagation. Although mathematically simple, the two isovelocity fluid model is a good approximation for low-order modes which do not penetrate to the sub-bottom and allows the normal modes to be obtained as analytic functions.

At the time of the experiment near-perfect isovelocity conditions prevailed. Parameter values for the experiment were the following:

- water depth $H = 50 \pm 1$ m,
- tidal range $= 3$ m,
- sound speed in water $C_1 = 1508.7 \pm 0.3$ m s$^{-1}$,
- sound speed in bottom $C_2 = 1610 \pm 20$ m s$^{-1}$,
- bottom density $\rho_2 = 1500 \pm 300$ kg m$^{-3}$, and
- range $= 5.1 \pm 0.1$ km.

Acoustic signals were transmitted from a low-frequency source tunable in the range 50–150 Hz suspended at a depth of 6 m from HMNZS TUI (AGOR-5). The transmitted signals were essentially four-cycle sine wave pulses. This pulse length was selected as a compromise between the desire to obtain time resolution of normal modes in the received signals and the need for narrow bandwidth to simplify the theoretical analysis.

The signals were received by a vertical string of six hydrophones spaced at 7-m intervals between surface and bottom. The array was hardwired back to a small ship at anchor and the signals were recorded on magnetic tape together with a sampling synchronization signal telemetered from the transmitting site.

The frequency spectrum of a gated four-cycle sine wave of frequency $f_0$ is the familiar $\sin x / x$ function with its first nulls at $\frac{1}{4} f_0$ and $\frac{3}{4} f_0$. The electronic signals were bandpass filtered between these nulls before being passed to the source. This restricted the bandwidth as intended but also removed the sharp discontinuities at the ends of the pulse and their undesirable effects on the source.

In order to improve the signal-to-noise ratio of the recordings, a method of pulse compression was used. Previously, whenever pulsed transmissions have been used the pulses have been well separated in time so that the multiple arrivals usually obtained do not overlap with those of adjacent pulses. With this method the average power transmitted through the water is low and it is necessary to perform signal averaging over many
pulses. Accuracy is severely reduced if the propagation conditions vary in time as they normally do. The technique of pulse compression used here was to transmit four-cycle pulses continuously with each pulse distinguished from the previous not by a time gap but by a phase change. The phase changes form a pseudorandom repeating sequence and the average power of such a signal is comparable to that of a cw transmission. A knowledge of the sequence enables the recorded signals to be decoded and the response for a single transmitted pulse extracted. The decoding is performed in a digital computer after first digitizing the recorded signals. This decoding is equivalent to pulse averaging, and for a typical run at 100 Hz recording for 1 min provides averaging over 1500-four-cycle pulses. Pulse compression thus allows the use of power levels equivalent to continuous transmission while still allowing multiple-pulsed arrivals to be studied. The details will be discussed in a separate paper.

III. RESULTS AND ANALYSIS

A. Hydrophone waveforms

Data runs using the pulse compressed signals were recorded for center frequencies from 60 to 140 Hz in steps of 10 Hz. The records were digitized and computer processed to obtain the averaged results for a four-cycle source pulse. Figure 1 shows the processed records for 60, 100, and 140 Hz. These are representative of all runs. Mode cutoff frequencies for this situation calculated from the Peckers model are 22, 66, 110, and 154 Hz for modes 1, 2, 3, and 4, respectively. Therefore, we expect to see one mode at 60 Hz, two modes at 100 Hz, and three modes at 140 Hz. It is clear from the records that the three sets of data do indeed show one, two, and three arrivals, respectively. The depth dependence of the three arrivals clearly identifies modes 1, 2, and 3 arriving in order. The first arrival has maximum amplitude at midwater depth and no nulls. The second arrival at 100 and 140 Hz has a minimum amplitude on the fourth hydrophone down, and the portions of the arrival above and below this depth have opposite phases. This depth dependence is characteristic of the second normal mode with two maxima in antiphase and a node at about midwater depth. Similarly, at 140 Hz the third arrival has three maxima alternating in phase and two nodes characteristic of the third mode.

Graphs similar to our result at 100 Hz were published by Ferris showing two modes though several were expected. Our results show the systematic appearance of higher modes as the frequency is raised and demonstrate the suppression of noise obtained by the pulse compression technique. Further discussion of the hydrophone waveforms will be left until we have described the results of mode enhancement to pick out the arrivals associated with each mode.

B. Mode enhancement—Theoretical

It is well known that the normal-mode functions \( u_n(x) \) of Eq. (2) are orthogonal functions. Thus in principle the coefficient of a given normal mode in a linear combination of such modes can be obtained by simply multiplying by the desired mode and integrating over depth. Contributions from all other modes vanish in the usual way because of orthogonality. The acoustic pressure given by Eq. (3) is such a linear combination of normal modes, and we might attempt to extract the contribution of a single mode in the same manner.

There are two reasons why this may not work well. Firstly, the functions \( u_n(x) \) are orthogonal for integration over \( z \), i.e.,

\[
\int_0^\infty u_n(x)u_m(x)\,dx = \delta_{nm}.
\]

(4)

However, in a practical situation the acoustic pressure is sampled at discrete depths so that the integral in Eq. (4) is replaced by the summation

\[
\sum_i u_n(x_i)u_m(x_i)\Delta z_i,
\]

where the \( x_i \) are the depths of the hydrophones and \( \Delta z_i \) their spacing. With this replacement, Eq. (4) becomes only approximate, and typical results give numbers of order 1.0 if \( m = n \) and of order 0.1 if \( m \neq n \). Thus this
method of mode enhancement gives incomplete rejection of unwanted modes, and the enhanced results automatically contain admixtures of other modes.

The second reason why use of the orthogonal integration may not be successful concerns the approximation used to replace Eq. (2) by Eq. (3). It was necessary to neglect the frequency dependence of the normal-mode functions \( u_n(x) \). This dependence is actually quite slight for the present model and is manifest as a steady change of the vertical spacing of nodes for each normal-mode function. For bandwidths which are not too great the frequency dependence may be neglected.

The usefulness of the orthogonality integral as a method of mode enhancement is therefore degraded by the necessity for discrete sampling. However, the integral was used by Ferris and Ingenito \(^{3,5} \) to distinguish modes which were not resolved on analog records.

The difficulty associated with use of the orthogonality integral for mode enhancement can be avoided by recourse to matrix theory. Using the definitions

\[
p_j = p(r, z_j, t),
\]

\[
u_{jn} = u_n(x_j),
\]

where \( z_j \) is the depth of the \( j \)th hydrophone, Eq. (3a) may be rewritten

\[p_j = \sum_n u_{jn} m_n, \quad (5a)\]

or, in terms of the matrix \( U \) and column vectors \( p \) and \( m \), we have

\[p = U m, \quad (5b)\]

The vector \( p \) represents the signals received on the hydrophones and \( m \) represents the signals carried by individual modes. In the experimental situation \( p \) is measured and the matrix \( U \) may be calculated from the theoretical model. Therefore, Eq. (5) can be regarded as a system of linear equations to be solved for \( m \), the normal-mode signals.

The solution of Eq. (5) depends on the number of hydrophones and modes present.

If the number of hydrophones is equal to the number of modes, the matrix \( U \) is square and the solution of Eq. (5) is obtained by finding \( U^{-1} \), the inverse of \( U \), where

\[m = U^{-1} p. \quad (6)\]

If there are more modes than hydrophones, there are effectively more unknowns than equations and so a unique solution does not exist.

The interesting case is where there are more hydrophones than modes. In this case the matrix \( U \) could be made square by discarding a suitable number of hydrophone records, but this would waste information. A better procedure is to obtain a “best fit” to the system as it stands. This is obtained by finding the matrix \((U'U)^{-1}U'\), where \( U' \) is the transpose of \( U \). This new matrix is the Moore–Penrose pseudoinverse of the matrix \( U \), and by using it to multiply Eq. (5b) we obtain the least-squares best fit solution for \( m \). \(^9\) This gives

\[m = (U'U)^{-1}U'p. \quad (6)\]

Equation (6) allows extraction of the mode signals for an arbitrary number of hydrophones. The matrices are readily found from the theoretical model, and our results in later sections confirm the usefulness of Eq. (6).

Before returning to the experimental analysis we make two comments. Firstly, we note that the use of the orthogonality integral of Eq. (4) to extract the normal-mode signals is equivalent to multiplying Eq. (5) by \( U' \), i.e.,

\[U'Um = U'p. \quad (7)\]

As we have already mentioned the matrix \( U'U \) has diagonal elements which are near 1.0 and off-diagonal elements which are of order 0.1, i.e., near zero. Thus \( U'U \) is close to the unit matrix, and hence from Eq. (7) \( m = U'p \), giving an approximate solution to the problem. It is now easily seen by comparing Eqs. (6) and (7) that use of the pseudoinverse avoids this approximation by multiplying Eq. (7) by \((U'U)^{-1}\) to obtain Eq. (6).

The second comment is that the use of a hydrophone array to enhance a particular normal mode is similar to beamforming. Normal modes can be considered as the interference pattern due to upgoing and downgoing rays at the same angle. The mode-enhancement matrices are weighting functions for the hydrophones which "steer" the array in the direction of these rays. The improvement using the pseudoinverse matrix rather than the orthogonality integral is due to an improved beam pattern which suppresses unwanted modes by arranging for nulls at the appropriate angles. Further work on the correspondence with beamforming is in progress.

C. Mode enhancement—experimental

The technique of mode enhancement is readily applied to the experimental data. The vector \( p \) of Eq. (6) represents the time dependent signals received on the six hydrophones. These waveforms are available as digital computer files as a result of the signal processing. The elements of the matrix \( U \) defined in Eqs. (5) are the theoretical mode amplitudes at the depths of the hydrophones. These are found for the present situation by finding the normal modes of the Pekeris model with the appropriate parameters. The matrix \((U'U)^{-1}U'\) of Eq. (6) is then constructed for each value of center frequency used in the experiment and the matrix is stored in a computer file. A computer program based on Eq. (6) yields time-dependent signals \( m \) which are weighted combinations of the hydrophone signals \( p \) and which are least-squares best fits to the normal-mode signals.

The initial attempts at mode enhancement were somewhat disappointing in that each normal mode apparently showed the same multiple arrivals present in the hydrophone waveforms. The source of this difficulty was attributed to a slight time shift from hydrophone to hydrophone. This was just observable on the computer plots as a very slight shift of the waveform carrier phase as
It will be noticed that separation of the modes is not perfect. At 60 Hz the signal obtained for mode 2 is due to incomplete rejection of mode 1. Similarly, at 140 Hz there is incomplete rejection of unwanted modes, each mode signal showing small amounts of “cross talk” from other modes. This imperfect mode separation is probably due to our unavoidable approximation that the mode functions are independent of frequency. The only situation we found where mode enhancement failed to give a clear identification of the pulse associated with a given mode was at 70 Hz, where the waveform for mode 2 always showed interference from mode 1.

In spite of the slight imperfections in the mode enhancement, it is clear that in general mode separation is very good, and the pulse shapes and arrival times associated with each mode can be easily studied. This is in contrast to the hydrophone waveforms of Fig. 1, where mode interference considerably distorts the pulse shapes.

IV. COMPARISON WITH THEORY

A. Group velocities

Resolution of the received signals into pulses associated with each normal mode enables us to measure relative arrival times quite accurately. This can be done more accurately from the separated mode waveforms than from the multiple arrivals present on the hydrophone signals of Fig. 1.

The arrival time of a pulse is taken from the plotted results as the time when the envelope of the pulse has maximum amplitude. This can be readily found by selecting the cycle of greatest amplitude. If it happens that adjacent positive and negative half cycles have the same amplitude the time is taken from the zero crossover in between. In this way the pulse arrival time can be found with an estimated error of a quarter of the period of the carrier.

For our purposes it is unnecessary to measure absolute arrival times, since the relative arrival times are much more sensitive to the details of the physical model. The points plotted in Fig. 4 show the arrival times of modes 2 and 3 relative to mode 1 as a function of the center frequency of the transmission. Theoretical values for the relative arrival times are given by the dashed curve of Fig. 4. They are calculated from the Pekeris...
model using the bottom parameters $\rho_2$ and $c_2$ obtained from the seismic survey. Adjustment of these parameters within their quoted errors yields the solid curve of Fig. 4, which is a much better fit to the data. The adjusted values are

$$\rho_2 = 1250 \text{ kg m}^{-3}, \quad c_2 = 1605 \text{ m s}^{-1},$$

and these were used for the subsequent analysis.

Adjustment of the parameters of the model necessitated alterations of the matrices and reprocessing of the hydrophone data to obtain the normal mode signals. However, this did not alter the relative arrival times and further adjustment was unnecessary.

The fitting of these curves should not be regarded as a definitive determination of $\rho_2$ and $c_2$ for two reasons. Firstly, a Pekeris model has been assumed (i.e., that the bottom is semi-infinite and uniform). The general agreement of theoretical and experimental values indicates the validity of the model but does not rule out the possibility that more complicated layering is present.

FIG. 5. Theoretical curves for group velocity as a function of frequency for the first four modes. The bandwidths assumed for four-cycle pulses at 60, 100, and 140 Hz are indicated.

Secondly, the penetration of normal modes into the bottom is usually very slight so that the parameters obtained are representative of only the uppermost few meters of the bottom.

B. Mode waveforms

Dispersion is due to variation of group velocity with frequency and leads to distortion of pulse shapes as the pulses propagate. Two dispersion effects are observed in Fig. 3 and both can be understood with reference to Fig. 5, which shows the theoretical mode group velocities as a function of frequency. Figure 5 also shows the bandwidths appropriate to the data of Fig. 3.

Firstly, consider the group velocities for the 140-Hz data. Figure 5 shows that within the bandwidth at 140 Hz the group velocity of mode 1 is almost constant. Thus all frequency components travel at the same speed and there should be very little pulse spreading. This is verified in Fig. 3, where the pulse in mode 1 at 140 Hz is very short, being essentially the same width as the source pulse. The group velocities of modes 2 and 3 at 140 Hz show more variation than mode 1 within the bandwidth. Indeed, for mode 3, at 110 Hz, and there is a rapid change of group velocity. Thus modes 2 and 3 have successively wider ranges of group velocities than mode 1, and this should give successively greater pulse spreading. This is again verified by Fig. 3, and we conclude that for our experimental situation pulse spreading increases as mode number increases.

Secondly, Fig. 3 shows that near 60 Hz the group velocity for mode 1 is changing more rapidly than it is near 140 Hz and the range of group velocities is correspondingly larger. Therefore, dispersion should lead to greater spreading at 60 than at 140 Hz. This is also verified by Fig. 3, in which the pulse in mode 1 is about 9, 7, and 5 cycles long for 60, 100, and 140 Hz, respectively. We conclude that pulse spreading for a given mode increases as the frequency decreases.

The theoretical result for the mode waveforms is found by calculating $m_M(r,t)$ from Eq. (3) using our Pekeris model of the sound channel. Results at 140 Hz are shown in Fig. 6, which may be compared with the experimental results of Fig. 3. For the first three modes agreement between relative arrival times and pulse lengths is very good. Indeed, this is the case for all data runs, so there is no advantage in showing all our results.
There are two respects in which the experimental and theoretical waveforms differ. Firstly, the relative amplitudes of the first three modes do not agree. This is due entirely to the fact that our theoretical model makes no allowance for attenuation. The theoretical curves have been arbitrarily normalized so that theoretical and experimental amplitudes of mode 1 are the same. Thus, the reduced amplitudes for the experimental results for modes 2 and 3 indicate attenuation which increases with mode number. Greater attenuation of higher modes is expected physically, since the higher modes penetrate further into the bottom layer where the absorption of acoustic energy takes place.

The second respect in which theoretical and experimental waveforms disagree concerns mode 4 and is the subject of Sec. IV C.

C. Normal modes near cutoff

Each normal mode has a low-frequency cutoff below which it does not form a discrete standing wave and its energy ceases to be trapped in the water column. The presence of a cutoff frequency is indicated by the abrupt termination at the low-frequency end of the group velocity curves of Fig. 5.

It is tempting to assume that a normal mode will propagate if the signal frequency exceeds the cutoff frequency for that mode. However, the situation is not that simple. For pulsed transmissions a finite bandwidth is implied and has been indicated on Fig. 5 for representative cases. Thus, the bandwidth as shown for a four-cycle pulse with a center frequency of 140 Hz overlaps with the group velocity curve for mode 4 and indicates that mode 4 should be observed in the 140-Hz data even though its cutoff frequency is 154 Hz. The theoretically expected pulse shape is shown in Fig. 6. The pulse should suffer considerable time spreading because of the wide range of group velocities present.

The experimental results for mode 4 at 140 Hz as shown in Fig. 3 do not agree with the theoretical results of Fig. 6. The waveform obtained for mode 4 shows pulses which are strongly correlated with those for lower modes and is probably due to imperfect mode enhancement. The presence of any genuine mode 4 is obscured by the cross talk due to other modes. Similarly, the bandwidths at 60 and 100 Hz indicate that theoretically modes 2 and 3 are expected in these runs. However, these are not observed in Fig. 3, where there is no mode 3 at 100 Hz, and the waveform for mode 2 at 60 Hz is probably again due to cross talk.

It is almost certainly because of the attenuation seen in the previous section that we do not observe modes whose cutoff frequencies are above the center frequencies of the pulses. The higher modes suffer greater attenuation because of their greater penetration into the bottom. Thus a mode which is just cut off will necessarily have severe attenuation of all its components and at sufficient range will not be seen.

D. Frequency spectra

The frequency spectra of broadband signals received in underwater acoustics are usually quite complicated. Figure 7 shows the spectra received on our six hydrophones for a source pulse of center frequency 130 Hz.

The spectrum of the source pulse is also shown in the figure. The source pulse spectrum is quite simple and has the characteristic \( \sin x/x \) shape of a gated sine wave. With four-cycle pulses the first nulls for a center frequency of 130 Hz occur at 97.5 and 162.5 Hz as in the figure. The signals were bandpass filtered between these points before sending to the source, but there is some signal outside because of rolloff in the filters and because the source has a resonance at 67 Hz which gives the enhanced lower side lobe.

It is difficult to draw detailed conclusions from such complicated spectra as those observed on the hydrophones. The spectra all have the gross shape of the source pulse. There is, however, severe departure from this gross shape giving sharp nulls in several cases. From our earlier results it is clear that these nulls are caused by the interference of pulses from different modes. Each frequency component in each mode has its own phase and amplitude. Thus components from different modes may cancel out if they have
V. CONCLUSIONS

The experiment and analysis described here has confirmed in detail the theoretically expected frequency dependence of normal modes.

The assumption that the sand forming the bottom layer of our experimental site can be regarded as a semi-infinite fluid is well justified.

The only deficiency of our mathematical model is its obvious failure to include the effects of attenuation. Our results show that attenuation increases rapidly near cutoff frequencies. However, it is quite clear that many of the features of normal-mode transmission can be accounted for without allowing for attenuation in the theoretical model.

The method of mode enhancement suggested here is shown to allow the extraction of the signal associated with a single mode. This greatly facilitated the determination of group velocities and the study of mode waveforms and spectra. The method was applied here to particularly simple data which were already partly separated into mode pulses and for which the results of mode enhancement could be easily anticipated. The great advantage of the method is, however, that it is expected to work just as well on data in which modal arrivals are not well resolved, either because the range is too short or because the transmitted signal is too long or too complicated. Since the signal in each mode is substantially a facsimile of the transmitted signal, the method offers the possibility of extracting the transmitted signal from the usual succession of overlapping multiple arrivals. A particularly interesting application will be the study of mode coupling due to range-dependent features such as a sloping bottom.
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