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is given its own code, which is approximately orthogonal (i.e., has low cross correlation) with the codes of the other users. The carrier is phase modulated by the digital data sequence and the code sequence. In FH-SSMA [Pur 84], each user is assigned a unique frequency hopping pattern, so that the RF signal from a given transmitter is hopped from slot to slot by changing the carrier frequency according to its own hopping pattern.

This thesis is concerned with the application of FH-SSMA techniques to communication networks. We are interested in the multiple-access capability of a frequency-hop packet radio network as characterized by the user-channel model described in section 1.2. The goals of this thesis are to find the theoretical limit in performance and to show how to achieve the limit through the use of channel coding techniques.

1.2. The User-Channel Model

We consider a frequency-hop spread-spectrum (FH/SS) packet radio network in which $I$ transmitter-receiver pairs (also called user pairs) of terminals wish to communicate over a common channel (see Figure 1.1). Each source generates messages (information), independent of messages generated by other users. There are $I$ separate encoders, one for each source. The $j^{th}$ encoder has as input only the messages from the $j^{th}$ source and produces a codeword $(x_{j1}, x_{j2}, \ldots, x_{jn})$, $x_{ji} \in X$, where $X$ is a common input alphabet. At the $j^{th}$ receiver the $j^{th}$ frequency dehopper, which has knowledge of the $j^{th}$ hopping pattern, dehops the received signal and the dehopped signal is demodulated to produce the output vector $(y_{j1}, y_{j2}, \ldots, y_{jn})$, $y_{ji} \in Y$, where $Y$ is a common output alphabet. Decoding is done independently at each of the $I$ receivers and thus there is no cooperation between users on either the transmitting or the receiving side. We thus model
Figure 1.1: \( I \)-user channel model.
the communication system from the modulator input to the demodulator output as an $I$-user interference channel [Gam 80].

We assume that each receiver is able to hear the transmissions of each of the $I$ transmitters. Each receiver does not attempt to dehop and demodulate signals other than its own. The signal of each user is, however, present in the front end of each receiver and is a potential source of interference. An example of this is a satellite multiple access broadcast system or a fully connected network. Thus the interference traffic level will be the same at each receiver in the network, which makes the component channels for all user pairs be identical. We thus assume that exactly the same code is used for all user pairs in the network.

The users are assumed to transmit data in fixed-length packets, and the packet may consist of several codewords. In this thesis we will assume that a "packet" consists of exactly one codeword from the code. This provides us with a natural definition of a "successfully transmitted packet": A packet is declared successfully transmitted if the number of errors and/or erasures occurring due to multi-user interference is within the errors-and-erasures correcting capability of the code.

In our model of a frequency-hop radio network, there is a band of $q$ frequency slots available and each user pair has a frequency hopping pattern that randomly hops among all $q$ frequency slots with probability $1/q$ for each slot independent of previous hop frequencies (i.i.d. hopping). In each hopping time-slot, $N_b$ code symbols are transmitted using a common type of modulation whose spectrum falls within the specified frequency slot. In general, frequency hopping for the terminals in the network can be either synchronous or asynchronous. The requirement for synchronous frequency hopping is that the hop intervals from all of the transmitters in the network must be aligned at each receiver in the network. The term asynchronous frequency hopping is reserved for the situation where
this requirement is not met. We also assume that packet time sloting is employed, that is, time is divided into intervals called packet (time) slots, and each packet transmission must take place wholly within a packet slot. The conditions required for slotted transmission are much less strict than the requirements for synchronous frequency hopping: Because the packet slot size is typically one to three orders of magnitude greater than the hop size (hop duration time), it is considerably easier to implement a slotted packet transmission system than to synchronize the frequency hopping among all of the terminals in the network. In particular, a guard time of a few percent of the packet length is sufficient to permit slotted operation in the packet radio network, and therefore represents a small degree of added overhead.

Whenever two or more code symbols from different radios are transmitted simultaneously in the same frequency slot, we say a "hit" occurs. Suppose two packets are transmitted in the same packet slot on two different hopping patterns, and consider a single symbol from one of them. The probability that the other packet has symbol transmitted in the same frequency slot at any time during the transmission interval for that symbol is called the probability of a hit and is denoted by $p_h$. It is known that $p_h$ can be calculated as [Ger 82]

$$p_h = \begin{cases} 
\frac{1}{q} \left[ 1 + \frac{1}{N_k} \left( 1 - \frac{1}{q} \right) \right], & \text{asynchronous frequency hopping} \\
\frac{1}{q}, & \text{synchronous frequency hopping,} 
\end{cases}$$

(1.1)

where $N_k$ is the number of code symbols per hop. If there are $I$ simultaneous transmissions, the probability of a particular symbol being hit is

$$p_{h,I} = 1 - (1 - p_h)^{I-1}.$$  

(1.2)

Since each receiver can hear the transmissions of all $I$ transmitters, the probability of a particular symbol being hit will be the same at all receivers, namely $p_{h,I}$. We will assume that the background noise power is small compared with
the signal power, so that when there is no interference at a particular hop, the data is correctly received.

1.3. Previous Work

Studies of the multiple-access capability of frequency-hop spread-spectrum communication systems have begun quite recently. Geraniotis and Pursley [Ger 82] have obtained the (uncoded) bit error probability in an asynchronous frequency-hop SSMA communication system. Soon after, the use of frequency-hopping, M-ary modulation, and Reed-Solomon coding in a multiple-terminal communication system was considered in [Haj 82], [McE 82], [Pur 81a]. In particular, Hajek [Haj 82], [Pur 81a] have evaluated the throughput of frequency-hopped communications with error-correction coding for a Poisson traffic model. Musser and Daigle [Mus 82] derived the throughput of an unslotted code division multiple access (CDMA) network with fixed length packets. Pursley [Pur 83a] examined the improved multiple-access capability available through the use of frequency-hopping with side information and erasure-correction. In [Pur 84] he also evaluated error probabilities and local throughput of the frequency-hop radio networks which incorporate the standard slotted and unslotted ALOHA channel-access protocols, and Reed-Solomon error-control coding. Hegde and Stark [Heg 85] considered the multiple-access capability of frequency-hop spread-spectrum communication from an information theoretic (capacity) point of view. It was shown that there is an optimal number of users that maximizes the total information being reliably transmitted.

Spread-spectrum network protocols have been discussed in the literature [Pur 83b], [Sil 84], [Sou 84], [Wie 82], but the design and analysis of these protocols are still an active area of basic research, and several problems remain un-
solved. Raychaudhuri [Ray 81] presented analytical techniques for performance evaluation (such as steady-state throughput, delay) of slotted ALOHA CDMA systems. In [Wie 83], [Wie 86] a distributed reservation scheme for SSMA channels has been introduced and analyzed.

1.4. Thesis Outline

In this section we briefly outline the remaining chapters of this thesis. In chapter II, several performance measures of the multiple-access capability which are to be discussed throughout this thesis are stated. Those are the channel capacity, the achievable region, and the throughput. In brief, the channel capacity is the maximum average amount of information that can be transmitted over the channel with the best possible code. The achievable region is the set of all code rate, channel traffic pairs such that it is possible to have the packet (codeword) error probability to be less than a desired error probability. The throughput is the average number of successful transmissions that can take place within the range of a given receiver.

Chapter III is concerned with the multiple-access capability of a frequency-hop packet radio network which utilizes Reed-Solomon coding. Reed-Solomon (RS) codes are employed to correct the errors and/or erasures occurring due to multi-user interference. If the receiver can detect the presence of interference in the same frequency slot in which the signal of interest is present (side information) and erase the corrupted channel symbols, the unique erasure-correcting capability of the RS codes can be exploited. In general, an \((n, k)\) RS code can correct up to \(e \triangleq n - k\) erasures out of \(n\) symbols or up to \(t \triangleq \lfloor (n - k)/2 \rfloor\) errors out of \(n\) symbols: this is the best value of \(e\) and \(t\) that can be achieved by any code of the same block length and rate. This is often a strong justification for
using RS codes. For both the perfect side information and no side information cases, we derive the achievable regions of code rate and channel traffic, and the optimal code rate and optimal channel traffic at which the normalized throughput is maximized. From these optimum points we derive the maximum possible throughputs, and compare them with the corresponding channel capacities. It is found that for the perfect side information case, the maximum sum capacity (defined in section 2.2) is achieved by the optimal rate RS code with bounded distance decoding. However, it is shown that the maximum (normalized) throughput achievable without side information is only 39.3% (worst case) of that achievable with perfect side information. The loss in using Reed-Solomon codes in a no side information environment is partially due to the use of a non maximum likelihood decoder (i.e., bounded distance decoder).

In chapter IV, we investigate a technique for obtaining the side information. This is done by partitioning the data stream into blocks, encoding each block using an error-detecting code, and transmitting the encoded block (codeword) during a single hop. On the basis of the received version of the codeword the decoder makes a statistical decision about which of the channel states (hit or no hit) each codeword was transmitted over. Clearly, as the rate of the error-detecting code decreases, the error detection capability increases, therefore the reliability of side information obtained will increase. However, decreasing the code rate implies a decrease in the efficient use of the channel. An interesting question that arises from this discussion is "How does the reliability of the side information change as the code rate changes?", or "What is the maximum allowable code rate to obtain a certain reliability of the side information?". In this chapter we give the answer to the above question for both the synchronous and asynchronous frequency-hopping systems.

The combination of encoder, channel, and decoder generates in general an
there is only one intended receiver for each transmitter, nor is it a multiple access channel because each receiver is only interested in what is being sent by the corresponding transmitter.

The $I$-user interference channel is characterized, in general, by $(X_1 \times X_2 \times \cdots \times X_I, P(y_1, y_2, \cdots, y_I \mid x_1, x_2, \cdots, x_I), Y_1 \times Y_2 \times \cdots \times Y_I)$ consisting of $2I$ finite sets $X_1, X_2, \cdots, X_I, Y_1, Y_2, \cdots, Y_I$ and a collection of conditional probability distributions $P(\cdot, \cdots, \cdot \mid x_1, x_2, \cdots, x_I)$ on $Y_1 \times Y_2 \times \cdots \times Y_I$, one for each vector $(x_1, x_2, \cdots, x_I)$ where $x_1 \in X_1, x_2 \in X_2, \cdots, x_I \in X_I$. Here $x_1, x_2, \cdots, x_I$ are inputs to the channel and $y_1, y_2, \cdots, y_I$ are outputs from the channel (see Figure 1.1). In our interference channel model, $X_1 = X_2 = \cdots = X_I$ and $Y_1 = Y_2 = \cdots = Y_I$.

Using Sato's terminology [Sat 77], if the marginal transition probabilities $P(y_j \mid x_1, x_2, \cdots, x_I)$, do not depend on $x_i, i \neq j$, i.e.,

$$P(y_j \mid x_1, x_2, \cdots, x_I) = P(y_j \mid x_j), \quad j = 1, 2, \cdots, I, \quad (2.1)$$

then the interference channel is called "separated". The interference channels created by a specific frequency-hopping modulation will be characterized by the marginal transition probabilities $P(y_j \mid x_1, x_2, \cdots, x_I), j = 1, 2, \cdots, I$. We will show later how the marginal transition probabilities depend on the frequency-hopping modulation (e.g. number of frequency slots, hopping pattern) and availability of side information. If the interference channel is separated, the individual channels characterized by $P(y_j \mid x_j)$ are called "component" channels. In our model the component channels for all user pairs are identical.

2.3 Capacity Region

In general, by the "capacity region" of any interference channel, one means the set of all joint user rates such that it is possible to communicate with arbitrarily
small error probability at any joint rate inside this set, but it is impossible to
do so at any joint rate outside this set. To define the capacity region for such
channels precisely, it is convenient to make use of the concept of the “achievable
rate”. An \(((M_1, M_2, \cdots, M_I), n)\) code for an \(I\)-user interference channel consists
of \(I\) sets of integers called the message set

\[
M_j = \{1, 2, \cdots, M_j\}, \quad j = 1, 2, \cdots, I, \tag{2.2}
\]

\(I\) encoding functions

\[
f_j : M_j \rightarrow X_j^n, \quad j = 1, 2, \cdots, I, \tag{2.3}
\]

and \(I\) decoding functions

\[
g_j : Y_j^n \rightarrow M_j, \quad j = 1, 2, \cdots, I. \tag{2.4}
\]

Assuming an uniform distribution over the product message sets \(M_1 \times M_2 \times
\cdots \times M_I\), i.e., that the messages are independent and equally likely, we define
the “average probability of error” for the \(j^{th}\) channel to be

\[
P_j^{(n)}(e) = \frac{1}{M_1 \cdots M_I} \sum_{(m_1, \cdots, m_I) \in M_1 \times \cdots \times M_I} P(g_j(y_j) \neq m_j \mid m_1, \cdots, m_I \text{ sent}), \tag{2.5}
\]

where \(y_j \in Y_j^n\).

We define the rate vector \((r_1, r_2, \cdots, r_I)\) of an \(((M_1, M_2, \cdots, M_I), n)\) code by

\[
r_j = \frac{\log_2 M_j}{n}, \quad j = 1, 2, \cdots, I. \tag{2.6}
\]

The rate vector \((r_1, r_2, \cdots, r_I)\) is said to be achievable by an \(I\)-user interference
channel if, for any \(\varepsilon > 0\) and for all \(n\) sufficiently large, there exists an
\(((M_1, M_2, \cdots, M_I), n)\) code with

\[
M_1 \geq 2^{nr_1}, \quad M_2 \geq 2^{nr_2}, \quad \cdots, \quad M_I \geq 2^{nr_I},
\]

such that

\[
P_1^{(n)}(e) < \varepsilon, \quad P_2^{(n)}(e) < \varepsilon, \quad \cdots, \quad P_I^{(n)}(e) < \varepsilon.
\]
The capacity region of the $I$-user interference channel is defined as the set of all achievable rate vectors in the $(r_1, r_2, \ldots, r_I)$-space.

Notice that the notions of achievable rates and capacity region depend only on the marginal transition probabilities of the channel, $P(y_j | x_1, x_2, \ldots, x_I)$, and not directly on the joint conditional probability $P(y_1, y_2, \ldots, y_I | x_1, x_2, \ldots, x_I)$. This is because the average probability of error $P_j^{(n)}(e)$ $(j = 1, 2, \ldots, I)$ depends only on the corresponding marginal probability

$$P_j(y_j | x_1, x_2, \ldots, x_I) = \sum_{y_k, k \neq j} P(y_1, y_2, \ldots, y_I | x_1, x_2, \ldots, x_I).$$  \hspace{1cm} (2.7)

From this, we can conclude that the capacity region is the same for all $I$-user channels that have the same marginal probabilities.

The capacity region for the interference channel is not, in general, known, but various inner and outer bounds have been developed for it [Ahl 71], [Sat 77]. However, if the channel is separated, i.e.,

$$P_j(y_j | x_1, x_2, \ldots, x_I) = P_j(y_j | x_j), \hspace{1cm} j = 1, 2, \ldots, I,$$  \hspace{1cm} (2.8)

then using the properties given in [Sat 77] it can be shown that the inner bounds and the outer bounds coincide, thus giving us the capacity region:

$$\{(r_1, r_2, \ldots, r_I) : 0 \leq r_j < C_j(I)\},$$  \hspace{1cm} (2.9)

where

$$C_j(I) = \max_{Q_j} I(X_j; Y_j)$$  \hspace{1cm} (2.10)

is the capacity of the $j^{th}$ component channel which is described by $(X_j, P(y_j | x_j), Y_j)$. This implies that the capacity regions of the separate interference channel are determined by the individual channel parameters only. Reducing the rate of one user is of no benefit to other users.

The sum capacity, $C_{\text{sum}}(I)$, is defined as the largest possible total rate that
can be achieved by all users, and if the channel is separated
\[
C_{\text{sum}}(I) = \max_{Q_1, \ldots, Q_I} \sum_{j=1}^I I(X_j; Y_j)
\]
\[
= \sum_{j=1}^I \max_{Q_j} I(X_j; Y_j)
\]
\[
= \sum_{j=1}^I C_j(I). \quad (2.11)
\]

2.4 Achievable Region

In the previous section we have considered the performance achievable with the best possible codes, i.e., the capacity region. The coding theorem guarantees the existence of codes, but does not provide any criteria for construction or selection of such codes. The capacity region is a property of a channel. This section and the next section are focused on a coding viewpoint. We assume that all encoders have same rate and are identical. We first consider an achievable region of a family of interference channels with a family of codes. The achievable region is defined as the set of all code rate (\(r\)), channel traffic (\(I\)) pairs such that there exists a code with rate \(r\) and codeword error probability less than some desired value, \(\hat{P}_E\), for \(I\) users (packet transmissions). The codeword error probability is the probability of the number of errors and erasures occuring in the received sequence being greater than the correcting capability of the code. The set of all \((r, I)\) such that the codeword (packet) error probability is less than \(\hat{P}_E\) is the "\(\hat{P}_E\) achievable region". The requirement for \(\hat{P}_E\) on the individual links is closely coupled to the system delay: a larger packet error probability implies that a larger number of retransmissions will be required, and this implies increased delay.

The effectiveness of a class of coding schemes on a given channel (i.e., given \(I\)) can be measured by letting the code length become sufficiently large and comparing the resulting maximum possible (maximized over all codes in a specific class)
code rate for the codeword error probability to be less than an arbitrarily small constant with the absolute maximum rate, i.e., the capacity. Many people have been searching for practical realization of Shannon's promises, but the search has been difficult and only partially completed. In fact, the problem of finding an explicitly constructable, practical sequence of codes for which the probability of error approaches zero for all rates less than the capacity region remains open in general.

2.5 Throughput

Throughput is a widely-accepted performance measure for a satellite packet broadcasting system [Kle 76]. Basically, it is intended to be a measure of the information flow in the neighborhood of an arbitrary terminal in the network. It is defined as the average number of successful packet transmissions that can take place simultaneously within the range of a given receiver. If the network is homogeneous in the sense that the interference traffic is the same at each receiver, the codeword (packet) error probability given $I$ simultaneous transmissions, $P_E(I)$, is the same for each packet, and the unnormalized throughput given $I$ simultaneous transmissions, $S(I)$, is the number of transmissions times the probability of success; that is,

$$S(I) = I \cdot (1 - P_E(I)).$$

(2.12)

Notice that this throughput measure does not distinguish between packets according to their destination. It is a measure of the multiple-access capability of the modulation and coding technique which is divorced from the particular protocols being used in the network. A packet is correctly received if the number of errors and erasures it encounters is within the correction capability of the code.

In order to make valid comparisons between frequency-hop and narrowband
radio networks, it is necessary to normalize $S(I)$ to give throughput per unit bandwidth. If the code has rate $r$ and the number of frequency slots is $q$, the normalized throughput at traffic level $I$ is

$$W(I) = \frac{rS(I)}{q} = \frac{rI(1 - P_E(I))}{q};$$  \hspace{1cm} (2.13)

this is the total amount of information being reliably sent over the network per unit time per unit bandwidth. As the code rate decreases, the amount of bandwidth required (for fixed $q$ and information bit rate) increases so that the normalization factor, $r/q$, decreases. However, the smaller the code rate the greater the error and erasure correcting capability of the code. The larger error and erasure correcting capability of the code tends to increase the unnormalized throughput. These two competing factors cause there to be an optimum code rate that maximizes the normalized throughput. Alternatively we can imagine that for fixed $q$ as the number of transmitter-receiver pairs increase there will be a decrease in the reliability of the information being transmitted. This is because the chances of more than one user hopping to the same frequency slot, i.e. the probability of a hit, are larger for larger $I$. On the other hand as the number of user pairs increases, the total amount of information being transmitted is increasing. From this discussion one is led to believe that for a fixed $q$ there will be an optimum number of users simultaneously transmitting that maximizes the normalized throughput. The values of $I$ and $r$ for which $W(I)$ is maximized is denoted by $I_{\text{opt}}$ and $r_{\text{opt}}$ respectively. For frequency-hop radio networks with error-control coding, the value of $I_{\text{opt}}$ depends on the code and the bandwidth used by the spread spectrum, but it is typically much larger than one. The value of $r_{\text{opt}}$ depends on the number of users simultaneously transmitting and the bandwidth used by the spread spectrum. From these two optimum values we can derive the maximum possible normalized throughput $W_{\text{max}}$. 
CHAPTER III

REED-SOLOMON CODES

3.1 Introduction

An important and popular subclass of nonbinary BCH codes is the class of Reed-Solomon codes often abbreviated as RS codes [Cla 82], [Bla 83]. They are BCH codes over $\text{GF}(M)$ with the special property that the block length $n$ is $M - 1$, $M$, or $M + 1$, where $M$ is a power of a prime. Besides serving as illuminating examples of BCH codes, they are of considerable practical and theoretical importance. They are convenient for building other codes, either alone or in combination with other codes, as in concatenated codes which will be discussed in chapter IV. In this chapter we investigate the achievable region and the throughput for the family of interference channels generated by our spread-spectrum frequency-hopping model of Chapter I, when only RS codes are used.

An important property of any $(n, k)$ RS code is that the minimum distance is given by

$$d_{\text{min}} = n - k + 1,$$

(3.1)

where $n$ is the block length and $k$ is the number of information symbols in each block. A code for which the minimum distance equals $n - k + 1$ is called a
maximum-distance-separable (MDS) code. Therefore, every RS code is an MDS code and is optimum in the sense of the Singleton bound [Bla 83]. This means that for fixed \( n \) and \( k \), no code can have a larger minimum distance than a RS code. This is often a strong justification for using RS codes. Furthermore, it can be readily verified that shortening the block length of a RS code by omitting information symbols can not reduce its minimum distance, and therefore any shortened RS code is also an MDS code.

Another important property of a RS code is the fact that any \( k \) positions in the codeword may be used as an information set. That is, given an \((n, k)\) RS code over GF\((M)\), for any \( k \) symbol positions there will be one and only one codeword corresponding to each of the \( M^k \) assignments in those \( k \) positions. An important and very useful consequence of this property is that it enables one to write down the exact weight distribution for any RS code. The weight distribution \( \{A_j\} \) for a RS code or any MDS code defined over GF\((M)\) having block length \( n \) and minimum distance \( d_{\text{min}} \) is given by

\[
A_j = \binom{n}{j} (M - 1) \sum_{l=0}^{j-d_{\text{min}}} (-1)^l \binom{j - 1}{l} M^{j-d_{\text{min}} - l},
\]

for \( d_{\text{min}} \leq j \leq n \). Derivation of this weight distribution formula can be found in Forney [For 66], Berlekamp [Ber 68], Peterson and Weldon [Pet 72].

From the above minimum distance property, an \((n, k)\) RS code with bounded distance decoding will correct up to \( e \triangleq n - k \) erasures out of \( n \) symbols or up to \( t \triangleq \lfloor (n - k)/2 \rfloor \) errors out of \( n \) symbols. More generally, it will correct any combination of \( e \) erasures and \( t \) errors provided that \( 2t + e \) does not exceed \( n - k \).

3.2 Perfect Side Information

Since the RS code can correct twice as many erasures as errors, it can be
expected that the multiple-access capability of frequency-hop packet radio networks is considerably enhanced if the receiver can determine which symbols in the packet have been hit. This information, typically called side information, is used in the demodulator and decoder to improve error control. The received symbols that have been hit by other transmissions are erased in order to take advantage of the powerful erasure correction capability of RS codes. An \((n,k)\) RS code can correct any pattern of \(n-k\) or fewer erasures.

We consider the spread-spectrum frequency-hopping model described in Chapter I. If there are \(I\) users transmitting, we model it as an \(I\) user interference channel. We assume that the background noise is negligible compared to the signal power and perfect side information is available to the demodulator and decoder. However, these assumptions will be relaxed in chapter V. The main purpose of the present section is to examine the improved multiple-access capability available through the use of frequency-hopping with perfect side information and erasure correction.

3.2.1 Assumption 1: No Discrimination Against Partially Overlapping Interference

We assume first that all symbols that have been hit, even if only partially overlapping in time (due to the asynchronous nature of frequency hopping process), are detected and erased. When there are \(I\) simultaneous users the probability that a particular symbol is hit is given by \(p_{h,I}\) (see (1.2)), The marginal transition probability in this case is given by

\[
P(y_j|x_1, x_2, \ldots, x_I) = \begin{cases} 
1 - p_{h,I}, & y_j = x_j \\
p_{h,I}, & y_j = \cdot.
\end{cases}
\]

Since the \(j^{th}\) channel output does not depend on the symbols transmitted from other users, the interference channel is separated. The component channel
Figure 3.1: $M$-ary erasure channel.

model (seen by each user pair) will be an $M$-ary erasure channel with erasure probability equal to $p_{h,t}$ as shown in Figure 3.1.

**Achievable Region**

A given codeword (packet) is correctly received if the number of erasures does not exceed the erasure-correction capability of the RS code. By the memorylessness of the random hopping pattern, the hits at different hop durations are conditionally independent given $I$. Thus the probability of correct codeword for a bounded distance decoder given $I$ simultaneous transmissions, $P_c(I)$, is given by

$$P_c(I) = \sum_{j=0}^{n-k} \binom{n}{j} p_{h,t}^j (1 - p_{h,t})^{n-j}.$$  \hspace{1cm} (3.3)

Asymptotically, as $n$ and $k$ approach infinity while the code rate, $r = \frac{k}{n}$, is
held constant, it can be shown (see Appendix A) that

\[
\lim_{n,k \to \infty} P_c(I) = \begin{cases} 
1, & 1 - r > p_{h,I} \\
0.5, & 1 - r = p_{h,I} \\
0, & 1 - r < p_{h,I}.
\end{cases}
\]  

(3.4)

This implies that "error-free" communication is possible asymptotically provided that the code rate is less than \(1 - p_{h,I}\), i.e.,

\[
r < (1 - p_h)^{I-1},
\]

(3.5)

or equivalently

\[
I < 1 + \frac{\ln(r)}{\ln(1 - p_h)}.
\]

(3.6)

This represents an asymptotic \((n, k \to \infty)\) achievable region of \(I\) and \(r\) for arbitrarily small error probability with perfect side information. The limiting value for the asymptotic achievable region as both the number of users and the number of frequency slots get large (i.e., \(I, q \to \infty\) with \(\lambda \triangleq I/q\) held constant) is given by

\[
r < e^{-\eta \lambda},
\]

(3.7)

or

\[
\lambda < \frac{1}{\eta} \ln\left(\frac{1}{r}\right),
\]

(3.8)

where

\[
\eta = \begin{cases} 
1, & \text{synchronous frequency hopping} \\
1 + \frac{1}{N_k}, & \text{asynchronous frequency hopping}.
\end{cases}
\]

(3.9)

It can be easily shown that the capacity of the component channel shown in Figure 3.1 is given by

\[
C(I) = 1 - p_{h,I} = (1 - p_h)^{I-1},
\]

which is the same as the right hand side of (3.5). This implies that the capacity of the channel with perfect side information can be achieved by the Reed-Solomon code.
Now we consider the achievable region for finite block length Reed-Solomon codes. We want to find the maximum number of simultaneous transmissions (or channel traffic) and the maximum code rate for the packet error probability to be less than $\hat{P}_E$ when Reed-Solomon codes of finite block length are used to correct the erasures due to the multi-user interferences. Unfortunately it is very difficult to derive the exact maximums analytically, because (3.3) is a complicated function of $I$ and $k$. However, we can derive a simple approximation to the maximum channel traffic and code rate as follows. If we apply the Demoivre-Laplace theorem [Pap 65] to (3.3), we can get an approximation

$$P_e(I) \approx F\left(\frac{n - k - np_{h,I}}{\sqrt{np_{h,I}(1 - p_{h,I})}}\right),$$  \hspace{1cm} (3.10)

where

$$F(x) \triangleq \int_{-\infty}^{x} (2\pi)^{-\frac{1}{2}} e^{-u^2/2} du.$$  

By combining (3.10) with the constraint, $P_E(I) \triangleq 1 - P_e(I) \leq \hat{P}_E$, we obtain

$$r \leq 1 - p_{h,I} - \alpha \sqrt{p_{h,I}(1 - p_{h,I})}/n$$ \hspace{1cm} (3.11)

or equivalently

$$I \leq 1 + \frac{\ln(A)}{\ln(1 - p_h)}$$ \hspace{1cm} (3.12)

where

$$\alpha \triangleq F^{-1}(1 - \hat{P}_E)$$

$$A \triangleq \frac{2nr + \alpha^2 + \alpha \sqrt{4nr(1-r) + \alpha^2}}{2(n + \alpha^2)}.$$  

Figure 3.2 shows the achievable regions of $I$ and $r$ for $P_E(I) \leq 10^{-2}$ with Reed-Solomon codes of length 32 and 256 and also the asymptotic achievable regions for arbitrarily small error probability with perfect side information. We see that the exact values and the approximations are very close, where the exact values have been obtained by computer search.
Figure 3.2: Achievable regions of $(r,I)$ for $P_E(I) \leq 10^{-2}$ and the asymptotic achievable region, perfect side information, $q = 100, \eta=2$. 
When there is a distribution on the number of packet transmissions (Poisson with mean \( G \)), we have the average probability of correct decoding, \( P_C \), given by

\[
P_C = \sum_{I=0}^{\infty} P_e (I+1)f(I),
\]

where

\[
f(I) = G^I e^{-G} / I!.
\]

It is shown in [Pur 84] that as \( G \) and \( q \) approach infinity while \( \mu \overset{\Delta}{=} G/q \) is held constant,

\[
P_C = \sum_{j=0}^{n-k} \binom{n}{j} (1 - e^{-\eta \mu})^j (e^{-\eta \mu})^{n-j},
\]

where \( \eta \) is given by (3.9). By applying the Gaussian approximation of (3.14) to the constraint, \( P_E \overset{\Delta}{=} 1 - P_C \leq \hat{P}_E \), we obtain

\[
r \leq e^{-\eta \mu} - \alpha \sqrt{e^{-\eta \mu} (1 - e^{-\eta \mu})}/n,
\]

or equivalently

\[
\mu \leq \frac{1}{\eta} \ln(1/A).
\]

Equations (3.11) and (3.12) will be especially useful for the use of adaptive transmissions and coding techniques. The idea is to observe the channel and respond to an unfavorable channel (e.g. heavy traffic) by controlling the channel traffic level (restricting the number of packet transmissions according to (3.12)) or by improving the error-correction capability of the system (reducing the code rate according to (3.11)) such that the packet error probability on the individual communication links is less than some desired value, \( \hat{P}_E \). Estimation of channel traffic is fairly easy to implement in a frequency-hop radio network [Pur 83a]. Perhaps the simplest estimate of channel traffic is the number of frequency slots that have signal strengths above a certain threshold. Another alternative is to monitor a few of the frequency slots and count the number of times signals are present on these slots during a few hop periods.
Throughput

For a system employing an \((n,k)\) code and \(q\) frequency slots, the normalized throughput given \(I\) simultaneous transmissions is given by

\[
W = \frac{k}{nq} IP_e(I).
\] (3.17)

The asymptotic normalized throughput as \(n\) and \(k\) approach infinity while \(r \triangleq k/n\) is held constant can be obtained by using (3.6) and (3.17) as

\[
\lim_{n,k \to \infty} W = \frac{r}{q} \left( 1 + \frac{\ln(r)}{\ln(1 - p_h)} \right).
\] (3.18)

This means that the asymptotic normalized throughput approaches arbitrarily close to the RHS of (3.18). The unit of the above normalized throughput is information symbols per channel use per frequency slot. To change it to information bits per channel use per dimension, it must be multiplied by \(\log_2 M/D\), where \(D\) is the dimensionality of the signal set per frequency slot. In all that follows we will consider the former unit: information symbols per channel use per frequency slot.

By optimizing over \(r\), we get the optimum code rate, \(r_{opt}\), given by

\[
r_{opt} = e^{-1}(1 - p_h)^{-1},
\] (3.19)

which for reasonable values of \(q\) is very close to \(e^{-1}\). This asymptotic optimal code rate also seems to give a very good approximation to the optimal code rate for finite length codes, even the length 32 codes. We can see from Figures 3.3 and 3.4 that the maximum normalized throughput is obtained by the \((32,12)\) code and \((256,94)\) code: but the optimum values of \(k\) obtained from the asymptotic optimum code rate, \(e^{-1}\), are \(32 \times e^{-1} = 11.77\) and \(256 \times e^{-1} = 94.18\), which are very close to the exact optimum values of \(k\), namely 12 and 94 respectively. At
Figure 3.3: Normalized throughputs, perfect side information, \( q = 100 \), \( n = 32 \), \( \eta = 2 \).
Figure 3.4: Normalized throughputs, perfect side information, $q = 100$, $n = 256$, $\eta = 2$. 
this optimum code rate the optimum number of transmissions is given by

$$I_{opt} = \left[ \ln(1 - p_h)^{-1} \right]^{-1},$$  \hfill (3.20)

thus the limiting optimum value of the channel traffic per frequency slot, $\lambda \triangleq I/q$, is

$$\lambda_{opt} = \eta^{-1},$$  \hfill (3.21)

as $q \to \infty$. At $r_{opt}$ and $I_{opt}$ the maximum possible throughput, $W_{max}$ becomes

$$W_{max} = 1/[q e(1 - p_h) \ln(1 - p_h)^{-1}],$$  \hfill (3.22)

which approaches $e^{-1}/\eta$ for large enough $q$. This is also the asymptotic sum capacity of the interference channel with perfect side information in information symbols per channel use [Haj 83], [Heg 85]. Therefore it can be concluded that if perfect side information is available, the asymptotic sum capacity is achieved by the optimal rate Reed-Solomon code with bounded distance decoding. However, this is not true if side information is not available as we will see in section 3.3.

Comparisons With Narrowband Slotted ALOHA System

For Poisson traffic model (the number of packet transmissions in a time slot is given by a Poisson random variable) and slotted ALOHA [Tan 81] without frequency hopping, the optimum average number of transmissions attempted per time (packet) slot is 1. The throughput at this traffic level is $e^{-1}$, and the resulting packet error probability is $1 - e^{-1}$ which is approximately 0.632 [Abr 70], [Tan 81].

For frequency-hop radio networks with error-control coding (RS code with perfect side information) and Poission traffic, the normalized throughput can be
derived as

\[ W = \frac{k}{nq} \sum_{j=0}^{\infty} I P_c(I) f(I) \]

\[ = \frac{k}{nq} \sum_{j=0}^{\infty} I \sum_{j=0}^{n-k} \binom{n}{j} \left( 1 - (1 - p_h)^{j-1} \right) \left( (1 - p_h)^{j-1} \right)^{n-j} \frac{G e^{-\alpha}}{I} \]

\[ = \frac{k}{n} \cdot \frac{G}{q} \sum_{j=0}^{\infty} \sum_{j=0}^{n-k} \binom{n}{j} \left( 1 - (1 - p_h)^{j} \right) \left( (1 - p_h)^{j} \right)^{n-j} \frac{G e^{-\alpha}}{I} \]

\[ \rightarrow \frac{k\mu}{n} \sum_{j=0}^{n-k} \binom{n}{j} \left( 1 - e^{-\eta\mu} \right)^{j} \left( e^{-\eta\mu} \right)^{n-j}, \]

as \( G, q \to \infty \), while \( \mu \triangleq G/q \) is held constant. From (3.4), as \( n, k \to \infty \) while \( r \triangleq k/n \) is held constant, we can show that the summation term approaches 1 if \( r < e^{-\eta\mu} \). Therefore the normalized throughput becomes

\[ W \to \mu e^{-\eta\mu}, \quad (3.24) \]

as \( n, k, G, q \to \infty \). The optimum traffic level can be shown to be \( \eta^{-1} \) and the throughput at this optimum traffic level is \( e^{-1}/\eta \): for synchronous frequency hopping \( \eta = 1 \), and even for asynchronous frequency hopping \( \eta \) can be 1 asymptotically by forming each \( M \)-ary symbol from binary signals (e.g. BFSK) of length \( \log_2 M \) bits, and thus making \( N_b = \log_2 M \) in (3.9). Therefore, it can be concluded that frequency-hop spread-spectrum modulation can be just as bandwidth-efficient as narrowband modulation in the sense that for a given bandwidth it can achieve the same throughput. However, for the narrowband ALOHA system without frequency hopping the throughput of \( e^{-1} \) is achieved when the packet error probability is 0.632 (which may be too large in practical system) and with binary feedback, while for the spread-spectrum modulation it is achieved with arbitrarily small packet error probability and without feedback. Error-control coding can not improve the situation very much (if at all) in the narrowband ALOHA system, because the symbol error probability is approximately
$1/2$ for $M$-ary signal set of interest whenever the symbol is hit by another transmission of equal power. Thus the average number of errors within the received version of a codeword (packet) of length $n$ will be approximately $n/2$, while for any $(n, k)$ code the maximum number of correctable errors is $[(n - k)/2]$. This implies that coding can hardly improve the performance of narrowband ALOHA system. Numerical data in [Haj 82] support the above arguments.

3.2.2 Assumption 2: Discrimination Against Partially Overlapping Interference

In this section we assume the use of noncoherent $M$-ary FSK signaling (each frequency slot thus consists of $M$ orthogonal tone positions), and assume that the packet radio network operates asynchronously at the hop level (asynchronous frequency hopping). Then the occurrence of hits generally results in partial, rather than total, overlap among tones of different users; it is assumed that the degree of overlap in time experienced by any pair of hops that suffer a hit is uniformly distributed over the interval from 0 to the total hop duration time, $T_h$. Without loss of generality we assume $T_h = 1$. It was assumed in subsection 3.2.1 that any degree of hop overlap results in the loss of the information (erasure) carried in that hop. In this subsection we make a departure from this assumption.

We assume that a symbol erasure will be necessitated if and only if in any one (or more) of the $M$ tone positions of the frequency slot the amount of time overlap between the symbol (tone) of interest and those of other users exceed a fraction $\rho$ of the hop duration time. Otherwise, the symbol is received correctly. This modified model in which partial overlaps can be tolerated was introduced in [Wie 84].

Therefore we must examine each of the $M$ tone positions of the frequency slot to determine whether any of them experience interference for more than a fraction $\rho$ of the hop duration. Note that this interference may arise from one or
more other users' signals in the same tone position whose combined overlap at
the same or at opposite ends of the hop lasts for a fraction of a hop greater than
\( \rho \). However, it is shown in Appendix B that as \( M \) becomes large, the probability
of the event that all users sharing the same frequency slot transmit distinct tones
approaches 1. Therefore if \( \tau \) denotes the amount of time overlap between the
tone of interest and that of an interferer, the probability of symbol erasure given
\( m \) hits, \( \hat{P}_m \), is given by

\[
\hat{P}_m = 1 - [P(\tau < \rho)]^m
\]

\[
= 1 - \rho^m.
\]

Thus, by averaging over the number of hits we obtain the symbol erasure prob-
ability, \( p_{\rho,I} \), given as

\[
p_{\rho,I} = \sum_{m=1}^{I-1} (1 - \rho^m) \binom{I-1}{m} p_h^m (1 - p_h)^{I-1-m}
\]

\[
= 1 - (1 - (1 - \rho)p_h)^{I-1}.
\]

The marginal transition probability in this case is given by

\[
P(y_j|x_1, x_2, \ldots, x_I) = \begin{cases} 
1 - p_{\rho,I}, & y_j = x_j \\
 p_{\rho,I}, & y_j = ?.
\end{cases}
\]

Since the \( j^{th} \) channel output does not depend on the symbols transmitted from
other users, the interference channel is separated. The component channel
model is again \( M \)-ary erasure channel, but with erasure probability equal to \( p_{\rho,I} \).

**Achievable Region**

By following the same procedure as in subsection 3.2.1, we can show that
"error-free" communication is possible asymptotically provided that the code
rate is less than \( 1 - p_{\rho,I} \), i.e.,

\[
r < (1 - (1 - \rho)p_h)^{I-1},
\]
or equivalently,

$$I < 1 + \frac{\ln(r)}{\ln(1 - (1 - \rho)p_h)}.$$  \hspace{1cm} (3.28)

**Throughput**

By following the same procedure as in subsection 3.2.1, the asymptotic normalized throughput as \( n \) and \( k \) approach infinity while \( r \triangleq k/n \) is held constant can be shown to be

$$\lim_{n,k \to \infty} W = \frac{r}{q} \left( 1 + \frac{\ln(r)}{\ln(1 - (1 - \rho)p_h)} \right).$$  \hspace{1cm} (3.29)

By optimizing over \( r \), we get the optimum code rate, \( r_{opt} \), given by

$$r_{opt} = e^{-1}(1 - (1 - \rho)p_h)^{-1},$$  \hspace{1cm} (3.30)

which for reasonable values of \( q \) is very close to \( e^{-1} \). At this optimum code rate the optimum number of transmissions is given by

$$I_{opt} = \left[ \ln(1 - (1 - \rho)p_h)^{-1} \right]^{-1},$$  \hspace{1cm} (3.31)

thus the limiting \((I, q \to \infty\) with \( \lambda \triangleq I/q \) held constant) optimum traffic intensity per frequency slot, \( \lambda_{opt} \), is given by

$$\lambda_{opt} = 1/|\eta(1 - \rho)|.$$  \hspace{1cm} (3.32)

At \( r_{opt} \) and \( I_{opt} \) the asymptotic maximum possible throughput, \( W_{max} \), becomes

$$W_{max} = 1/[qe(1 - (1 - \rho)p_h) \ln(1 - (1 - \rho)p_h)^{-1}],$$  \hspace{1cm} (3.33)

which approaches \( e^{-1}/|\eta(1 - \rho)| \) for large enough \( q \). This is also the asymptotic sum capacity of the interference channel as modeled by \( M \)-ary erasure component channels with erasure probability, \( p_{\rho,I} \), given in (3.26). We see that the ability to discriminate against interfering signals results in dramatic increase in throughput by the factor of \( 1/(1-\rho) \).
3.3 No Side Information

We now assume that side information is not available at the demodulator, thus it does not produce any erasure symbol, but instead makes an estimate (hard decision) on the received signal. The demodulated symbols are fed into an error-correction decoder. As long as there are no more than \( \lfloor \frac{n-k}{2} \rfloor \) errors, the \((n, k)\) RS code can correct them, where \( \lfloor x \rfloor \) denotes the integer part of \( x \).

3.3.1 Demodulator Model 1: Worst Case

We assume that if a received symbol is hit by one or more symbols, then the demodulator output is equally likely one of the \( M \) possible symbols, and if there is no hit it is correctly received. That is, the conditional probability of symbol error given hit is given by \( 1 - 1/M \), and it is 0 given no hit. Thus the probability that a received symbol is in error given \( I \) simultaneous transmissions, \( p_{e,I} \), is given by

\[
p_{e,I} = (1 - 1/M)(1 - (1 - p_h)^{I-1}).
\] (3.34)

This is the worst case assumption in the sense of minimizing the capacity: The minimum of the capacity of an \( M \)-ary channel is obtained when all the transition probabilities are equal to \( 1/M \), and the resulting minimum capacity can be shown to be zero. Therefore, the resulting achievable regions and throughputs are pessimistic results.

The marginal transition probability in this case is given by

\[
P(y_j|x_1, x_2, \cdots, x_I) = \begin{cases} 
1 - p_{e,I}, & y_j = x_j \\
p_{e,I}, & y_j \neq x_j.
\end{cases}
\]

Since the \( j^{th} \) channel output does not depend on the symbols transmitted from other users, the interference channel is separated. The component channel
Figure 3.5: $M$-ary symmetric channel.

model will be an $M$-ary symmetric channel with crossing probability $p_{e,I}$ as shown in Figure 3.5.

Achievable Region

When an $(n, k)$ Reed-Solomon code is employed to correct the errors, the probability of correctly decoding a codeword (packet) given $I$ simultaneous transmissions, $P_c(I)$, with bounded distance decoding is given by

$$P_c(I) = \sum_{j=0}^{[(n-k)/2]} \binom{n}{j} p_{e,I}^j (1 - p_{e,I})^{n-j}.$$  \hspace{1cm} (3.35)

Asymptotically, as $n$ and $k$ approach infinity while the code rate, $r \triangleq k/n$, is held constant, it can be shown that

$$\lim_{n,k \to \infty} P_c(I) = \begin{cases} 1, & 1 - r > 2p_{e,I} \\ 0.5, & 1 - r = 2p_{e,I} \\ 0, & 1 - r < 2p_{e,I}. \end{cases}$$ \hspace{1cm} (3.36)
This implies that "error-free" communication is possible asymptotically provided that the code rate is less than $1 - 2p_e.r$, i.e.,

$$ r < 2(1 - p_h)^{I-1} - 1, \quad (3.37) $$

or equivalently

$$ I < 1 + \frac{\ln((1 + r)/2)}{\ln(1 - p_h)}. \quad (3.38) $$

This represents an asymptotic achievable region of $I$ and $r$ for arbitrarily small error probability without side information. The limiting value for the asymptotic achievable region as both the number of users and the number of frequency slots get large (i.e., $I, q \to \infty$ with $\lambda \triangleq I/q$ held constant) is given by

$$ r < 2e^{-n\lambda} - 1, $$

or equivalently

$$ \lambda \leq \frac{1}{\eta} \ln(\frac{2}{1+r}). $$

It can be shown that as $M \to \infty$, the capacity of the channel shown in Figure 3.5 is given by

$$ C(I) = (1 - p_h)^{I-1}, $$

which is the same as that obtainable with perfect side information.

For the case of finite block length codes, we can derive a similar approximation to the maximum channel traffic and code rate for the packet error probability to be less than $\hat{P}_E$. By applying the Demoivre-Laplace theorem to (3.35), we can get an approximation

$$ P_e(I) \approx F \left( \frac{(n - k)/2 - np_e.I}{\sqrt{np_e.I(1 - p_e.I)}} \right). \quad (3.39) $$

By combining (3.39) with the constraint, $P_e(I) \triangleq 1 - P_e(I) \leq \hat{P}_E$, we obtain

$$ r \leq 1 - \frac{2}{n} [np_e.I + \alpha \sqrt{np_e.I(1 - p_e.I)}] \quad (3.40) $$
or equivalently

\[ I \leq 1 + \ln(B)/\ln(1 - p_h) \]  \hspace{1cm} (3.41)

where

\[ B \triangleq 1 - \frac{2t + \alpha^2 - \alpha\sqrt{4t + \alpha^2 - 4t^2/n}}{2(1 - 1/M)(n + \alpha^2)}. \]

Figure 3.6 shows the achievable regions of \( I \) and \( r \) for \( P_E(I) \leq 10^{-2} \) with Reed-Solomon codes of length 32 and 256 and also the asymptotic achievable regions for arbitrarily small error probability without side information. We see that the exact values and the approximations are very close.

When there is a distribution on the number of packet transmissions (Poisson with mean \( G \)), it can be shown that

\[ P_C = \sum_{j=0}^{\left\lfloor \frac{n+1}{2} \right\rfloor} \binom{n}{j} \left[ (1 - 1/M)(1 - e^{-\eta\mu}) \right]^j \left[ 1 - (1 - 1/M)(1 - e^{-\eta\mu}) \right]^{n-j}, \]  \hspace{1cm} (3.42)

as \( G \) and \( q \) approach infinity while \( \mu \triangleq G/q \) is held constant. By applying the Gaussian approximation of (3.42) to the constraint, \( P_E \leq \hat{P}_E \), we can obtain

\[ r \leq 1 - \frac{2}{n} [ np_{e,\mu} + \alpha\sqrt{np_{e,\mu}(1 - p_{e,\mu})} ], \]  \hspace{1cm} (3.43)

or equivalently

\[ \mu \leq \frac{1}{\eta} \ln(1/B), \]  \hspace{1cm} (3.44)

where

\[ p_{e,\mu} \triangleq (1 - 1/M)(1 - e^{-\eta \mu}). \]

As in perfect side information case, the equations (3.40) and (3.41) will be useful for the use of adaptive transmissions and coding techniques.
Figure 3.6: Achievable regions of \((r, I)\) for \(P_E(I) \leq 10^{-2}\) and the asymptotic achievable region, no side information, \(q = 100, \eta = 2\).
Throughput

The asymptotic normalized throughput can be obtained from (3.17) and (3.38) as
\[
\lim_{n,k \to \infty} W = \frac{r}{q} \left( 1 + \frac{\ln(1+r)/2}{\ln(1-p_k)} \right) \rightarrow \frac{r}{q} \ln\left(\frac{2}{1+r}\right),
\]
for large enough \( q \). By optimizing over \( r \) we get the optimal code rate, \( r_{opt} \)
\[
\lambda_{opt} = 0.4597.
\]
This asymptotic optimal code rate also seems to give a very good approximation for finite length codes, even the length 32 codes. We can see from Figures 3.7 and 3.8 that the maximum normalized throughput is obtained by the (32,14) code and (256,118) code: the optimum values of \( k \) obtained from the asymptotic optimum code rate, 0.4597, are 32 \( \times \) 0.4597 = 14.71 and 256 \( \times \) 0.4597 = 117.68, which are very close to the exact optimum values of \( k \), namely 14 and 118 respectively.
At this optimum code rate the optimum channel traffic per frequency slot, \( \lambda_{opt} \), is
\[
\lambda_{opt} = 0.3148/\eta,
\]
which is also a good approximation for finite \( n \) and \( q \). At \( r_{opt} \) and \( \lambda_{opt} \) the asymptotic maximum possible throughput, \( W_{max} \), becomes
\[
W_{max} = 0.1448/\eta,
\]
which is only 39.3\% of that achievable with perfect side information.

We can also show that the asymptotic \( (I,q \to \infty) \) maximum sum capacity without side information approaches \( e^{-1}/\eta \) as \( M \to \infty \). The loss in using Reed-Solomon codes is partially due to the use of a non maximum likelihood decoder (i.e., bounded distance decoder). However, we will show in chapter IV that the normalized throughput achievable with perfect side information can be achieved
Figure 3.7: Normalized throughputs, no side information, $q = 100$, $n = 32$, $\eta = 2$. 

Normalized Throughput $W$ 

No. of Transmissions, $I$

asymptotic ($n = \infty$)
Figure 3.8: Normalized throughputs, no side information, $q = 100$, $n = 256, \eta=2$. 
through the use of concatenated coding scheme, even though the channel provides no side information.

3.3.2 Demodulator Model 2: Realistic Case

Notice that in the previous model we have not distinguished one hit from more than one hit in the calculation of \( p_{e,I} \). This can be taken into account as follows. If two users hop to the same frequency slot at the same time, i.e. one hit, the probability of symbol error is \( 1/2 \) if the two users have different symbol and 0 if they have the same symbol. If three users collide, i.e. two hits, the symbol error probability is \( 2/3 \) if all three users transmit different symbols, and \( 1/2 \) if two of the users transmit the same symbol but the third transmits a different symbol, and 0 if they have the same symbol. This modeling is valid for the \( M \)-orthogonal signaling, such as MFSK. Notice that the \( j^{th} \) channel output depends on the symbols transmitted from other users. Therefore, the interference channel in this case is not separated.

If each symbol is transmitted with equal probability, i.e., \( 1/M \), then the probability of symbol error for this situation with \( m \) hits, \( P_m \), can be derived as (see Appendix B)

\[
\begin{align*}
P_1 &= 0 \frac{1}{M} + \frac{1}{2} (1 - \frac{1}{M}) = \frac{1}{2} \left( \frac{M-1}{M} \right) \\
P_2 &= 0 \frac{1}{M^2} + \frac{1}{2} \frac{3(M-1)}{M^2} + \frac{2}{3} \frac{(M-1)(M-2)}{M^2} = \frac{4M^2-3M-1}{6M^2} \\
P_3 &= \frac{3M^3-2M^2-M}{4M^2} \\
P_4 &= \frac{24M^4-15M^3-10M^2+1}{30M^4} \\
P_5 &= \frac{10M^5-6M^4-5M^3+M}{12M^5}.
\end{align*}
\]

As \( M \) becomes larger, \( P_m \) becomes

\[
P_m = m/(m + 1).
\]
That is, the probability of symbol error tends to depend more on the number of interfering signals than on which symbols are being transmitted from interferers as $M$ becomes large. The above probability is also an upper bound for finite $M$, and can also be used as a good approximation: for example, $P_e=0.784$ for $M=32$ and 0.798 for $M=256$, while the upper bound is 0.8. By averaging over the number of hits we can determine the average symbol error probability given $I$ simultaneous transmissions, $p_{e,I}$, as

$$
p_{e,I} = \sum_{m=1}^{I-1} \frac{m}{m+1} \binom{I-1}{m} p_h^m (1-p_h)^{I-1-m}
= 1 - \frac{1-(1-p_h)^I}{I p_h}.
$$

**Achievable Region**

From (3.36) and (3.51) we can show that asymptotically as $n,k \to \infty$ while $r \overset{\Delta}{=} k/n$ is held constant, "error-free" communication is possible, i.e., $P_e(I)=1$, provided

$$
r < \frac{2-2(1-p_h)^I}{I p_h} - 1
\to \frac{2}{n \lambda} (1 - e^{-\eta \lambda}) - 1,
$$

as $I,q \to \infty$ while $\lambda \overset{\Delta}{=} I/q$ is held constant. Figure 3.9 shows the asymptotic achievable regions of code rate and number of packet transmissions for arbitrarily small packet error probability for the cases of perfect side information and no side information.

**Throughput**

From (3.17) and (3.52) the asymptotic normalized throughput can be shown
Figure 3.9: Asymptotic achievable regions of \((r,I)\) for arbitrarily small error probability, \(q = 100, \eta = 2\).
to be

$$
\lim_{n,k \to \infty} W = \frac{k}{q} \left( \frac{2-2(1-p_h)I}{I_{ph}} \right) - 1 \rightarrow \frac{2}{\eta}(1-\eta^{-\lambda}) - \lambda,
$$

(3.53)
as $I, q \to \infty$ while $\lambda \triangleq I/q$ is held constant. By optimizing over $\lambda$ we get the optimum channel traffic, $\lambda_{opt}$

$$
\lambda_{opt} = \ln(2)/\eta = 0.6931/\eta,
$$

(3.54)
and the optimum code rate, $r_{opt}$

$$
r_{opt} = \frac{2(1-\eta^{-\lambda_{opt}})}{\eta \lambda_{opt}} - 1 = \ln(e/2)/\ln(2) = 0.4427,
$$

(3.55)
and the asymptotic maximum possible throughput, $W_{max}$

$$
W_{max} = \ln(e/2)/\eta = 0.3069/\eta.
$$

(3.56)
However, the capacity region with this model is not known, because the channel is not separated. Figure 3.10 shows the asymptotic normalized throughputs for the perfect side information and no side information cases.
Figure 3.10: Asymptotic normalized throughputs vs. $I$, $q = 100$, $\eta = 2$. 
CHAPTER IV

CONCATENATED CODES

4.1. Introduction

It has been shown in Section 3.3 that the maximum throughput achievable without side information is only 39.3% (worst case) of that achievable with perfect side information. This gives us a quantitative measure of the importance of side information in improving the multiple-access capability of frequency-hop packet radio networks.

One technique for obtaining the side information is to partition the data stream into blocks of $K$ digits and to encode each block into a codeword of length $N \geq K$ and to transmit the codeword during a single hop. On the basis of the received version of the codeword the decoder attempts to detect errors in the received sequence: if there are errors then at least one code symbol must have been hit. However, not all error patterns are detectable, so there is a nonzero probability of undetected error. If an error is detected then symbols transmitted on that hop are erased, and if the error is undetected it results in an error.

A similar technique has been suggested by McEliece and Stark [McE 84] using a test pattern. It is however a special example of the class of error detecting codes considered in this chapter, and the underlying assumption in [McE 84] is
that interference occurs in a whole block if it occurs: that is, the interference during a hop remains the same throughout the hop. This assumption is very restrictive, and certainly many real channels such as asynchronous frequency-hopping multi-user systems do not have constant interference in the block. In general, interference occurs partially during a hop.

One can expect that as the code rate decreases, the probability of undetected error decreases and the probability of detected error increases because of the increased minimum distance among the codewords. That is, the reliability of the side information obtained from the code increases. However, decreasing the code rate implies a decrease in the efficient use of the channel. An interesting question that arises from this discussion is “How does the reliability of the side information change as the code rate changes?”, or “What is the maximum allowable code rate to obtain a certain reliability of the side information?”. In this chapter we give the answer to the above question for both the constant and partial interference cases.

The combination of encoder, channel, and decoder generates in general an errors-and-erasures channel. The above encoder and decoder will be called later an inner encoder and inner decoder respectively. We employ an outer code to correct the errors (caused by undetected errors) and the erasures (caused by detected errors). In this way the inner decoder informs the outer decoder which symbols (inner codewords) in the received packet have been hit by symbols from other packets in the same time slot. We find that the normalized throughput achievable with perfect side information can be achieved through the use of this concatenated coding scheme, even though the channel provides no side information. This chapter ends by evaluating the performance of diversity / RS code as an example of the concatenated coding schemes.
4.2. Concatenated Coding

The basic concept of concatenated codes for two levels of coding is illustrated in Figure 4.1. This figure provides the general outline of a powerful class of codes which were introduced by Forney in 1966 [For 66]. Information to be transmitted is first encoded with an \((n, k)\) outer code. The symbols from the outer encoder are further encoded with an \((N, K)\) inner code. Clearly, if the symbol alphabets of the inner and outer codes are not the same, it is necessary to reformat the data between the encoders for the inner and outer codes. At the receive side, the demodulated data is first decoded with the inner decoder, and the symbols from the inner decoder are then decoded with the outer decoder. The combination of inner encoder, channel, and inner decoder is referred to as the super channel. The alphabet sizes of the inner code and outer code are denoted as \(M_i\) and \(M_o\) respectively.

Several characteristics of concatenated codes are evident from Figure 4.1. First, the resulting concatenated code has overall length of \(nN\) channel symbols \((M_i\text{-}ary)\) with \(kK\) information symbols per overall codeword and with code rate \(rR = kK/nN\), where \(R = K/N\) and \(r = k/n\). Although the overall length of the code is \(nN\), the structure imposed by the concatenation concept allows decoding operation to be performed by two decoders for codes of length \(N\) and \(n\), respectively. This allows a significant reduction in complexity over that which would be required to provide the same overall error rate with a single level of coding. The most natural choice for outer codes are the RS codes. This is because the RS codes, being maximum-distance-separable codes, make highly efficient use of redundancy, and block lengths and symbol sizes can be readily adjusted to accommodate a wide range of message sizes.

The concatenated scheme we consider uses an inner code to correct or detect
Figure 4.1: Concatenated coding system.
errors within a hop. The codewords of the inner code are transmitted during a single hop and one outer code symbol consists of one inner codeword ($\Rightarrow M_i^K = M_o$). The inner code can correct $e$ errors and detect $f$ errors ($e \leq f$) provided $e + f < d_{\text{min}}$, where $d_{\text{min}}$ is the minimum distance of the inner code [Mac 77]. When an error is detected every symbol of the inner code is erased. There are, however, errors that are not detected nor corrected by the inner code which result in errors at the output of the inner decoder. Therefore, the inner code creates an errors-and-erasures channel, as shown in Figure 4.2, where $P_d$ and $P_{ud}$ denotes the probability of detected error and the probability of undetected error respectively. The purpose of the outer code is to correct the errors and erasures of the inner code.
Achievable Region

Since an \((n, k)\) RS outer code can correct \(t\) errors and \(e\) erasures provided 
\[e + 2t \leq n - k,\]
for a memoryless channel of Figure 4.2 the probability of correctly decoding a codeword (packet) is given by [Ber 80]

\[
P_{c}(I) = \sum_{l+2m \leq n-k} \binom{n}{l, m} P_{d}^{l} P_{ud}^{m}(1 - P_{d} - P_{ud})^{n-l-m},
\]

where

\[
\binom{n}{l, m} \triangleq \frac{n!}{l!m!(n-l-m)!}.
\]

Asymptotically as both \(n\) and \(k\) approach infinity while the outer code rate 
\(r \triangleq k/n\) is held constant, it can be shown (see Appendix C) that

\[
\lim_{n, k \to \infty} P_{c}(I) = \begin{cases} 
1, & r < 1 - P_{d} - 2P_{ud} \\
0.5, & r = 1 - P_{d} - 2P_{ud} \\
0, & r > 1 - P_{d} - 2P_{ud}.
\end{cases}
\]

That is, "error-free" communication is possible asymptotically provided

\[
r < 1 - P_{d} - 2P_{ud}.
\]

This is the requirement on the outer code rate to have error-free communications.

To get the requirement on the overall code rate we have to multiply by the inner code rate \(K/N\). Thus the resulting asymptotic normalized achievable rate is given by

\[
rR < \frac{K}{N}(1 - P_{d} - 2P_{ud}).
\]

For the case of finite block length codes, we can derive an approximation to the maximum channel traffic and the maximum code rate for the packet error probability to be less than \(P_{E}\). It is shown in Appendix C that

\[
P_{c}(I) \approx F \left( \frac{\sqrt{n}(1 - r - P_{d} - 2P_{ud})}{\sqrt{P_{d} - P_{d}^{2} + 4P_{ud} - 4P_{ud}^{2} - 4P_{d}P_{ud}}} \right).
\]
By combining (4.5) with the constraint, \( P_E(I) \triangleq 1 - P_c(I) \leq \hat{P}_E \), we obtain

\[
\begin{align*}
    r & \leq 1 - P_d - 2P_{ud} - \alpha\sqrt{(P_d - P_d^2 + 4P_{ud} - 4P_{ud}^2 - 4P_d P_{ud})/n}, \\
    \text{(4.6)}
\end{align*}
\]

where \( \alpha \) is defined in (3.12). This is the constraint on the outer code rate for the packet error probability to be less than \( \hat{P}_E \) for a given inner code and the channel (number of simultaneous transmissions). Thus the normalized achievable region is given by

\[
    rR \leq \frac{K}{N} \left[ 1 - P_d - 2P_{ud} - \alpha\sqrt{(P_d - P_d^2 + 4P_{ud} - 4P_{ud}^2 - 4P_d P_{ud})/n} \right]. \\
    \text{(4.7)}
\]

### Throughput

The normalized throughput with the concatenated coding scheme is defined by

\[
    W = \frac{k}{n} \cdot \frac{K}{N} \cdot \frac{I_P(I)}{q}. \\
    \text{(4.8)}
\]

As both \( n \) and \( k \) approach infinity while \( r \triangleq k/n \) is held constant, from (4.3) and (4.8) the asymptotic normalized throughput is given by

\[
    \lim_{n,k \to \infty} W = \frac{K}{N} \cdot \frac{I(1 - P_d - 2P_{ud})}{q}. \\
    \text{(4.9)}
\]

\( P_d \) and \( P_{ud} \) are determined by the inner code and the channel. Note that the achievable regions and the throughput derived in this section are general enough to be applied to any combinations of inner block codes and RS outer codes.

### 4.3. Error Detecting Code / RS Code

In this section we assume that the receiver does not have side information concerning the presence of hit. However we try to get the side information by
detecting the errors in each hop caused by the multi-user interference through the use of binary error detecting code \((M_i = 2)\). The idea is to encode a block of \(K\) data bits into a block of \(N\) bits and to transmit the \(N\) bits during a single hop, and on the basis of the received version of the transmitted codeword to detect the errors caused by interference. If an error is detected the entire \(N\) bits transmitted on that hop are erased. However not all error patterns are detectable so there is a nonzero probability of undetected error. We employ an RS outer code to "correct" the errors (caused by undetected errors) and the erasures (caused by detected errors).

The multi-user interference level during a hop may or may not remain constant throughout the hop depending on the availability of synchronism at the hop level. If all transmitters adjust their timings of frequency changes such that their changes occur simultaneously at each hop (synchronous frequency hopping), the multi-user interference level during a hop will remain the same throughout the hop. This model matches also certain real channels such as partial-band jammed channel. However, for the asynchronous frequency hopping multi-user systems where the timings of frequency changes do not occur simultaneously, the multi-user interference level will not remain constant throughout the hop. For both the synchronous and asynchronous frequency hopping multi-user systems, we investigate the concatenated coding scheme that employs a binary error detecting code and Reed-Solomon code.

4.3.1. Synchronous Frequency-Hopping System

We assume that the synchronization at the hop level is maintained by all users so that the multi-user interference level during a hop remains the same throughout the hop. Since the interference from the other users' packet transmissions passes through the dehopper and then is filtered, only the interference at the
frequency of the signal affects the performance. We assume that the hopping pattern is essentially random, which makes the multi-user interference during a hop be independent of the interference at other hop intervals.

In each hop we have two possibilities: hit or no hit. When the signal is hit we have fixed bit error probability of 1/2 for all bits in the hop. When the signal is not hit the entire bits in the hop are error-free. In both cases the channel is modeled by a binary symmetric channel (BSC) with crossing probabilities 1/2 and 0 for the hit and no hit channel respectively. The interference channel is separated, because the \( j \)th channel output does not depend on the symbols transmitted from other users. The component channel model is shown in Figure 4.3.

When error detection is being used the decoder will make a mistake and accept a codeword which is not the one transmitted if and only if the error pattern (vector) is a nonzero codeword. If \( P_{N,j} \) is the probability of a particular \( j \) bit error pattern in \( N \) bits, where \( N \) is the length of the inner code, and \( A_j \) is
the number of codewords of weight \( j \), then the probability of undetected error is given by [Mac 77]

\[
P_{ud} = \sum_{j=1}^{N} A_j P_{N,j}.
\]  

(4.10)

For the above channel model, \( P_{N,j} \) is given by

\[
P_{N,j} = \begin{cases} 
    p_{h,I} \cdot 2^{-N} + (1 - p_{h,I}) \cdot 1, & j = 0 \\
    p_{h,I} \cdot 2^{-N} + (1 - p_{h,I}) \cdot 0, & j \geq 1. 
\end{cases}
\]  

(4.11)

Thus the probability of undetected error is given by

\[
P_{ud} = \sum_{j=1}^{N} A_j P_{N,j} \\
= p_{h,I} 2^{-N} \sum_{j=1}^{N} A_j \\
= (2^{-(N-K)} - 2^{-N}) p_{h,I},
\]  

(4.12)

since

\[
\sum_{j=1}^{N} A_j = 2^K - 1,
\]  

(4.13)

for any linear code (\( A_0 = 1 \)).

The probability of a detected error \( P_d \) is given by

\[
P_d = 1 - P_{N,0} - P_{ud} \\
= (1 - 2^{-(N-K)}) p_{h,I},
\]  

(4.14)

since \( 1 - P_{N,0} \) is the probability of at least one bit error. Figures 4.4 and 4.5 show the variations of the reliability of side information, i.e., variations of \( P_d \) and \( P_{ud} \), as a function of the inner code length \( N \) for several values of \( K \). One observation from the figures is that the probability of undetected error approaches zero and the probability of detected error approaches the probability of a hit as \( N \) becomes large. This will be proved later.

The maximum allowable inner code rate for the reliability of side information to be above a threshold, i.e., \( P_{ud} \leq \hat{P}_{ud} \) and \( P_d \geq \hat{P}_d \) for some \( \hat{P}_{ud} \) and \( \hat{P}_d \), can
Figure 4.4: Plot of undetected error probability, $P_{ud}$, for several values of $K$ (synchronous frequency-hopping, $q = 100$, $I = 50$).
Figure 4.5: Plot of detected error probability, $P_d$, for several values of $K$ (synchronous frequency-hopping, $q = 100$, $I = 50$).
be obtained from (4.11) and (4.13) as follows:
\[
P_{ud} = 2^{-N}(2^K - 1)p_{h,i} \\
\leq \hat{P}_{ud} \\
\implies K \leq \log_2 \left( \frac{\hat{P}_{ud}}{p_{h,i}} \cdot 2^N + 1 \right) \\
\implies R = \frac{K}{N} \leq \frac{1}{N} \log_2 \left( \frac{\hat{P}_{ud}}{p_{h,i}} \cdot 2^N + 1 \right),
\]
and
\[
P_d = (1 - 2^{-(N-K)})p_{h,i} \\
\geq \hat{P}_d \\
\implies K \leq N - \log_2 \left( \frac{p_{h,i}}{\hat{P}_d} \right) \\
\implies R \leq 1 - \frac{1}{N} \log_2 \left( \frac{p_{h,i}}{\hat{P}_d} \right).
\]
Therefore,
\[
R \leq \min \left( \frac{1}{N} \log_2 \left( \frac{\hat{P}_{ud}}{p_{h,i}} \cdot 2^N + 1 \right), 1 - \frac{1}{N} \log_2 \left( \frac{p_{h,i}}{\hat{P}_d} \right) \right) \\
= \begin{cases} \\
\frac{1}{N} \log_2 \left( \frac{\hat{P}_{ud}}{p_{h,i}} \cdot 2^N + 1 \right), & \hat{P}_d + \hat{P}_{ud} \leq p_{h,i}(1 - 2^{-N}) \\
1 - \frac{1}{N} \log_2 \left( \frac{p_{h,i}}{\hat{P}_d} \right), & \hat{P}_d + \hat{P}_{ud} > p_{h,i}(1 - 2^{-N}). \end{cases}
\]

Figures 4.6 and 4.7 show the maximum allowable code rate to satisfy the requirement for $P_{ud} \leq \hat{P}_{ud}$ and $P_d \geq \hat{P}_d$ respectively.

From (4.11) and (4.13) we can obtain the asymptotic normalized achievable rate given by
\[
rR < \frac{K}{N}(1 - P_d - 2P_{ud}) \\
= \frac{K}{N}[1 - (1 + 2^{-(N-K)} - 2^{-N+1})p_{h,i}],
\]
and the asymptotic normalized throughput given by
\[
W = \frac{k}{n} \frac{K \frac{I}{P_d}(I)}{q} \\
= \frac{K}{N} \frac{I}{q}[1 - (1 + 2^{-(N-K)} - 2^{-N+1})p_{h,i}].
\]

If the number of redundancy bits $N - K$ is of length $\log_2 N$, then as $n \to \infty$ ($\implies N \to \infty$, because $n = M_o = 2^{N-\log_2 N}$),
\[
R = \frac{N-\log_2 N}{N} \\
\to 1,
\]
Figure 4.6: The maximum allowable code rate to satisfy $P_{ud} \leq \hat{P}_{ud}$ (synchronous frequency-hopping, $q = 100, I = 50$).
Figure 4.7: The maximum allowable code rate to satisfy $P_d \geq \hat{P}_d$
(synchronous frequency-hopping, $q = 100$, $I = 50$).
and

\[ P_{ud} = (2^{-(N-K)} - 2^{-N}) p_{h,I} \]
\[ = (2^{-\log_2 N} - 2^{-N}) p_{h,I} \]
\[ \rightarrow 0, \] (4.21)

and

\[ P_d = 1 - P_{N,0} - P_{ud} \]
\[ \rightarrow 1 - (p_{h,I}/2^N + 1 - p_{h,I}) \]
\[ = p_{h,I}(1 - 2^{-N}) \]
\[ \rightarrow p_{h,I}. \] (4.22)

This implies that there are no undetected errors and every hit is detected as the inner code length becomes large. Therefore, if the redundancy bits of the inner code is of length \( \log_2 N \), then for large values of \( N \) one can expect the side information provided from the inner code to be increasingly reliable, and yet the fraction of the transmitted bits devoted to the redundancy is quite small. What this means is that, for large \( N \), the super channel (combination of inner encoder, channel, and inner decoder) behaves as if perfect side information were available even though the channel provides no side information.

Therefore, the asymptotic normalized achievable region is given by

\[ rR \ < \ \frac{K}{N}(1 - P_d - 2P_{ud}) \]
\[ \rightarrow 1 - p_{h,I} \]
\[ = (1 - \frac{1}{q})^{I-1} \]
\[ \rightarrow e^{-\lambda}, \] (4.23)

as \( N, I, q \rightarrow \infty \) with \( \lambda \overset{\Delta}{=} I/q \) held constant, and the asymptotic normalized throughput is given by

\[ W = \frac{K}{Nq}(1 - P_d - 2P_{ud}) \]
\[ \rightarrow \frac{I}{q}(1 - \frac{1}{q})^{I-1} \]
\[ \rightarrow \lambda e^{-\lambda}, \] (4.24)
as $N, I, q \to \infty$ with $\lambda \triangleq I/q$ held constant. Notice that the asymptotic normalized achievable region and the normalized throughput derived are the same as those that can be obtained with perfect side information (refer to (3.7)), even though the channel provides no side information.

4.3.2. Asynchronous Frequency-Hopping System

Now we relax the assumption that the multi-user interference level remains constant throughout the hop. We consider a multi-user communication system where the signals from each user are asynchronous to other signals. Then the signal of interest will be partially overlapped by other signals as indicated in Figure 4.8.
If the signal of interest is hit by $m$ bits, i.e., it is overlapped by other signals for the $m$ bit intervals, $(m = 1, 2, \cdots, N)$, there will be $H_m$ such $m$ bit hit patterns, where

$$H_m = \begin{cases} 
  m + 1, & m = 1, 2, \cdots, N - 1 \\
  1, & m = N. 
\end{cases} \quad (4.25)$$

The probability of undetected error in this case is given by

$$P_{ud} = \sum_{m=1}^{N} P_{ud,m} \cdot P(m \text{ bit hit}), \quad (4.26)$$

where $P_{ud,m}$ denotes the probability of undetected error given that the signal is hit by $m$ bits, and $P(m \text{ bit hit})$ is the probability that the signal is hit by $m$ bits.

The total number of hit patterns can be obtained from (4.25) as

$$\sum_{m=1}^{N} H_m = 1 + \sum_{m=1}^{N-1} (m + 1) = \frac{N(N+1)}{2}. \quad (4.27)$$

If we assume that every hit pattern is equi-probable, then

$$P(m \text{ bit hit}) = \begin{cases} 
  \frac{(m+1)p_{h,l}}{N(N+1)}, & m = 1, 2, \cdots, N - 1 \\
  \frac{p_{h,l}}{N(N+1)}, & m = N, 
\end{cases} \quad (4.28)$$

where

$$p_{h,l} = 1 - [1 - \frac{1}{q} \{1 + \frac{1}{N} (1 - \frac{1}{q})\}]^{l-1},$$

since there are $N$ bits per hop [Ger 82].

To get $P_{ud,m}$ let us consider an $m$ bit hit pattern as shown in Figure 4.9. Notice that only the error patterns belonging to group $B$ can occur from the above $m$ bit hit pattern. Thus the probability that a particular $j$ bit error pattern in group $B$ occurs given the above $m$ bit hit pattern, denoted $P_{j,m,B}$, is given by

$$P_{j,m,B} = \left(\frac{1}{2}\right)^{j} (1 - \frac{1}{2})^{m-j} = 2^{-m}. \quad (4.29)$$

To get the average number of codewords of weight $j$ in group $B$, denoted $A_{j,m,B}$, let us consider the following random coding arguments: we choose $2^K$ codewords,
Figure 4.12: The maximum allowable code rate to satisfy $P_{ud} \leq \hat{P}_{ud}$
(asynchronous frequency-hopping, $q = 100$, $I = 50$).
each being chosen at random with equal probability among $2^N$ sequences and independently of the other codewords\textsuperscript{1}, and then choose one of the codewords with equal probability among $2^K$ codewords (call it $c$). Then the probability that $c$ has weight $j$ and is in group $B$ is given by

\[
P(\text{weight}(c) = j, c \in B) = P(\text{weight}(c) = j | c \in B) \cdot P(c \in B)
\]

\[
= 2^{-m} \binom{m}{j} \cdot \frac{2^m}{2^N}
\]

\[
= 2^{-N} \binom{m}{j} \tag{4.30}
\]

Since there are $2^K$ codewords, the average number of codewords of weight $j$ in group $B$, $A_{j,m,B}$, is thus given by

\[
A_{j,m,B} = 2^{-(N-K)} \binom{m}{j} \tag{4.31}
\]

Notice that the probability of a $j$ bit error pattern is the same (i.e., $2^{-m}$) for all $m$ bit hit patterns, and the average number of codewords of weight $j$ that can be accepted (by a mistake) as a transmitted codeword is the same for given $m$. Therefore, the probability of undetected error given that the signal is hit by $m$ bits is given by

\[
P_{ud,m} = \sum_{j=1}^{m} A_{j,m,B} P_{j,m,B}
\]

\[
= \sum_{j=1}^{m} 2^{-(N-K)} \binom{m}{j} 2^{-m}
\]

\[
= 2^{-(N-K)} (1 - 2^{-m}), \tag{4.32}
\]

for all $m$ bit hit patterns. Therefore, the probability of undetected error is given

\textsuperscript{1} This ensemble of codes will include some very poor codes, i.e., those for which not all codewords are distinct. Nevertheless, this technique provides some very useful insights into the fundamental behavior of coding schemes.
by

\[
P_{ud} = \sum_{m=1}^{N} P_{ud,m} \cdot P(m \text{ bit hit})
\]

\[
= \sum_{m=1}^{N-1} 2^{-N-K}(1 - 2^{-m})\frac{2^{(m+1)p_{h,l}}}{N(N+1)} + 2^{-(N-K)}(1 - 2^{-N})\frac{2^{p_{h,l}}}{N(N+1)}
\]

\[
= \frac{2^{-N-K-1}p_{h,l}}{N(N+1)} [(N+1)2^{-N+2} - N2^{-N+1} - 2^{-N} + 0.5(N - 1)(N + 2) - 2].
\]

(4.33)

Notice that since this is the average performance of all possible codes, there must exist specific codes which will do even better.

The probability of detected error \(P_d\) is given by

\[
P_d = 1 - P(\text{no error}) - P_{ud},
\]

(4.34)

since \(1 - P(\text{no error})\) is the probability of at least one error. The probability of no error is given by

\[
P(\text{no error}) = \sum_{m=0}^{N} P(\text{no error} | m \text{ bit hit}) \cdot P(m \text{ bit hit})
\]

\[
= (1 - p_{h,l}) + \sum_{m=1}^{N-1} 2^{-m}\frac{2^{(m+1)p_{h,l}}}{N(N+1)} + 2^{-N}\frac{2^{p_{h,l}}}{N(N+1)}
\]

\[
= 1 - p_{h,l} + \frac{2^{p_{h,l}}}{N(N+1)}[N2^{-N+1} - (N + 1)2^{-N+2} + 2^{-N} + 3].
\]

(4.35)

Therefore the probability of detected error is given by

\[
P_d = p_{h,l}[1 - \frac{2}{N(N+1)}\{N2^{-N+1} - (N + 1)2^{-N+2} + 2^{-N} + 3\}
\]

\[
- \frac{2^{-(N-K-1)}}{N(N+1)} \{(N+1)2^{-N+2} - N2^{-N+1} - 2^{-N} + 0.5(N - 1)(N + 2) - 2\}].
\]

(4.36)

Figures 4.10 and 4.11 show the variations of the reliability of side information, i.e., variations of \(P_{ud}\) and \(P_d\), as a function of the inner code length \(N\) for several values of \(K\).

The requirement on the inner code rate for the reliability of side information to be above a certain threshold, i.e., \(P_{ud} \leq \hat{P}_{ud}\) and \(P_d \geq \hat{P}_d\) for some \(\hat{P}_{ud}\) and
Figure 4.10: Plot of undetected error probability, $P_{ud}$, for several values of $K$ (asynchronous frequency-hopping, $q = 100$, $I = 50$).
Figure 4.11: Plot of detected error probability, $P_d$, for several values of $K$ (asynchronous frequency-hopping, $q = 100$, $I = 50$).
\( \hat{P}_d \), can be obtained from (4.33) and (4.36) as follows:

\[
P_{ud} \leq \hat{P}_{ud}
\]

\[\Rightarrow K \leq \log_2 \left( \frac{\hat{P}_{ud}}{P_{h,l}(N+1)2^{-N+2}N2^{-N+1}2^{-N+0.5(N-1)(N+2)-2}} \right)^{N(N+1)2^{N-1}}\]

\[\Rightarrow R \leq \frac{1}{N} \log_2 \left( \frac{\hat{P}_{ud}}{P_{h,l}(N+1)2^{-N+2}N2^{-N+1}2^{-N+0.5(N-1)(N+2)-2}} \right)^{N(N+1)2^{N-1}}\]

\( \triangleq R_{ud} \) \hspace{1cm} (4.37)

and

\[
P_d \geq \hat{P}_d
\]

\[\Rightarrow K \leq \log_2 \left( \frac{N(N+1)2^{N-1}(1-\hat{P}_d/p_{h,l})+2N+3-3.2N}{(N+1)2^{-N+2}N2^{-N+1}2^{-N}+0.5(N-1)(N+2)-2} \right)^{N(N+1)2^{N-1}}\]

\[\Rightarrow R \leq \frac{1}{N} \log_2 \left( \frac{N(N+1)2^{N-1}(1-\hat{P}_d/p_{h,l})+2N+3-3.2N}{(N+1)2^{-N+2}N2^{-N+1}2^{-N}+0.5(N-1)(N+2)-2} \right)^{N(N+1)2^{N-1}}\]

\( \triangleq R_d \) \hspace{1cm} (4.38)

Therefore,

\[R \leq \min(R_{ud}, R_d)\]

\[
= \begin{cases} 
R_{ud}, & \hat{P}_{ud} + \hat{P}_d \leq p_{h,l}(1 - \frac{3.2N-2N-3}{N(N+1)2^{N-1}}) \\
R_d, & \hat{P}_{ud} + \hat{P}_d > p_{h,l}(1 - \frac{3.2N-2N-3}{N(N+1)2^{N-1}}) 
\end{cases}
\] \hspace{1cm} (4.39)

Figures 4.12 and 4.13 show the maximum allowable code rate to satisfy the requirement \( P_{ud} \leq \hat{P}_{ud} \) and \( P_d \geq \hat{P}_d \) respectively. By comparing Figures 4.4 - 4.7 and 4.10 - 4.13 it can be observed that the reliability of the side information for the asynchronous frequency-hopping system is slightly lower than that for the synchronous frequency-hopping system, but as the inner block length increases the difference between them decreases and approaches to zero.

If the number of redundancy bits of the inner code, \( N - K \), is of length \( \log_2 N \), then the code rate \( R \) is given by

\[
R = \frac{N - \log_2 N}{N}
\]

\[
\rightarrow 1,
\] \hspace{1cm} (4.40)

and the probability of undetected error is given by

\[
P_{ud} = \frac{2p_{h,l}}{N^2(N+1)}[(N+1)2^{-N+2} - N2^{-N+1}2^{-N} + 0.5(N-1)(N+2) - 2]
\]

\[
\rightarrow 0,
\] \hspace{1cm} (4.41)
Figure 4.12: The maximum allowable code rate to satisfy $P_{ud} \leq \hat{P}_{ud}$
(asynchronous frequency-hopping, $q = 100$, $I = 50$).
Figure 4.13: The maximum allowable code rate to satisfy $P_d \geq \hat{P}_d$ (asynchronous frequency-hopping, $q = 100, I = 50$).
and the probability of detected error is given by

\[
P_d = p_{h,I}[1 - \frac{2}{N(N+1)}(N2^{-N+1} - (N + 1)2^{-N+2} + 2^{-N} + 3) \\
- \frac{2}{N^2(N+1)}((N + 1)2^{-N+2} - N2^{-N+1} - 2^{-N} + 0.5(N - 1)(N + 2) - 2)]
\rightarrow p_{h,I},
\]

as \( N \rightarrow \infty \). This shows that as in synchronous frequency-hopping systems perfect side information can be obtained from the inner code without any loss in the inner code rate as \( N \rightarrow \infty \).

Therefore, the asymptotic normalized achievable region and the normalized throughput are the same as those that can be obtained with perfect side information. That is,

\[
rR < \frac{K}{N}(1 - P_d - 2P_{ud})
\rightarrow (1 - p_h)^{I-1}
\rightarrow e^{-\lambda},
\]

and

\[
W = \frac{KL}{Nq}(1 - P_d - 2P_{ud})
\rightarrow \frac{L}{q}(1 - p_h)^{I-1}
\rightarrow \frac{\lambda e^{-\lambda}}{q},
\]

since

\[
p_h = \frac{1}{q}[1 + \frac{1}{N}(1 - \frac{1}{q})]
\rightarrow \frac{1}{q},
\]

as \( N \rightarrow \infty \).

4.4. Diversity / RS code

The simplest type of block code allowing a variable amount of redundancy is the repetition code, often called diversity. With this code a single information symbol is encoded into a block of \( L \) identical symbols, producing an \((L,1)\)
code. Each symbol is transmitted during a single hop, so that \( L \) diversities are transmitted over the \( L \) hops. When diversity and perfect side information are employed, the inner decoder (diversity decoder) can ignore the diversity receptions that have been hit and it can extract the data from the interference-free diversity receptions. If all the diversity receptions of a symbol are hit, they are erased. The RS outer code will correct the erasures if the number of erasures produced by the inner code is within the erasure correction capability. When there is no side information, the inner decoder (a maximum likelihood decoder) counts the number of times each symbol was received and chooses the one that had the largest count, as the transmitted symbol. The RS outer code in this case will correct the errors produced by the inner decoder if the number of them is within the error correction capability.

4.4.1. Perfect Side Information

If the perfect side information is available at the receiver, a given symbol will be erased if all of its \( L \) diversity transmissions are hit: otherwise, the symbol is correctly received. In this case the probability of symbol erasure given \( I \) users, denoted \( P_{I,L} \), is given by

\[
P_{I,L} = [1 - (1 - p_h)^{I-1}]^L.
\]  

(4.45)

The induced super channel is an \( M \)-ary erasure channel with transition probability \( P_{I,L} \) and \( M = M_t = M_e \). See Figure 4.14.

Achievable Region

Since the input symbol to the \((n, k)\) RS outer decoder is erasure with probability \( P_{I,L} \) and the erasures at different hop durations are conditionally independent
Figure 4.14: $M$-ary erasure channel, $L$ diversity, perfect side information.

given $I$, the probability of correctly decoding a codeword (packet), $P_e(I)$, is given by

$$P_e(I) = \sum_{j=0}^{n-k} \binom{n}{j} P_{I,L}^j (1 - P_{I,L})^{n-j}.$$  \hspace{1cm} (4.46)

As $n, k \rightarrow \infty$ while $r \overset{\triangle}{=} k/n$ is held constant, it can be shown (see Appendix A) that $P_e(I)$ will remain 1 as long as

$$r < 1 - P_{I,L} = 1 - [1 - (1 - p_h)^{I-1}]^L.$$ \hspace{1cm} (4.47)

Thus the asymptotic normalized achievable region of overall code rate and channel traffic is given by

$$r R < \frac{1 - [1 - (1 - p_h)^{I-1}]^L}{L} \rightarrow \frac{1 - (1 - p_h)^{I-1}}{L},$$ \hspace{1cm} (4.48)

as $I, q \rightarrow \infty$ with $\lambda \overset{\triangle}{=} I/q$ held constant. Figure 4.15 shows the asymptotic normalized achievable regions for various diversity levels. We can see that the optimum diversity level that maximizes the asymptotic normalized achievable
region is 1 for all channel traffic. Figure 4.16 show the variations of the normalized achievable regions as \( q \) increases. We can see that the asymptotic formula (\( q = \infty \)) gives a very close approximation even for small values of \( q \).

Solving (4.47) in terms of \( I \) we can obtain the maximum number of simultaneous transmissions given by

\[
I < 1 + \frac{\ln(1 - (1 - r)^{\frac{1}{L}})}{\ln(1 - p_h)}.
\]

As \( q \) approaches infinity, the asymptotic maximum number of simultaneous transmissions per frequency slot, \( \lambda \triangleq I/q \), becomes

\[
\lambda < \frac{1}{\eta} \ln(1 - (1 - r)^{\frac{1}{L}})^{-1}.
\]

For the case of finite \( n \), an approximate achievable region of channel traffic and outer code rate for \( P_e(I) \geq 1 - \hat{P}_E \) is given by

\[
r \leq 1 - P_{t,L} - \alpha \sqrt{P_{t,L}(1 - P_{t,L})/n},
\]

which is obtained from the Gaussian approximation of \( P_e(I) \) given in (4.46). The normalized achievable region can be obtained by dividing by \( L \).

**Throughput**

From (4.8) and (4.49) the asymptotic normalized throughput is given by

\[
W = \frac{r I P_e(I)}{L q}
\]

\[
= \frac{r}{L q} \left[ 1 + \frac{\ln(1 - (1 - r)^{\frac{1}{L}})}{\ln(1 - p_h)} \right]
\]

\[
\rightarrow \frac{r \ln(1 - (1 - r)^{\frac{1}{L}})^{-1}}{\eta L},
\]

as \( q \to \infty \). Figure 4.17 shows the asymptotic normalized throughputs in terms of the outer code rate \( r \) for various values of \( L \). We can see that the overall optimum diversity level that maximizes the normalized throughput is 1, but the optimum
Figure 4.15: Achievable region of \((r/L, I/q)\) for various values of diversity levels \(L\), asynchronous frequency-hopping, perfect side information.
Figure 4.16: Variations of the achievable regions in terms of various values of $q$, asynchronous frequency-hopping, perfect side information, $L=1$. 
Figure 4.17: Plot of $W$ vs. $r$ for various values of $L$, asynchronous frequency-hopping, perfect side information.
diversity level is changed for different ranges of outer code rate. Figure 4.17 will be useful when decoding complexity should be considered in designing a system, because the decoding complexity of a code of rate \( r \) is proportional to \( (1 - r)^2 \), and in some high performance applications the extreme decoding complexity may make the system impractical to build. For example, for the coding system used for deep space communication by NASA ((255,223) RS code), we can see that the optimum diversity level is 3.

4.4.2. No Side Information

When there is no side information the demodulator makes an estimate (hard decision) on the received signal, and the inner decoder (a maximum likelihood decoder) counts the number of times each symbol was received and chooses the one that had the largest count, as the transmitted symbol. In this way the inner decoder corrects some errors and passes its output to the outer decoder. However, not all errors can be corrected by the inner decoder, so there is a nonzero probability of uncorrected error. The probability of (uncorrected) error with diversity \( L \), \( P_{L,e} \), on the \( M \)-ary symmetric channel with transition probability \( p_{e,l}/(M - 1) \) is derived in [Sta 85] by assuming that the conditional probability of symbol error given hit is \( 1 - 1/M \). If we let \( p \triangleq p_{e,l} \) and \( \bar{p} \triangleq 1 - p_{e,l} \), then for large enough \( M \), \( P_{L,e} \) is given by

\[
\begin{align*}
P_{1,e} &= p \\
P_{2,e} &= \bar{p} \\
P_{3,e} &= 1 - \bar{p}^3 - 3\bar{p}^2p - \bar{p}p^2 \\
P_{4,e} &= 1 - \bar{p}^4 - 4\bar{p}^3p - 6\bar{p}^2p^2 - \bar{p}p^3 \\
P_{5,e} &= 1 - \bar{p}^5 - 5\bar{p}^4p - 10\bar{p}^3p^2 - 10\bar{p}^2p^3 - \bar{p}p^4 \\
P_{6,e} &= 1 - \bar{p}^6 - 6\bar{p}^5p - 15\bar{p}^4p^2 - 20\bar{p}^3p^3 - 15\bar{p}^2p^4 - \bar{p}p^5 \\
P_{7,e} &= 1 - \bar{p}^7 - 7\bar{p}^6p - 21\bar{p}^5p^2 - 35\bar{p}^4p^3 - 35\bar{p}^3p^4 - 21\bar{p}^2p^5 - \bar{p}p^6.
\end{align*}
\]
Figure 4.18: $M$-ary symmetric channel, $L$ diversity, no side information.

The induced super channel is an $M$-ary symmetric channel with transition probability $P_{L,\varepsilon}/(M - 1)$ and $M = M_i = M_\varepsilon$. See Figure 4.18.

**Achievable Region**

Since the input symbol to the RS outer decoder is in error with probability $P_{L,\varepsilon}$, the probability of correctly decoding a codeword (packet) given $I$ simultaneous transmissions $P_c(I)$ is given by

$$P_c(I) = \sum_{j=0}^{[(n-k)/2]} \binom{n}{j} P_{L,\varepsilon}^j (1 - P_{L,\varepsilon})^{n-j}. \tag{4.54}$$

As $n, k \to \infty$ while $r \triangleq k/n$ is held constant, it can be shown that $P_c(I)$ will remain 1 as long as

$$r < 1 - 2P_{L,\varepsilon}. \tag{4.55}$$
The asymptotic normalized achievable region is obtained by dividing the above by \( L \), and is plotted for various values of \( L \) in Figure 4.19. We notice that the optimum diversity level depends on the channel traffic, which is not the case when perfect side information is available.

For the case of finite \( n \), the approximate achievable region of channel traffic and outer code rate for \( P_e(I) \geq 1 - \hat{P}_E \) is given by

\[
 r \leq 1 - \frac{2}{n} \left[ nP_{L,e} + \alpha \sqrt{nP_{L,e}(1 - P_{L,e})} \right],
\]  

(4.56)

which is obtained from the Gaussian approximation of \( P_e(I) \) given in (4.54). The normalized achievable region can be obtained by dividing by \( L \).

**Throughput**

From (4.8) and (4.55) the asymptotic normalized throughput is given by

\[
 W = \frac{r (1 - 2P_{L,e})}{Lq}.
\]  

(4.57)

Figure 4.20 shows the asymptotic normalized throughputs in terms of the outer code rate \( r \) for various values of \( L \). As in perfect side information case, we can see that the overall optimum diversity level that maximizes the normalized throughput is 1, but the optimum diversity level is changed for different ranges of outer code rate.
Figure 4.19: Achievable region of \((r/L, I/q)\) for various values of diversity levels \(L\), asynchronous frequency-hopping, no side information.
Figure 4.20: Plot of $W$ vs. $r$ for various values of $L$, asynchronous frequency-hopping, no side information.
CHAPTER V

PARALLEL DECODING FOR IMPERFECT SIDE INFORMATION

5.1. Introduction

In section 3.2 we have considered the achievable regions and throughputs of frequency-hopping (FH) multiple-access systems for which perfect side information is available at the receiver. In practice, however, the assumption regarding the perfect side information is only approximately true. In this chapter this assumption is relaxed, and we consider the performance of the FH multiple-access systems which has imperfect side information at the receiver.

The purpose of the side information is to determine which received symbols are to be erased. The side information regarding the presence of hit is extracted from the dehopper and demodulator. However, there is a chance that some symbols with interference will be missed (miss) and other symbols which have no interference will be erased (false alarm). We define $P_F$ as the probability that the demodulator produces the erasure symbol given the symbol was “not hit” and $P_M$ as the probability that the demodulator does not produce the erasure symbol given the symbol was “hit”. Then $P_M$ and $P_F$ give us a measure of the “imperfectness” of the side information: for example, $P_M = P_F = 0$ corresponds
to the perfect side information case, and $P_M = 1, P_F = 0$ corresponds to the
no side information case, because the demodulator never produces the erasure
symbol when there is no side information. Thus, perfect side information and no
side information are a special case of the imperfect side information.

In this chapter we assume that only imperfect side information is available at
the demodulator. The demodulator decides first whether to erase the received
signal or not based on the side information given to it. If the received signal is
not erased, it is further processed to get the estimate of the transmitted signal.
We will consider two different models for the demodulator.

The demodulator output is, in general, a sequence of errors, erasures, and
correct symbols. In order to correct the errors and erasures we employ a Reed-
Solomon code, and consider two different decoders for it: one is the errors-and-
erasures decoder and the other is a parallel decoder.

The remainder of this chapter is organized as follows. In section 5.2 we intro-
duce two demodulator models and derive the probabilities of error and erasure in
terms of channel traffic for both demodulator models. In section 5.3 we compute
the capacity of the component channel resulting from one demodulator model,
and discuss an idea for improving the capacity. In section 5.4 we consider an
errors-and-erasures decoder, and evaluate the performance of it over the imper-
fect side information channel. Based on the ideas given in section 5.3 and 5.4 we
suggest a parallel decoding scheme and evaluate the performance of it over the
imperfect side information channel. These are discussed in section 5.5.

5.2. Demodulator Models

In the first model (we call it "demodulator model 1: worst case"), if a received
signal is hit, and not erased, it is demodulated to one of the $M$ equally likely
Figure 5.1: Demodulating procedures, demodulator model 1.

symbols so that the probability of symbol error is $1 - 1/M$, independent of the number of hits and which symbols transmitted from the interferers. If it is not hit and not erased, it is demodulated correctly. The resulting interference channel is classified as a "separated" channel by its definition given in (2.1). Demodulating procedures for demodulator model 1 are summarized in Figure 5.1, and the component channel model is shown in Figure 5.3. Thus the probability of erasure is given by

$$p_{er,I} \triangleq P(\text{erasure} \mid I \text{ users})$$

$$= P(\text{erasure} \mid \text{hit, } I) P(\text{hit} \mid I) + P(\text{erasure} \mid \text{no hit, } I) P(\text{no hit} \mid I)$$

$$= (1 - P_M)p_{h,I} + P_F(1 - p_{h,I}),$$

(5.1)
and the probability of error is given by

\[
p_{e,I} \triangleq P(\text{error} \mid I \text{ users}) \\
= P(\text{error, no erasure} \mid I) + \frac{P(\text{error, erasure} \mid I)}{=0} \\
= P(\text{error, no erasure} \mid \text{hit}, I) P(\text{hit} \mid I) \\
+ P(\text{error, no erasure} \mid \text{no hit}, I) P(\text{no hit} \mid I) \\
= \frac{P(\text{error} \mid \text{no erasure, hit}, I)}{=1-1/M} P(\text{no erasure} \mid \text{hit}, I) P(\text{hit} \mid I) \\
+ \frac{P(\text{error} \mid \text{no erasure, no hit}, I)}{=0} P(\text{no erasure} \mid \text{no hit}, I) P(\text{no hit} \mid I) \\
= (1 - 1/M) P_M p_{h,I}.
\]

(5.2)

In the second model (we call it "demodulator model 2: realistic case") both
the number of hits and which symbols being transmitted from the interferers are
taken into account in calculating the probability of error. If a received signal is
hit by \(m\) interferers, i.e. \(m\) hits, and is not erased, the probability of symbol error,
\(P_m\), is given by (3.49). If it is not hit and not erased, it is demodulated correctly.
In this case, the resulting interference channel is not separated, because the
property given in (2.1) is not satisfied. Demodulating procedures for demodulator
model 2 are summarized in Figure 5.2. Thus \(p_{e,I}\) is the same as given in (5.1),
but \(p_{e,I}\) for large \(M\) is given by

\[
p_{e,I} = P(\text{error} \mid I \text{ users}) \\
= P(\text{error, no erasure} \mid I) + \frac{P(\text{error, erasure} \mid I)}{=0} \\
= \sum_{m=0}^{I-1} P(\text{error, no erasure} \mid m \text{ hits, } I) P(m \text{ hits} \mid I) \\
= \sum_{m=0}^{I-1} P(\text{error} \mid \text{no erasure, } m \text{ hits, } I) \\
\quad P(\text{no erasure} \mid m \text{ hits, } I) P(m \text{ hits} \mid I)
\]

(5.3)
Figure 5.2: Demodulating procedures, demodulator model 2.

\[
\begin{align*}
\binom{I-1}{m} p_h^m (1-p_h)^{I-m} &\quad \text{m hits } \quad (m=1,2,\ldots) \\
1-P_m &\quad \text{no erasure} \\
1-P_r &\quad \text{no hit} \\
0 &\quad \text{error}
\end{align*}
\]

\[
= 0 \cdot (1 - P_F)(1 - p_h)^{I-1} + \sum_{m=1}^{I-1} \frac{m}{m+1} P_M \binom{I-1}{m} p_h^m (1-p_h)^{I-1-m}
\]

\[
= P_M \left[ 1 - \frac{1 - (1-p_h)^I}{I p_h} \right].
\]

(5.4)

In both models, the demodulator output is a sequence of errors, erasures, and correct symbols. Thus the component channel with imperfect side information is modeled by an \(M\)-ary errors-and-erasures channel with certain erasure probability \(p_{er,I}\) and certain error probability \(p_{e,I}\), which depend on \(P_M\), \(P_F\), and the number of simultaneous packet transmissions in a time slot. This component channel model is shown in Figure 5.3.

5.3. Component Channel Capacity

The channel capacity of an \(M\)-ary errors-and-erasures channel in information
Figure 5.3: Imperfect side information channel model.

symbols per channel use is given by

\[ C(I) = (1 - p_{er,I} - p_{e,I}) \log_M \left( \frac{M(1 - p_{er,I} - p_{e,I})}{(1 - p_{er,I})} \right) + p_{e,I} \log_M \left( \frac{M p_{e,I}}{(M - 1)(1 - p_{er,I})} \right). \]

(5.5)

Notice that for \( P_M = P_F = 0 \) (perfect side information),

\[ C(I) = 1 - p_{er,I} \]

(5.6)

\[ = (1 - p_h)^{I-1}, \]

and for \( P_M = 1, P_F = 0 \) (no side information),

\[ C(I) = (1 - p_{e,I}) \log_M(M(1 - p_{e,I})) + p_{e,I} \log_M \left( \frac{M p_{e,I}}{M - 1} \right). \]

(5.7)

As mentioned in Section 5.2, since the channel resulting from demodulator model is not separated, only the channel resulting from demodulator model 1 will be considered in this section. For model 1, by applying (5.1) and (5.2) into (5.4) we
obtain

\[
C(I) = \left( P_M p_{h,I} / M + (1 - P_F)(1 - p_{h,I}) \right) \log_M \left( \frac{P_M p_{h,I} + M(1-P_F)(1-p_{h,I})}{P_M p_{h,I} + (1-P_F)(1-p_{h,I})} \right) \\
+ \left( P_M \frac{M-1}{M} p_{h,I} \right) \log_M \left( \frac{P_M p_{h,I}}{P_M p_{h,I} + (1-P_F)(1-p_{h,I})} \right).
\]

(5.8)

Figure 5.4 shows the component channel capacity in terms of the channel traffic, \( \lambda = I/q \), for several values of \( P_M \) and \( P_F \). We notice that there is a threshold in channel traffic, \( \lambda_{th} \), such that for \( \lambda \leq \lambda_{th} \) the channel capacity can be increased by ignoring the imperfect side information (thus do not erase) and making a hard decision demodulation of the received signals. This implies that for the lower traffic it is advantageous to make a hard decision demodulation rather than to try to make an (erroneous) erasure based on the imperfect side information. We also notice that the threshold \( \lambda_{th} \) increases as \( P_M \) and \( P_F \) increase, that is, as the side information becomes less reliable. On the other hand, as the alphabet set size becomes large, it can be shown from (5.4) that the component channel capacity approaches

\[
\lim_{M \to \infty} C(I) = 1 - p_{er,I} - p_{e,I}
= (1 - P_F)(1 - p_{h,I})^{I-1}
= (1 - P_F)e^{-n_{\lambda}},
\]

(5.9)
as \( I, q \to \infty \) while \( \lambda \overset{\Delta}{=} I/q \) is held constant. This implies that for large enough \( M \), the component channel capacity can be increased by ignoring the imperfect side information (thus \( P_F = 0 \)) and making a hard decision demodulation of the received signals for all channel traffics. Notice that the resulting component channel capacity \( e^{-n_{\lambda}} \) is the same as that obtainable from perfect side information. It can be also noticed from (5.8) that the limiting \( (M \to \infty) \) value of the component channel capacity depends only on \( P_F \) (independent of \( P_M \)). This can be explained as follows. If a received signal is hit it results in either error with probability \( P_M \) (because \( 1 - 1/M \to 1 \)) or erasure with probability \( 1 - P_M \) (see
Figure 5.4: Component channel capacities vs. channel traffic.
Figure 5.5: Receiver model.

Figure 5.1). However, the events of error and erasure give the same effect on the component channel capacity in the sense of information loss. Therefore, the component channel capacity is independent of $P_M$. On the other hand, when the signal is not hit, it results in erasure (i.e., information loss) with probability $P_P$. Therefore, the component channel capacity is a function of $P_P$.

5.4. Errors-and-Erasures Decoding Scheme

The block diagram of the receiver to be considered is shown in Figure 5.5. The incomplete demodulator output has an alphabet set of $\{0, 1, ..., M - 1, ?\}$, and is a sequence of errors, erasures, and correct symbols. As before, let $p_{er,I}$ and $p_{e,I}$ denote the probability of symbol erasure and error given $I$ users respectively. The RS decoder corrects the errors and erasures if the sum of the number of erasures and twice the number of errors is less than or equal to $n - k$. Therefore, the probability of correctly decoding a codeword given $I$ simultaneous transmissions,
\[ P_c(I) \text{, is given by} \]
\[
P_c(I) = \sum_{l+2m \leq n-k} \binom{n}{l} \binom{m}{l} p_{er,I}^l p_{e,I}^m (1 - p_{er,I} - p_{e,I})^{n-l-m}. \tag{5.10}
\]

Asymptotically as \( n \) and \( k \) approach infinity while the code rate \( r \triangleq k/n \) is held constant, it can be shown (see Appendix C) that
\[
\lim_{n,k \to \infty} P_c(I) = \begin{cases} 
1, & r < 1 - p_{er,I} - 2p_{e,I} \\
0.5, & r = 1 - p_{er,I} - 2p_{e,I} \\
0, & r > 1 - p_{er,I} - 2p_{e,I}.
\end{cases} \tag{5.11}
\]

That is, "error-free" communication is possible asymptotically provided
\[
r < 1 - p_{er,I} - 2p_{e,I}. \tag{5.12}
\]

5.4.1. Demodulator Model 1: Worst Case

From (5.1), (5.2), and (5.11) the asymptotic achievable region of code rate and channel traffic for arbitrarily small error probability is given by
\[
\begin{align*}
0 &< (1 + P_M - P_F)(1 - p_h)^{I-1} - P_M \\
&\quad \rightarrow (1 + P_M - P_F)e^{-\eta \lambda} - P_M,
\end{align*} \tag{5.13}
\]
or equivalently,
\[
\lambda < \frac{1}{\eta} \ln \left( \frac{1 + P_M - P_F}{r + P_M} \right), \tag{5.14}
\]
as \( I, q \to \infty \) while \( \lambda \triangleq I/q \) is held constant.

The asymptotic normalized throughput can be obtained from (5.12) as
\[
W = \frac{I}{q} P_c(I) \\
\rightarrow \frac{I}{q} (1 - p_{er,I} - 2p_{e,I}) \\
= \frac{I}{q} [(1 + P_M - P_F)(1 - p_h)^{I-1} - P_M] \\
\rightarrow \lambda [(1 + P_M - P_F)e^{-\eta \lambda} - P_M]. \tag{5.15}
\]
Figures 5.6 and 5.7 show the achievable regions and the normalized throughputs for various values of $P_M$ and $P_F$. We notice that as in the channel capacity case, the achievable region and the throughput can be increased by making a hard decision demodulation and error-correction decoding for the lower channel traffic.

Also, it can be shown from (5.14) that

$$\frac{\partial W}{\partial P_F} = -\lambda e^{-\eta \lambda},$$

and

$$\frac{\partial W}{\partial P_M} = -\lambda (1 - e^{-\eta \lambda}),$$

so that

$$\frac{\partial W}{\partial P_F} \geq \frac{\partial W}{\partial P_M} \quad \text{for } \lambda \geq \frac{1}{\eta} \ln 2,$$

and

$$\frac{\partial W}{\partial P_F} < \frac{\partial W}{\partial P_M} \quad \text{for } \lambda < \frac{1}{\eta} \ln 2.$$  

These imply that for $\lambda \geq \frac{1}{\eta} \ln 2$ the throughput decreases faster along the $P_M$ axis than along the $P_F$ axis, and for $\lambda < \frac{1}{\eta} \ln 2$ the opposite happens. The ways in which the throughput decreases as a function of $P_M$ and $P_F$ is shown in Figure 5.8.

**Optimum code rate, optimum traffic, and maximum normalized throughput**

To get the optimum channel traffic at which the normalized throughput $W$ is maximized, we take the derivative of $W$ w.r.t. $\lambda$, and set it to zero. This results in the following nonlinear equation:

$$e^{-\eta \lambda} (1 - \eta \lambda) = \frac{P_M}{1 + P_M - P_F}.$$  

This equation will have a unique solution, because RHS is a constant between 0 and 1, and LHS is a strictly decreasing (at least from 1 to 0) function of $\lambda$. as
Figure 5.6: Achievable regions of code rate and channel traffic, errors-and-erasures decoding, demodulator model 1.
Figure 5.7: Normalized throughputs vs. channel traffic, errors-and-erasures decoding, demodulator model 1.
Figure 5.8: Plot of the normalized throughput vs. \((P_M, P_F)\), errors-and-erasures decoding, demodulator model 1.
Figure 5.9: Plot of $e^{-\eta \lambda} (1 - \eta \lambda)$ vs. $\lambda$.

shown in Figure 5.9. Also, by taking second derivative of $W$ w.r.t. $\lambda$, we get

$$\frac{\partial^2 W}{\partial \lambda^2} = \eta (1 + P_M - P_F)e^{-\eta \lambda}(\eta \lambda - 2).$$

From Figure 5.9 we can see that the solution of (5.19), call it $\lambda_{opt}$, has the property $\lambda_{opt} < 1/\eta$. Thus

$$\frac{\partial^2 W}{\partial \lambda^2} \leq 0 \quad \text{at } \lambda = \lambda_{opt}.$$

Therefore there should exist a unique optimum channel traffic where the normalized throughput is maximized. Thus the optimum channel traffic $\lambda_{opt}$ can be found from (5.19), and at $\lambda_{opt}$ the optimum code rate is obtained from (5.12) and (5.19) as

$$r_{opt} = (1 + P_M - P_F)e^{-\eta \lambda_{opt}} - P_M$$

$$= \frac{\eta P_M \lambda_{opt}^2}{1 - \eta \lambda_{opt}},$$

and at $\lambda_{opt}$ and $r_{opt}$, the maximum normalized throughput is given by

$$W_{max} = \frac{\eta P_M \lambda_{opt}^2}{1 - \eta \lambda_{opt}}.$$
In Table 5.1 we list $W_{max}$, $r_{opt}$, and $\lambda_{opt}$ for various values of $P_M$ and $P_F$.

For the case of finite block length codes, $P_c(I)$ can be approximated as (see Appendix C)

$$P_c(I) \approx F \left( \frac{n - k - m}{\sigma} \right),$$  \hspace{1cm} (5.23)

where

$$m \triangleq n(p_{er,I} + 2p_{e,I})$$  \hspace{1cm} (5.24)

$$\sigma^2 \triangleq n(p_{er,I} - p_{er,I}^2 + 4p_{e,I} - 4p_{e,I}^2 - 4p_{er,I}p_{e,I}).$$

Therefore the achievable region for $P_c(I) \geq 1 - \hat{P}_E$ is approximately given by

$$r \leq (1 - p_{er,I} - 2p_{e,I}) - \alpha\sqrt{(p_{er,I} - p_{er,I}^2 + 4p_{e,I} - 4p_{e,I}^2 - 4p_{er,I}p_{e,I})/n}.$$

\hspace{1cm} (5.25)
<table>
<thead>
<tr>
<th>$P_F$</th>
<th>$\lambda_{opt}$</th>
<th>$\rho_{opt}$</th>
<th>$W_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>0.0</td>
<td>0.500</td>
<td>0.500</td>
<td>0.500</td>
</tr>
<tr>
<td>0.1</td>
<td>0.400</td>
<td>0.391</td>
<td>0.381</td>
</tr>
<tr>
<td>0.2</td>
<td>0.337</td>
<td>0.326</td>
<td>0.313</td>
</tr>
<tr>
<td>0.3</td>
<td>0.293</td>
<td>0.281</td>
<td>0.268</td>
</tr>
<tr>
<td>0.4</td>
<td>0.260</td>
<td>0.248</td>
<td>0.234</td>
</tr>
<tr>
<td>0.5</td>
<td>0.234</td>
<td>0.222</td>
<td>0.209</td>
</tr>
<tr>
<td>0.6</td>
<td>0.213</td>
<td>0.202</td>
<td>0.188</td>
</tr>
<tr>
<td>0.7</td>
<td>0.196</td>
<td>0.184</td>
<td>0.172</td>
</tr>
<tr>
<td>0.8</td>
<td>0.181</td>
<td>0.170</td>
<td>0.158</td>
</tr>
<tr>
<td>0.9</td>
<td>0.169</td>
<td>0.158</td>
<td>0.146</td>
</tr>
<tr>
<td>1.0</td>
<td>0.158</td>
<td>0.147</td>
<td>0.136</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P_F$</th>
<th>$\lambda_{opt}$</th>
<th>$\rho_{opt}$</th>
<th>$W_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>0.0</td>
<td>0.368</td>
<td>0.331</td>
<td>0.294</td>
</tr>
<tr>
<td>0.1</td>
<td>0.394</td>
<td>0.357</td>
<td>0.320</td>
</tr>
<tr>
<td>0.2</td>
<td>0.422</td>
<td>0.373</td>
<td>0.335</td>
</tr>
<tr>
<td>0.3</td>
<td>0.424</td>
<td>0.384</td>
<td>0.344</td>
</tr>
<tr>
<td>0.4</td>
<td>0.432</td>
<td>0.392</td>
<td>0.352</td>
</tr>
<tr>
<td>0.5</td>
<td>0.439</td>
<td>0.398</td>
<td>0.356</td>
</tr>
<tr>
<td>0.6</td>
<td>0.445</td>
<td>0.401</td>
<td>0.361</td>
</tr>
<tr>
<td>0.7</td>
<td>0.449</td>
<td>0.407</td>
<td>0.363</td>
</tr>
<tr>
<td>0.8</td>
<td>0.453</td>
<td>0.410</td>
<td>0.366</td>
</tr>
<tr>
<td>0.9</td>
<td>0.455</td>
<td>0.412</td>
<td>0.370</td>
</tr>
<tr>
<td>1.0</td>
<td>0.458</td>
<td>0.416</td>
<td>0.371</td>
</tr>
</tbody>
</table>

Table 5.1: $\lambda_{opt}$, $\rho_{opt}$, and $W_{max}$, errors-and-erasures decoding, de-modulator model 1, $\eta=2$. 
5.4.2. Demodulator Model 2: Realistic Case

By applying (5.1) and (5.3) into (5.11), the asymptotic achievable region of code rate and channel traffic can be obtained as

\[ r < 1 - p_{er,I} - 2p_{e,I} \]

\[ = (1 - P_M - P_F)(1 - p_h)^{I - 1} + P_M \left( \frac{2 - 2(1 - p_h)^I}{I} \right) - 1 \]

\[ \rightarrow (1 - P_M - P_F)e^{-\eta \lambda} + P_M \left( \frac{2(1 - e^{-\eta \lambda})}{\lambda} \right) - 1, \]

as \( I, q \rightarrow \infty \) while \( \lambda \triangleq I/q \) is held constant. Thus the asymptotic normalized throughput is obtained from (5.25) as

\[ W = \frac{I}{q} IP_e(I) \]

\[ \rightarrow \frac{I}{q} [1 - p_{er,I} - 2p_{e,I}] \]

\[ = \frac{I}{q} \left[ (1 - P_M - P_F)(1 - p_h)^{I - 1} + P_M \left( \frac{2 - 2(1 - p_h)^I}{I} \right) - 1 \right] \]

\[ \rightarrow \lambda \left[ (1 - P_M - P_F)e^{-\eta \lambda} + P_M \left( \frac{2(1 - e^{-\eta \lambda})}{\lambda} \right) - 1 \right]. \]

Figures 5.10 and 5.11 show the achievable regions and the normalized throughputs for various values of \( P_M \) and \( P_F \). We can see again that the performance can be improved by making a hard decision demodulation and error-correction decoding for the lower traffic. In Figures 5.12 and 5.13 we compare the performances obtained from the two demodulator models.

From (5.26) it can be shown that

\[ \frac{\partial W}{\partial P_F} = -\lambda e^{-\eta \lambda}, \]

and

\[ \frac{\partial W}{\partial P_M} = -\lambda e^{-\eta \lambda} + \frac{2}{\eta} (1 - e^{-\eta \lambda}) - \lambda, \]

so that

\[ \frac{\partial W}{\partial P_F} \geq \frac{\partial W}{\partial P_M} \quad \text{for} \quad \lambda \geq 1.594/\eta, \]

and

\[ \frac{\partial W}{\partial P_F} < \frac{\partial W}{\partial P_M} \quad \text{for} \quad \lambda < 1.594/\eta. \]
Figure 5.10: Achievable regions of code rate and channel traffic, errors-and-erasures decoding, demodulator model 2.
--- perfect side infor.
- - - no side infor.
--- imperfect side infor.

Figure 5.11: Normalized throughputs vs. channel traffic, errors-and-erasures decoding, demodulator model 2.
Figure 5.12: Comparison of the achievable regions obtained from the two demodulator models, errors-and-erasures decoding.
Figure 5.13: Comparison of the normalized throughputs obtained from the two demodulator models, errors-and-erasures decoding.
Figure 5.14: Plot of the normalized throughput vs. \((P_M, P_F)\), errors-and-erasures decoding, demodulator model 2.

These imply that for \(\lambda \geq 1.594/\eta\) the throughput decreases faster along the \(P_M\) axis than along the \(P_F\) axis, and for \(\lambda < 1.594/\eta\) the opposite happens. The ways in which the throughput decreases as a function of \(P_M\) and \(P_F\) is shown in Figure 5.14.

**Optimum code rate, optimum traffic, and maximum normalized throughput**

To get the optimum channel traffic at which the normalized throughput \(W\) is maximized, we take the derivative of \(W\) w.r.t. \(\lambda\), and set it to zero. This results in the following nonlinear equation:

\[
(1 + P_M - P_F) - \eta(1 - P_M - P_F)\lambda = P_M e^{\eta \lambda}.
\]  

(5.32)

From Figure 5.15 we can see that there exist a unique solution because LHS and RHS meet at exactly one point. Also, by taking second derivative of \(W\) w.r.t. \(\lambda\),
Figure 5.15: Plot of $P_M e^{\lambda}$ and $(1 + P_M - P_F) - \eta(1 - P_M - P_F)\lambda$ vs. $\lambda$.

we get

$$\frac{\partial^2 W}{\partial \lambda^2} = -\eta e^{-\eta\lambda}[2(1 - P_F) - \eta(1 - P_M - P_F)\lambda].$$

For $1 - P_M - P_F \leq 0$ case, it is obvious $\frac{\partial^2 W}{\partial \lambda^2} \leq 0$. For $1 - P_M - P_F > 0$ case, the solution of (5.31), call it $\lambda_{opt}$, has the property $\lambda_{opt} < (1 + P_M - P_F)/[\eta(1 - P_M - P_F)]$. Thus

$$\frac{\partial^2 W}{\partial \lambda^2} \leq 0 \quad \text{at} \quad \lambda = \lambda_{opt}.$$

Therefore the unique optimum channel traffic $\lambda_{opt}$ can be found from (5.31), and at $\lambda_{opt}$ the optimum code rate is obtained from (5.25) as

$$r_{opt} = (1 - P_M - P_F)e^{-\eta\lambda_{opt}} + P_M \left(\frac{2}{\eta} \left(\frac{1 - e^{-\eta\lambda_{opt}}}{\lambda_{opt}}\right) - 1\right), \quad (5.33)$$

and at $\lambda_{opt}$ and $r_{opt}$, the maximum normalized throughput is obtained from (5.26) and (5.31) as

$$W_{\text{max}} = \frac{1}{\eta}[(1 - P_M - P_F)e^{-\eta\lambda_{opt}} + P_M(1 - 2\lambda_{opt})]. \quad (5.34)$$
<table>
<thead>
<tr>
<th>$P_F$</th>
<th>$\lambda_{opt}$</th>
<th>$r_{opt}$</th>
<th>$W_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>0.0</td>
<td>0.500</td>
<td>0.500</td>
<td>0.500</td>
</tr>
<tr>
<td>0.1</td>
<td>0.470</td>
<td>0.467</td>
<td>0.463</td>
</tr>
<tr>
<td>0.2</td>
<td>0.446</td>
<td>0.441</td>
<td>0.436</td>
</tr>
<tr>
<td>0.3</td>
<td>0.427</td>
<td>0.421</td>
<td>0.414</td>
</tr>
<tr>
<td>0.4</td>
<td>0.410</td>
<td>0.404</td>
<td>0.397</td>
</tr>
<tr>
<td>0.5</td>
<td>0.397</td>
<td>0.390</td>
<td>0.382</td>
</tr>
<tr>
<td>0.6</td>
<td>0.384</td>
<td>0.377</td>
<td>0.369</td>
</tr>
<tr>
<td>0.7</td>
<td>0.374</td>
<td>0.366</td>
<td>0.357</td>
</tr>
<tr>
<td>0.8</td>
<td>0.364</td>
<td>0.356</td>
<td>0.347</td>
</tr>
<tr>
<td>0.9</td>
<td>0.355</td>
<td>0.347</td>
<td>0.338</td>
</tr>
<tr>
<td>1.0</td>
<td>0.347</td>
<td>0.339</td>
<td>0.330</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P_F$</th>
<th>$\lambda_{opt}$</th>
<th>$r_{opt}$</th>
<th>$W_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>0.0</td>
<td>0.368</td>
<td>0.331</td>
<td>0.294</td>
</tr>
<tr>
<td>0.1</td>
<td>0.381</td>
<td>0.344</td>
<td>0.308</td>
</tr>
<tr>
<td>0.2</td>
<td>0.393</td>
<td>0.356</td>
<td>0.318</td>
</tr>
<tr>
<td>0.3</td>
<td>0.401</td>
<td>0.364</td>
<td>0.326</td>
</tr>
<tr>
<td>0.4</td>
<td>0.410</td>
<td>0.372</td>
<td>0.333</td>
</tr>
<tr>
<td>0.5</td>
<td>0.416</td>
<td>0.376</td>
<td>0.339</td>
</tr>
<tr>
<td>0.6</td>
<td>0.423</td>
<td>0.384</td>
<td>0.344</td>
</tr>
<tr>
<td>0.7</td>
<td>0.428</td>
<td>0.389</td>
<td>0.350</td>
</tr>
<tr>
<td>0.8</td>
<td>0.433</td>
<td>0.394</td>
<td>0.354</td>
</tr>
<tr>
<td>0.9</td>
<td>0.438</td>
<td>0.398</td>
<td>0.357</td>
</tr>
<tr>
<td>1.0</td>
<td>0.442</td>
<td>0.402</td>
<td>0.361</td>
</tr>
</tbody>
</table>

Table 5.2: $\lambda_{opt}$, $r_{opt}$, and $W_{max}$, errors-and-erasures decoding, demodulator model 2, $\eta=2$. 
In Table 5.2 we list $W_{\text{max}}$, $r_{\text{opt}}$, and $\lambda_{\text{opt}}$ for various values of $P_M$ and $P_F$. For finite block length codes, the achievable regions for $P_e(I) \geq 1 - \hat{P}_E$ is approximately given by (5.24) with $p_{e,I}$ and $p_{\text{er},I}$ given in (5.3) and (5.1) respectively.

5.5. Parallel Decoding Scheme

We have observed in sections 5.3 and 5.4 that there is a threshold in channel traffic such that for the lower traffic it is advantageous to ignore the imperfect (unreliable) side information and make a hard decision demodulation of the received signals, and for the higher traffic to try to erase the unreliable symbols. This suggests the following parallel decoding scheme whose block diagram is shown in Figure 5.16. The output of the demodulator is a pair $(x,y)$: the first component is the input to the errors-and-erasures decoder and the second component is the input to the errors-only decoder. The output of the incomplete...
demodulator, \( z \), is either a symbol estimate or an erasure, and it is in the alphabet set of \( \{0, 1, ..., M - 1, ?\} \). On the other hand, the complete demodulator makes a hard decision demodulation of the symbol transmitted, and its output, \( y \), is in the alphabet set of \( \{0, 1, ..., M - 1\} \). If \( z \) is not an erasure, then \( z \) and \( y \) are identical. We will assume throughout that RS decoder never errors (produces the wrong codeword) but always fails (gives up) when the number of errors and erasures exceeds the capability of the code. In fact, if a Reed-Solomon code is being used and the decoder is attempting to correct \( t \) errors, the probability of a decoding failure is approximately \( t! \) times the probability of a decoding error [Ber 80]: as \( n \to \infty \), \( t = n \left( \frac{1 - \epsilon}{2} \right) \to \infty \Rightarrow t! \to \infty \Rightarrow P(\text{decoding error}) \to 0 \). Therefore a codeword (packet) error occurs if both decoders fail and at least one symbol out of the complete demodulator is in error.

Previous studies on parallel decoder begin with [Pur 82], in which the use of a parallel combination of erasures-decoding and errors-decoding for Reed-Solomon codes was introduced. Soon after, it is applied in [Pur 83] and [McC 83] to increase the jamming margin against a partial-band jammer. In all of those works, the perfect side information was assumed to be available at the receiver. For the partial-band jamming, no side information environment, Castor [Cas 86] analyzed a parallel combination of diversity decoder/erasures-and-erasures decoder and diversity decoder/errors-only decoder. In this section we will evaluate the performance of the suggested parallel decoding scheme under the multiple-access, imperfect side information environment.

5.5.1. Achievable Region and Throughput

Let us first define the following random variables:

\[ Z_1 \overset{\Delta}{=} \text{the number of symbols in the received packet for which} \]
\[ x \text{ is erasure and } y \text{ is in error,} \]
\[ Z_2 \triangleq \text{the number of symbols in the received packet for which} \]
\[ x \text{ is not erasure and } y \text{ is in error,} \]
\[ Z_3 \triangleq \text{the number of symbols in the received packet for which} \]
\[ x \text{ is erasure and } y \text{ is not in error.} \]

Then there are \( Z_1 + Z_3 \) erasures and \( Z_2 \) errors at the input of the errors-and-erasures decoder, and \( Z_1 + Z_2 \) errors at the input of the errors-only decoder. Therefore the packet (codeword) error probability given \( I \) simultaneous transmissions, \( P_E(I) \), is given by

\[
P_E(I) = P(Z_1 + Z_3 + 2Z_2 > n - k \cap Z_1 + Z_2 > \lceil \frac{n-k}{2} \rceil \cap Z_1 + Z_2 > 0)
= P(Z_1 + Z_3 + 2Z_2 > n - k \cap Z_1 + Z_2 > \lceil \frac{n-k}{2} \rceil).
\]

(5.35)

This implies that the performance (in terms of packet error probability) is the same whether the complete demodulator output is selected or not. Therefore we will consider the modified parallel decoding scheme which has no path from the complete demodulator to the selector, i.e., without the dotted line in Figure 5.16.

Since the events of \( Z_1, Z_2, \) and \( Z_3 \) are mutually exclusive and they are independent from symbol to symbol within a codeword, the joint distribution of \( Z_1, Z_2, \) and \( Z_3 \) may be calculated as [Kal 85]

\[
P(Z_1 = j, Z_2 = l, Z_3 = m) = \binom{n}{j, l, m} p_1^j p_2^l p_3^m (1 - p_1 - p_2 - p_3)^{n-j-l-m},
\]

(5.36)

where

\[
p_1 \triangleq P(\text{a received symbol is erased and in error } | \text{ I users })
\]
\[
p_2 \triangleq P(\text{a received symbol is not erased and in error } | \text{ I users })
\]
\[
p_3 \triangleq P(\text{a received symbol is erased and not in error } | \text{ I users }).
\]

(5.37)
Thus the codeword error probability given $I$ users, $P_E(I)$, is given by

$$P_E(I) = \sum_{j=0}^{n} \sum_{l=0}^{n-j} \sum_{m=g(j,l)}^{n-j-l} P(Z_1 = j, Z_2 = l, Z_3 = m), \quad (5.38)$$

where

$$h(j) \triangleq \max \{0, \lfloor \frac{n-k}{2} \rfloor - j + 1\},$$

$$g(j,l) \triangleq \max \{0, n - k - j - 2l + 1\}.$$

To get the limiting value of $P_E(I)$ as $n, k \to \infty$, let us define the following random variables:

$$X_n \triangleq Z_1 + 2Z_2 + Z_3$$

$$Y_n \triangleq Z_1 + Z_2$$

$$U_n \triangleq \frac{X_n - E(X_n)}{\sqrt{Var(X_n)}}, \quad V_n \triangleq \frac{Y_n - E(Y_n)}{\sqrt{Var(Y_n)}}. \quad (5.39)$$

Then, $X_n$ is the sum of the number of erasures and twice the number of errors at the input of the errors-and-erasures decoder, and $Y_n$ is the sum of the number of errors at the input of the errors-only decoder. Therefore,

$$P_E(I) = P(X_n > n - k, Y_n > \lfloor \frac{n-k}{2} \rfloor)$$

$$= P(U_n > \frac{n-k-E(X_n)}{\sqrt{Var(X_n)}}, V_n > \frac{n-k-E(Y_n)}{\sqrt{Var(Y_n)}}) \quad (5.40)$$

$$= P(U_n > a\sqrt{n}, V_n > b\sqrt{n}),$$

where

$$E(X_n) = n(p_1 + 2p_2 + p_3)$$

$$E(Y_n) = n(p_1 + p_2)$$

$$Var(X_n) = n(p_1 - p_1^2 + 4p_2 - 4p_2^2 + p_3 - p_3^2 - 4p_1p_2 - 2p_1p_3 - 4p_2p_3)$$

$$Var(Y_n) = n(p_1 + p_2)(1 - p_1 - p_2)$$

$$a \triangleq \frac{1-r-p_1-2p_2-p_3}{\sqrt{(p_1-p_1^2+4p_2-4p_2^2+p_3-p_3^2-4p_1p_2-2p_1p_3-4p_2p_3)}}$$

$$b \triangleq \frac{1-r-2p_1-2p_2}{\sqrt{(p_1+p_2)(1-p_1-p_2)}}. \quad (5.41)$$

By the central limit theorem, as the code length $n$ becomes large, it is well known that the distributions of $U_n$ and $V_n$ approach the standard normal distribution.
with mean zero and variance one. That is, as $n \to \infty$,

$$F_G(u) - \epsilon_1 \leq F_{U_n}(u) \leq F_G(u) + \epsilon_1,$$

(5.42)

and

$$F_G(v) - \epsilon_2 \leq F_{V_n}(v) \leq F_G(v) + \epsilon_2,$$

(5.43)

for arbitrarily small positive $\epsilon_1$ and $\epsilon_2$, where

$$F_{U_n}(u) \triangleq P(U_n \leq u)$$

$$F_{V_n}(v) \triangleq P(V_n \leq v)$$

(5.44)

$$F_G(u) \triangleq \int_{-\infty}^{u} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx.$$

Thus, as $n, k \to \infty$ while $r \triangleq k/n$ is held constant

$$P_E(I) = P(U_n > a\sqrt{n}, V_n > b\sqrt{n})$$

$$\leq P(U_n > a\sqrt{n})$$

$$= 1 - F_{U_n}(a\sqrt{n})$$

$$\leq 1 - F_G(a\sqrt{n}) + \epsilon_1$$

$$\to 0,$$

(5.45)

if $a > 0$. Similarly,

$$P_E(I) \leq P(V_n > b\sqrt{n})$$

$$= 1 - F_{V_n}(b\sqrt{n})$$

$$\leq 1 - F_G(b\sqrt{n}) + \epsilon_2$$

$$\to 0,$$

(5.46)

if $b > 0$. Therefore, the codeword (packet) error probability $P_E(I)$ approaches zero asymptotically if

$$a > 0 \text{ or } b > 0,$$

(5.47)

$$\iff r < 1 - p_1 - 2p_2 - p_3 \text{ or } r < 1 - 2p_1 - 2p_2$$

(5.48)

$$\iff r < \max \{1 - p_1 - 2p_2 - p_3, \ 1 - 2p_1 - 2p_2\}.$$
Also, it can be shown that as \( n \to \infty \),

\[
P_{E}(I) \to 1,
\]

if \( a < 0 \) and \( b < 0 \), i.e., \( r > \max \{ 1 - p_{1} - 2p_{2} - p_{3}, \ 1 - 2p_{1} - 2p_{2} \} \) :

\[
P_{E}(I) = P(U_{n} > a\sqrt{n} \cap V_{n} > b\sqrt{n}) = 1 - P(U_{n} \leq a\sqrt{n} \cup V_{n} \leq b\sqrt{n}) \geq 1 - \frac{P(U_{n} \leq a\sqrt{n}) - P(V_{n} \leq b\sqrt{n})}{\to 0, \text{if } a<0} \to 0, \text{if } b<0
\]

\[
\to 1,
\]

as \( n \to \infty \). Therefore, (5.48) represents the asymptotic achievable regions of code rate and channel traffic for arbitrarily small error probability. The asymptotic normalized throughput is thus given by

\[
W = \frac{r I(1 - P_{E}(I))}{q} = \frac{I}{q} \max \{ 1 - p_{1} - 2p_{2} - p_{3}, \ 1 - 2p_{1} - 2p_{2} \}.
\]  

(5.50)

The remaining problem is to find the probabilities \( p_{1}, p_{2}, \) and \( p_{3} \) in terms of the number of packet transmissions.

5.5.2. Demodulator Model 1: Worst Case

In computing (5.48) and (5.49) we need only the probabilities \( p_{1} + p_{2}, p_{1} + p_{3} \) and \( p_{2} \), which can be derived as follows:

\[
p_{1} + p_{2} = P(\text{erasure, error} \mid I \text{ users}) + P(\text{no erasure, error} \mid I \text{ users}) = P(\text{error} \mid I \text{ transmissions}) = P(\text{error} \mid \text{hit}, I) P(\text{hit} \mid I) + P(\text{error} \mid \text{no hit}, I) P(\text{no hit} \mid I) = (1 - 1/M)p_{h,I},
\]  

(5.51)
\[ p_1 + p_3 = P(\text{erasure, error} \mid I) + P(\text{erasure, no error} \mid I) = P(\text{erasure} \mid I) = P(\text{erasure} \mid \text{hit}, I)P(\text{hit} \mid I) + P(\text{erasure} \mid \text{no hit}, I)P(\text{no hit} \mid I) = (1 - P_M)p_{h,I} + P_F(1 - p_{h,I}), \]

\[ p_2 = P(\text{no erasure, error} \mid I) = P(\text{error} \mid \text{no erasure}, I)P(\text{no erasure} \mid I) = P(\text{error} \mid \text{no erasure, hit}, I)P(\text{no erasure} \mid \text{hit}, I)P(\text{hit} \mid I) + P(\text{error} \mid \text{no erasure, no hit}, I)P(\text{no erasure} \mid \text{no hit}, I)P(\text{no hit} \mid I) = P(\text{error} \mid \text{no erasure, hit}, I)P_M p_{h,I}. \]  

(5.53)

Since both the complete demodulator and the incomplete demodulator produce identical symbols if the symbol produced by the latter is not an erasure, the probability of symbol error at the complete demodulator output given no erasure at the incomplete demodulator output is the same as that at the incomplete demodulator output given no erasure. That is,

\[ P(\text{error}_{[\text{comp}]} \mid \text{no erasure}_{[\text{incomp}]}, \text{hit}, I) = P(\text{error}_{[\text{incomp}]} \mid \text{no erasure}_{[\text{incomp}]}, \text{hit}, I) = 1 - 1/M. \]

Thus \( p_2 \) is given by

\[ p_2 = (1 - 1/M)P_M p_{h,I}. \]  

(5.54)

Therefore,

\[ 1 - 2p_1 - 2p_2 = 1 - 2p_{h,I}, \]  

(5.55)

and

\[ 1 - p_1 - 2p_2 - p_3 = 1 - P_F - (1 + P_M - P_F)p_{h,I}. \]  

(5.56)
The resulting asymptotic achievable regions for arbitrarily small error probability is given by

\[ r < \max \{1 - 2p_{h,I}, 1 - P_F - (1 + P_M - P_F)p_{h,I}\}, \tag{5.57} \]

and the asymptotic normalized throughput is given by

\[
W = \frac{r P_c(I)}{q} = \frac{I}{q} \max \{1 - 2p_{h,I}, 1 - P_F - (1 + P_M - P_F)p_{h,I}\}
\]

\[
= \frac{I}{q} \max \{2(1 - p_h)^{I-1} - 1, (1 + P_M - P_F)(1 - p_h)^{I-1} - P_M\}. \tag{5.58}
\]

Since

\[ 1 - 2p_{h,I} \geq 1 - P_F - (1 + P_M - P_F)p_{h,I}, \tag{5.59} \]

for

\[
I \leq 1 + \frac{\ln\left(\frac{1 - P_M}{1 - P_F + P_F}\right)}{\ln(1 - p_h)} \triangleq I_{th}, \tag{5.60}
\]

the achievable regions are

\[
r < \begin{cases} 2(1 - p_h)^{I-1} - 1, & I \leq I_{th} \\ (1 + P_M - P_F)(1 - p_h)^{I-1} - P_M, & I > I_{th}, \end{cases} \tag{5.61}
\]

\[
\rightarrow \begin{cases} 2e^{-\lambda h} - 1, & \lambda \leq \lambda_{th} \\ (1 + P_M - P_F)e^{-\lambda h} - P_M, & \lambda > \lambda_{th}, \end{cases}
\]

where

\[
\lambda_{th} \triangleq \frac{1}{\eta} \ln \left(\frac{1 - P_M + P_F}{1 - P_M}\right), \tag{5.62}
\]

as \( I, q \to \infty \) while \( \lambda \triangleq I/q \) is held constant. Similarly the asymptotic normalized throughput is given by

\[
W = \frac{I}{q} r P_c(I) = \begin{cases} \frac{I}{q}[2(1 - p_h)^{I-1} - 1], & I \leq I_{th} \\ \frac{I}{q}[(1 + P_M - P_F)(1 - p_h)^{I-1} - P_M], & I > I_{th}, \end{cases} \tag{5.63}
\]

\[
\rightarrow \begin{cases} \lambda(2e^{-\lambda h} - 1), & \lambda \leq \lambda_{th} \\ \lambda[(1 + P_M - P_F)e^{-\lambda h} - P_M], & \lambda > \lambda_{th} \end{cases}
\]
We can see that for lower traffic \((\lambda \leq \lambda_{th})\) it is advantageous to select the "errors-only" decoder, and for higher traffic \((\lambda > \lambda_{th})\) it is advantageous to select the "errors-and-erasures" decoder. This implies that the parallel decoder adapts to the level of channel traffic by switching between two decoding modes. Figures 5.17 and 5.18 show the achievable regions and the normalized throughputs for various values of \(P_M\) and \(P_F\) respectively. The shaded area in the lower traffic region indicates the performance improvement over the errors-and-erasures decoding scheme. Notice that the performance improvement becomes more significant as the side information is less reliable, i.e., higher \(P_M\) and \(P_F\).

On the other hand, the requirement on \((P_M, P_F)\) pair for the errors-only decoder to perform better than the errors-and-erasures decoder can be obtained from (5.58) as

\[
P_M + \left( \frac{1 - ph_I}{ph_I} \right) P_F \geq 1, \tag{5.64}
\]

and as \(I, q \to \infty\) while \(\lambda \triangleq I/q\) is held constant it becomes

\[
P_M + \left( \frac{e^{-\eta\lambda}}{1 - e^{-\eta\lambda}} \right) P_F \geq 1. \tag{5.65}
\]

Figure 5.19 indicates regions of \((P_M, P_F)\) pair where one decoding scheme performs better than the other for given \(\lambda\). Notice that as the channel traffic increases, the errors-and-erasures decoder performs better even for less reliable side information, and as the channel traffic decreases, the errors-only decoder performs better even for more reliable side information.

**Optimum code rate, optimum traffic, and maximum normalized throughput**

In Figure 5.20 we show the typical form of the normalized throughput, where \(\lambda_{o1}\) and \(\lambda_{o2}\) denote the optimum channel traffic at which \(\lambda(2e^{-\eta\lambda} - 1)\) and \(\lambda[(1 + P_M - P_F)e^{-\eta\lambda} - P_M]\) are maximized respectively, and \(W_{o1}\) and \(W_{o2}\) are the maximum values at \(\lambda_{o1}\) and \(\lambda_{o2}\) respectively. It has been shown in \((3.47)\) and
Figure 5.17: Achievable regions of code rate and channel traffic, parallel decoding, demodulator model 1.
Figure 5.18: Normalized throughputs vs. channel traffic, parallel decoding, demodulator model 1.
Figure 5.19: Regions of preferences, demodulator model 1.

Figure 5.20: Typical form of the normalized throughput of parallel decoding system.
(3.48) that
\[ \lambda_{o1} = 0.3148/\eta, \quad \text{and} \quad W_{o1} = 0.1448/\eta. \] (5.66)

To get \( W_{o2} \), we take the derivative of \( \lambda[(1 + P_M - P_F)e^{-\eta \lambda} - P_M] \) and set it to zero:
\[
\frac{\partial}{\partial \lambda} \{ \lambda[(1 + P_M - P_F)e^{-\eta \lambda} - P_M] \} = (1 + P_M - P_F)e^{-\eta \lambda}(1 - \eta \lambda) - P_M = 0
\]

\[ \implies e^{-\eta \lambda}(1 - \eta \lambda) = \frac{P_M}{1 + P_M - P_F}. \] (5.67)

The above nonlinear equation will have a unique solution, which is \( \lambda_{o2} \), by the arguments given in subsection 5.4.1. Therefore \( W_{o2} \) is obtained from (5.62) and (5.66) as
\[ W_{o2} = \lambda_{o2}[(1 + P_M - P_F)e^{-\eta \lambda_{o2}} - P_M] \]
\[ = \frac{n P_M \lambda_{o2}^2}{1 - \eta \lambda_{o2}}. \] (5.68)

From (5.65) and (5.67) it can be shown that \( W_{o2} \geq W_{o1} \) if
\[
\lambda_{o2} \geq \frac{-0.1448 + \sqrt{(0.1448)^2 + 0.5792 P_M}}{2n P_M} \]
\[ \triangleq \lambda_T. \] (5.69)

Therefore we get the following results:

\[
\begin{cases}
W_{max} = 0.1448/\eta \\
\text{if } \lambda_{o2} < \lambda_T, \\
\quad r_{opt} = 0.4611 \\
\quad \lambda_{opt} = 0.314/\eta, \\
\quad W_{max} = \frac{n P_M \lambda_{o2}^2}{1 - \eta \lambda_{o2}} \\
\text{if } \lambda_{o2} \geq \lambda_T, \\
\quad r_{opt} = \frac{n P_M \lambda_{o2}}{1 - \eta \lambda_{o2}} \\
\quad \lambda_{opt} = \lambda_{o2}.
\end{cases}
\] (5.70)
The probabilities $p_1 + p_2$, $p_1 + p_3$, and $p_2$ can be derived as follows:

\[
p_1 + p_2 = P(\text{error} \mid I \text{ users}) = 1 - \frac{(1-p_h)^I}{I p_h}, \tag{5.71}
\]

\[
p_1 + p_3 = P(\text{erasure} \mid I \text{ users}) = \sum_{m=0}^{I-1} P(\text{erasure} \mid m \text{ hits, } I)P(m \text{ hits} \mid I) = P_F (1-p_{h,I}) + (1-P_M) \sum_{m=1}^{I-1} \binom{I-1}{m} p_h^m (1-p_h)^{I-1-m} \tag{5.72}
\]

\[
= P_F (1-p_{h,I}) + (1-P_M)p_{h,I},
\]

\[
p_2 = P(\text{error, no erasure} \mid I \text{ users}) = \sum_{m=0}^{I-1} P(\text{error, no erasure} \mid m \text{ hits, } I)P(m \text{ hits} \mid I) = \sum_{m=0}^{I-1} P(\text{error} \mid \text{no erasure, } m \text{ hits, } I)P(\text{no erasure} \mid m \text{ hits, } I)P(m \text{ hits} \mid I)
\]

\[
= 0 \cdot (1-P_F)(1-p_h)^{I-1} + \sum_{m=1}^{I-1} \frac{m}{m+1} P_M \binom{I-1}{m} p_h^m (1-p_h)^{I-1-m}
\]

\[
= P_M \left[1 - \frac{(1-p_h)^I}{I p_h}\right]. \tag{5.73}
\]

Thus,

\[
1 - 2p_1 - 2p_2 = \frac{2 - 2(1-p_h)^I}{I p_h} - 1, \tag{5.74}
\]

and

\[
1 - p_1 - 2p_2 - p_3 = (1-P_M-P_F)(1-p_h)^{I-1} + P_M \left(\frac{2 - 2(1-p_h)^I}{I p_h} - 1\right). \tag{5.75}
\]
Therefore, the resulting asymptotic achievable regions for arbitrarily small error probability is given by

\[
\tau < \max \left\{ \frac{2 - 2(1 - p_h)^l}{lp_h} - 1, (1 - P_M - P_F)(1 - p_h)^{l-1} + P_M \left( \frac{2 - 2(1 - p_h)^l}{lp_h} - 1 \right) \right\}
\]

\[
\rightarrow \max \left\{ \frac{2}{\eta} - \frac{2\lambda}{\lambda} - 1, (1 - P_M - P_F)e^{-\eta \lambda} + P_M \left( \frac{2}{\eta} - \frac{2\lambda}{\lambda} - 1 \right) \right\},
\]

(5.76)

and the asymptotic normalized throughput is given by

\[
W = \max \left\{ \frac{2 - 2(1 - p_h)^l}{q_p h} - \frac{l}{q}, (1 - P_M - P_F)\frac{l}{q}(1 - p_h)^{l-1} + P_M \left( \frac{2 - 2(1 - p_h)^l}{q_p h} - \frac{l}{q} \right) \right\}
\]

\[
\rightarrow \max \left\{ \frac{2 - 2\lambda}{\eta} - \lambda, (1 - P_M - P_F)\lambda e^{-\lambda} + P_M \left( \frac{2 - 2\lambda}{\eta} - \lambda \right) \right\},
\]

(5.77)

as \( I, q \to \infty \) while \( \lambda \triangleq I/q \) is held constant. It can be easily shown that

\[
\frac{2 - 2\lambda}{\eta} - \lambda \geq (1 - P_M - P_F)\lambda e^{-\lambda} + P_M \left( \frac{2 - 2\lambda}{\eta} - \lambda \right),
\]

(5.78)

if

\[
\frac{2\lambda}{\eta} - 2 - \lambda \geq 1 - P_M - P_F.
\]

(5.79)

Let

\[
f(\lambda) \triangleq \frac{2\lambda}{\eta} - 2 - \lambda.
\]

(5.80)

Then it can be shown for both \( \eta=1 \) and 2 that

\[
f'(\lambda) = \frac{2\lambda}{\eta \lambda^2} \left[ e^{-\lambda} - (\eta^2 \lambda^2 / 2 + \eta \lambda - 1) \right]
\]

\[
< 0,
\]

(5.81)

for all \( \lambda > 0 \). This implies that \( f(\lambda) \) is a decreasing function of \( \lambda \), whose maximum is 1. But, since the RHS of (5.78) is a constant between \((-\infty, 1]\), there exists a unique threshold in channel traffic, denoted \( \lambda'_{th} \), such that the achievable region and the asymptotic normalized throughput are given by

\[
\tau < \begin{cases} \frac{2 - 2\lambda}{\eta \lambda} - 1, & \lambda \leq \lambda'_{th} \\ (1 - P_M - P_F)e^{-\lambda} + P_M \left( \frac{2 - 2\lambda}{\eta \lambda} - 1 \right), & \lambda > \lambda'_{th} \end{cases}
\]

(5.82)

and

\[
W = \begin{cases} \frac{2 - 2\lambda}{\eta} - \lambda, & \lambda \leq \lambda'_{th} \\ (1 - P_M - P_F)\lambda e^{-\lambda} + P_M \left( \frac{2 - 2\lambda}{\eta} - \lambda \right), & \lambda > \lambda'_{th} \end{cases}
\]

(5.83)
The achievable regions and the asymptotic normalized throughputs are plotted in Figures 5.21 and 5.22 for various values of $P_M$ and $P_F$ respectively. The shaded area in the lower traffic region indicates the performance improvement over the errors-and-erasures decoding scheme. As in subsection 5.5.2, the performance improvement becomes more significant as the side information becomes less reliable, i.e., higher $P_M$ and $P_F$. By comparing Figures 5.17, 5.18, 5.21, and 5.22, one can also observe that the performance improvement in the lower traffic region is even higher with the demodulator model 2 (realistic model) than with the demodulator model 1 (worst case).

The requirement on $(P_M, P_F)$ pair for the errors-only decoder to perform better than the errors-and-erasures decoder can be obtained from (5.77) as

$$[1 + e^{n\lambda} - \frac{2}{\eta}(\frac{e^{n\lambda} - 1}{\lambda})]P_M + P_F \geq 1 + e^{n\lambda} - \frac{2}{\eta}(\frac{e^{n\lambda} - 1}{\lambda}).$$

(5.84)

Figure 5.23 indicates regions of $(P_M, P_F)$ pair where one decoding scheme performs better than the other for given $\lambda$. We can see similar phenomenon as in demodulator model 1.

**Optimum code rate, optimum traffic, and maximum normalized throughput**

Let $W_{o_1}$ and $W_{o_2}$ be the maximum values of $(2 - 2e^{-n\lambda})/\eta - \lambda$ and $(1 - P_M - \lambda e^{-n\lambda} + P_M[(2 - 2e^{-n\lambda})/\eta - \lambda]$ respectively, and $\lambda_{o_1}$ and $\lambda_{o_2}$ be the channel traffics at which $W_{o_1}$ and $W_{o_2}$ are achieved respectively. It has been shown in (3.53) and (3.55) that

$$\lambda_{o_1} = 0.6931/\eta \text{ and } W_{o_1} = 0.3069/\eta.$$

(5.85)

In section 5.4.2 it has been shown that $\lambda_{o_2}$ is the (unique) solution of (5.31). Thus,

$$W_{o_2} = \frac{1}{\eta}[1 - P_M - P_F)e^{-n\lambda_{o_2}} + P_M(1 - 2\lambda_{o_2})].$$

(5.86)
Figure 5.21: Achievable regions of code rate and channel traffic, parallel decoding, demodulator model 2.
Figure 5.22: Normalized throughputs vs. channel traffic, parallel decoding, demodulator model 2.
Therefore,

\[ W_{\text{max}} = \max\{W_{o1}, W_{o2}\}, \]

\[ \lambda_{\text{opt}} = \begin{cases} 
0.6932/\eta, & W_{o1} \geq W_{o2} \\
\lambda_{o2}, & W_{o1} < W_{o2}, 
\end{cases} \]

\[ r_{\text{opt}} = \begin{cases} 
0.4427, & W_{o1} \geq W_{o2} \\
(1 - P_M - P_F)e^{-\eta \lambda_{o2}} + P_M \left( \frac{2 - 2e^{-\eta \lambda_{o2}}}{\eta \lambda_{o2}} - 1 \right), & W_{o1} < W_{o2}. 
\end{cases} \]

(5.87)
CHAPTER VI

CONCLUSIONS

In this thesis we have examined the multiple-access capability of frequency-hop packet radio networks from a coding point of view. The achievable region of code rate and channel traffic and the normalized throughput were considered as performance measures. We modeled the communication system from the modulator input to the demodulator output as an $I$-user interference channel, and evaluated the performance of several codes for the interference channels with perfect side information, no side information, and imperfect side information.

For channels with perfect side information, we have considered the performance of Reed-Solomon codes with erasures-correction. The achievable region of code rate and channel traffic, and the optimal code rate, optimal channel traffic at which the normalized throughput is maximized have been derived. It is found that the maximum sum capacity is achieved by the optimal rate Reed-Solomon code with bounded distance decoding. Also, it is shown that the maximum normalized throughput obtained with frequency-hopped spread-spectrum modulation and Reed-Solomon coding is the same as that with narrowband ALOHA system without frequency-hopping. This implies that frequency-hopped spread-spectrum modulation can be just as bandwidth-efficient as narrowband modulation in the sense that for a given bandwidth it can achieve the same throughput. However, for the narrowband ALOHA system without frequency-hopping the
throughput of $e^{-1}$ is achieved when the packet error probability is 0.632 (which is too large in practical sense) and with binary feedback, while for the frequencyhopped spread-spectrum modulation it is achieved with arbitrarily small packet error probability and without feedback.

Next we considered the performance of Reed-Solomon codes for channels with no side information. It is found that the maximum normalized throughput achievable without side information is only 39.3 % (worst case) of that achievable with perfect side information. This gives us a quantitative measure of the importance of side information in improving the multiple-access capability of frequency-hop packet radio networks.

We investigated a technique for obtaining the side information. This is done by partitioning the data stream into blocks and encoding each block by an error-detecting code, and transmitting the encoded block (codeword) during a single hop. On the basis of the received version of the codeword the decoder makes a statistical decision about which of the channel states (hit or no hit) each codeword was transmitted over. Clearly, as the code rate decreases, the error detection capability increases, therefore the reliability of the side information obtained will increase. However, decreasing the code rate implies a decrease in the efficient use of the channel. With this notion in mind, the relationship between the reliability of side information and code rate has been investigated, and the maximum allowable code rate to obtain a certain reliability of side information has been derived for both synchronous and asynchronous frequency-hopping systems.

The above combination of (inner) encoder, channel, and (inner) decoder generates in general an errors-and-erasures channel. To correct the errors (caused by undetected errors) and the erasures (caused by detected errors) we employed an outer code (Reed-Solomon code). In this way the inner decoder informs the outer decoder which symbols (inner codewords) in the received packet have been
hit by symbols from other packets. It is shown that asymptotically perfect side
information can be generated from the inner code without any loss in code rate
for both synchronous and asynchronous frequency-hopping systems, so that the
normalized throughput achievable with perfect side information can be achieved
through the use of this concatenated coding scheme, even though the channel
provides no side information.

Finally, we considered a parallel decoding scheme for channels with imperfect
side information. In fact, perfect side information and no side information are
special cases of imperfect side information. When imperfect side information
is available at the demodulator its output is, in general, a sequence of errors,
erasures, and correct symbols. In order to correct the errors and erasures we
employed a Reed-Solomon code, and considered two different decoding schemes
for it: one is the errors-and-erasures decoding and the other is a parallel decoding.

We first evaluated the performance of errors-and-erasures decoder, and found
that there is a threshold in channel traffic such that for the lower traffic region the
performance can be increased by making a hard decision demodulation and em-
ploying errors-only decoding, rather than trying to make an (erroneous) erasure
based on the imperfect (unreliable) side information and employing errors-and-
erases decoding.

Based on this observation we suggested a parallel decoding scheme, and
analyzed the performance of it for channels with imperfect side information.
We found that the parallel decoder gives better performances than errors-and-
erasures decoder, and the performance improvement becomes more significant as
the side information becomes less reliable.
APPENDICES
Proof of (3.4)

Proof of

\[
\lim_{n,k \to \infty} \sum_{j=0}^{n-k} \binom{n}{j} p_{h,I}^j (1 - p_{h,I})^{n-j} = \begin{cases} 
1, & 1 - r > p_{h,I} \\
0.5, & 1 - r = p_{h,I} \\
0, & 1 - r < p_{h,I},
\end{cases}
\] (A.1)

where \( r \triangleq k/n \).

Let

\[ p_{h,I} \triangleq P(\text{erasure}) \]
\[ X_n \triangleq \text{number of erasures in a codeword} \]
\[ Y_n \triangleq X_n/n. \] (A.2)

Then

\[
\sum_{j=0}^{n-k} \binom{n}{j} p_{h,I}^j (1 - p_{h,I})^{n-j} = P(0 \leq X_n \leq n-k) = P(0 \leq Y_n \leq 1 - r). \] (A.3)

From the weak law of large numbers [Dav 70],

\[
\lim_{n \to \infty} P(|Y_n - p_{h,I}| > \varepsilon) = 0, \] (A.4)

for any \( \varepsilon > 0 \). This implies

\[
\lim_{n,k \to \infty} P(0 \leq Y_n \leq 1 - r) = \begin{cases} 
1, & 1 - r \geq p_{h,I} + \varepsilon \iff 1 - r > p_{h,I} \\
0, & 1 - r \leq p_{h,I} - \varepsilon \iff 1 - r < p_{h,I}. \end{cases} \] (A.5)
Also, DeMoivre-Laplace limit theorem [Fel 70] implies that as $n \to \infty$,

$$P(0 \leq X_n \leq n - k) \rightarrow F\left(\frac{n - k - np_{h,I}}{\sqrt{np_{h,I}(1 - p_{h,I})}}\right),$$  \hspace{1cm} (A.6)

where

$$F(x) \triangleq \int_{-\infty}^{x} (2\pi)^{-\frac{1}{2}} e^{-u^2/2} du.$$

Therefore,

$$\lim_{n,k \to \infty} P(0 \leq X_n \leq n - k) = 0.5, \text{ if } 1 - r = p_{h,I}. \hspace{1cm} \text{Q.E.D.} \hspace{1cm} (A.7)$$
Derivation of $P_m$. 

Let $N_{m,j}$ denote the number of distinct tone positions in the frequency slot, each containing exactly $j$ signals given $m$ hits (i.e., $m+1$ signals in the same frequency slot). Then the tone position occupancy distribution within a frequency slot can be represented by $[N_{m,1}, N_{m,2}, \ldots, N_{m,m+1}]$. For example, consider the case of $m=3$: $[2,1,0,0]$ corresponds to a situation in which one tone position is occupied by two users and two tone positions are singly occupied. Consider another example, $m=5$ case: $[3,0,1,0,0,0]$ corresponds to a situation in which one tone position is occupied by three users and three tone positions are singly occupied. Using this notation we can derive $P_m$ as follows.

$$P_1 = 0 \ P(\text{two users transmit the same symbol}) + \frac{1}{2} \ P(\text{two users transmit different symbols})$$

$$= 0 \ P([0,1]) + \frac{1}{2} \ P([2,0])$$

$$= 0 \frac{1}{M} + \frac{1}{2} (1 - \frac{1}{M})$$

$$= \frac{1}{2} \left( \frac{M-1}{M} \right).$$
\[ P_2 = 0 \ P(\text{three users transmit the same symbol}) + \frac{1}{2} P(\text{two users transmit same symbol, the third user transmit a different symbol}) + \frac{2}{3} P(\text{all three users transmit different symbols}) \]
\[ = 0 \ P([0, 0, 1]) + \frac{1}{2} P([1, 1, 0]) + \frac{2}{3} P([3, 0, 0]) \]
\[ = 0 \ \frac{1}{M^2} + \frac{3}{2} \frac{(M-1)}{M^3} + \frac{2}{3} \frac{(M-1)(M-2)}{M^2} \]
\[ = \frac{4M^2 - 3M^2 - M}{6M^2}. \]

\[ P_3 = 0 \ P([0, 0, 0, 1]) + \frac{1}{2} P([1, 0, 1, 0]) + \frac{1}{3} P([0, 2, 0, 0]) + \frac{2}{3} P([2, 1, 0, 0]) + \frac{1}{4} P([4, 0, 0, 0]) \]
\[ = 0 \ \frac{1}{M^5} + \frac{4}{2} \frac{(M-1)}{M^4} + \frac{5}{2} \frac{(M-1)}{M^3} + \frac{1}{3} \frac{6(M-1)(M-2)}{M^4} + \frac{1}{4} \frac{5(M-1)(M-2)(M-3)}{M^3} \]
\[ = \frac{3M^2 - 2M^2 - M}{4M^3}. \]

\[ P_4 = 0 \ P([0, 0, 0, 0, 1]) + \frac{1}{2} P([1, 0, 0, 1, 0]) + \frac{1}{4} P([0, 1, 1, 0, 0]) + \frac{2}{3} P([2, 0, 1, 0, 0]) + \frac{1}{6} P([1, 2, 0, 0, 0]) + \frac{2}{3} P([3, 1, 0, 0, 0]) + \frac{2}{5} P([5, 0, 0, 0, 0]) \]
\[ = 0 \ \frac{1}{M^4} + \frac{5}{2} \frac{(M-1)}{M^3} + \frac{1}{2} \frac{10(M-1)}{M^4} + \frac{1}{3} \frac{10(M-1)(M-2)}{M^3} \]
\[ + \frac{2}{3} \frac{15(M-1)(M-2)}{M^4} + \frac{3}{4} \frac{10(M-1)(M-2)(M-3)}{M^5} + \frac{4}{5} \frac{(M-1)(M-2)(M-3)(M-4)}{M^4} \]
\[ = \frac{24M^4 - 15M^3 - 10M^2 + 1}{30M^4}. \]

\[ P_5 = 0 \ P([0, 0, 0, 0, 0, 1]) + \frac{1}{2} P([1, 0, 0, 0, 1, 0]) + \frac{1}{2} P([0, 1, 0, 1, 0, 0]) + \frac{1}{2} P([2, 0, 1, 0, 0, 0]) + \frac{2}{3} P([0, 2, 0, 0, 0, 0]) + \frac{3}{3} P([3, 1, 0, 0, 0, 0]) + \frac{3}{4} P([0, 3, 0, 0, 0, 0]) + \frac{3}{5} P([2, 2, 0, 0, 0, 0]) + \frac{4}{5} P([4, 1, 0, 0, 0, 0]) + \frac{5}{6} P([6, 0, 0, 0, 0, 0]) \]
\[ = 0 \ \frac{1}{M^5} + \frac{6}{2} \frac{(M-1)}{M^4} + \frac{1}{2} \frac{15(M-1)}{M^3} + \frac{3}{3} \frac{15(M-1)(M-2)}{M^5} \]
\[ + \frac{10}{3} \frac{(M-1)}{M^4} + \frac{2}{4} \frac{60(M-1)(M-2)}{M^5} + \frac{3}{4} \frac{20(M-1)(M-2)(M-3)}{M^4} + \frac{1}{6} \frac{15(M-1)(M-2)}{M^5} \]
\[ + \frac{3}{4} \frac{45(M-1)(M-2)(M-3)}{M^6} + \frac{4}{5} \frac{15(M-1)(M-2)(M-3)(M-4)}{M^5} + \frac{5}{6} \frac{(M-1)(M-2)(M-3)(M-4)(M-5)}{M^6} \]
\[ = \frac{10M^2 - 6M^4 + 5M^3 - M}{12M^5}. \]
Notice that in general as $M$ becomes large, $P_m$ is dominated by the last term, i.e., $\frac{m}{m+1} P([m+1,0,\ldots,0])$, because

$$P([m+1,0,\ldots,0]) = \frac{(M-1)(M-2)\ldots(M-m)}{M^m} \rightarrow 1,$$ \hspace{1cm} (B.1)

for large enough $M$. Therefore, $P_m = \frac{m}{m+1}$ for large enough $M$. 

Proof of (4.2)

Proof of

$$\lim_{n,k \to \infty} P_e(I) = \begin{cases} 1, & 1 - r > 2P_{ud} + P_d \\ 0.5, & 1 - r = 2P_{ud} + P_d \\ 0, & 1 - r < 2P_{ud} + P_d, \end{cases}$$

where $r \triangleq k/n$.

Let random variables $X_i$, $Y_n$, and $Z_n$ be defined as

$$X_i = \begin{cases} 0, & \text{if the received symbol is correct} \\ 1, & \text{if the received symbol is erased} \\ 2, & \text{if the received symbol is in error}, \quad i = 1, 2, \ldots, n, \end{cases} \quad (C.1)$$

and

$$Y_n \triangleq \sum_{i=1}^{n} X_i, \quad (C.2)$$

and

$$Z_n \triangleq \frac{Y_n - E(Y_n)}{\sqrt{\text{Var}(Y_n)}}, \quad (C.3)$$

where $E(Y_n)$ and $\text{Var}(Y_n)$ are the mean and the variance of $Y_n$ respectively.

Then $Y_n$ is the total number of erasures and twice the number of errors in the received packet (codeword). Therefore the probability of correctly decoding a packet $P_e(I)$ is given by

$$P_e(I) = P(Y_n \leq n - k). \quad (C.4)$$
Since the $X_i$, $i = 1, 2, \cdots, n$, are mutually independent (due to the random frequency-hopping), by the central limit theorem [Dav 70]

\[
\lim_{n \to \infty} P(Z_n \leq z) = \int_{-\infty}^{z} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du. \tag{C.5}
\]

It can be shown that

\[
\begin{align*}
E(Y_n) &= n(P_d + 2P_{ud}) \\
\text{Var}(Y_n) &= n(P_d - P_d^2 + 4P_{ud} - 4P_{ud}^2 - 4P_dP_{ud}),
\end{align*}
\tag{C.6}
\]

since

\[
\begin{align*}
P(X_i = 1) &= P_d, \\
P(X_i = 2) &= P_{ud},
\end{align*}
\]

for $i = 1, 2, \cdots, n$. Therefore,

\[
P_c(I) = P(Y_n \leq n - k) \\
= P \left( Z_n \leq \frac{n-k - E(Y_n)}{\sqrt{\text{Var}(Y_n)}} \right) \\
= P \left( Z_n \leq \frac{\sqrt{n}(1 - r - P_d - 2P_{ud})}{\sqrt{P_d - P_d^2 + 4P_{ud} - 4P_{ud}^2 - 4P_dP_{ud}}} \right) \tag{C.7}
\]

\[
\to \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du \\
\begin{cases}
1, & 1 - r - P_d - 2P_{ud} > 0 \\
0.5, & 1 - r - P_d - 2P_{ud} = 0 \\
0, & 1 - r - P_d - 2P_{ud} < 0.
\end{cases} \quad \text{Q.E.D.}
\]
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