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Abstract

image restoration using statistical methods. This useidegdescribes how to compile and use the software.
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Notice
ASPIRE 3.0 is copyright 1990-present Jeff Fessler and Theddsity of Michigan
ASPIRE 3.0 is availablenlyto individuals who have made arrangements with Jeff Fefslais use in
academic research.
Do not distribute this software to anyone else.

This code is provided as is, with absolutely no warranty.

Neither Jeff Fessler nor The University of Michigan assuangliability for the use or misuse of this software.
There are no guarantees of its correctness, nor its efficacy foralitigmmaging.

The copyright and disclaimer headers must remain in the source code.

Feedback, suggestions, and bug reports are very much welcomed. dowilly best to promptly debug any
documented features with problems, and will consider reasonable tedoreadding new features.

The condition for using this code is as follows. If, by using it, you get angthbublished or presented at a conference,
etc., we want you to cite our publications, including this technical report. ,Alease let me know when you cite this
document and the associated papelrswill need this information to help obtain funding for further development of
ASPIRE 3.0. Which paper(s) you should cite depends on which algoritumyn.

For PWLS:

J A Fessler. Penalized weighted least-squares image reconstructioosfoop emission tomography.
IEEE Tr. Med. Im, 13(2):290-300, June 1994.

For SAGE:

J A Fessler and A O Hero. Space-alternating generalized expectatidmization algorithm. IEEE Tr.
Sig. Proc, 42(10):2664—-2677, Oct. 1994.

J. A. Fessler and A. O. Hero, “Penalized maximum-likelihood image recantistnuusing space-alternating
generalized EM algorithms|[EEE Tr. Im. Proc, 4(10), pp. 1417-29, Oct. 1995.

For transmission reconstruction:

J. A. Fessler, E. P. Ficaro, N. H. Clinthorne, and K. Lange, “Grdupaordinate ascent algorithms for
penalized-likelihood transmission image reconstructiti?E Tr. Med. Im, 16(2):166-75, Apr. 1997.

H. Erdajan and J. A. Fessler, “Monotonic algorithms for transmission tomografigE Tr. Med. Im.
vol. 18, no. 9, pp. 801-14, Sep. 1999.

H. Erdajan and J. A. Fessler, “Ordered subsets algorithms for transmissionraphyg Phys. Med. Biol.
vol. 44, no. 11, pp. 2835-51, Nov. 1999.

Hopefully you will use some form of the modified penalty:

J A Fessler and W. L. Rogers, Spatial resolution properties of penatiaztmume-likelihood image recon-
struction methoddEEE Tr. Im. Proc, 5(9):1346-58, Sep. 1996.

J. W. Stayman and J. A. Fessler, “Regularization for uniform spatialuten properties in penalized-
likelihood image reconstructionlEEE Tr. Med. Im, vol. 19, no. 6, pp. 601-15, June 2000.

This documentation will evolve over time in response to user questions atwbsefupdates. Please check the
WWW site to verify you have the most recent version of the documentatimrdosénding questions.



1 Introduction

A wide variety of inverse problems can be expressed roughly in the folgpfeinm: find an approximate solution to the
equationy = Gx whereG is a sparse matrixy is related to the measurements, and the unknown image. This
user's guidé describes how to install and use the ASPIRE 3.0 software to solve this tymeliem using statistical
methods.

The steps outlined below include:

Downloading and compiling ASPIRE 3.0.

Generating a “system matribxG and storing it in a sparse binary format “weight file.”

Converting your data to the AVSld  format.

Tabulating the relationship between the smoothing paranietend image resolutione(g, FWHM) for your
system [1, 2].

e Running regularized iterative algorithms, using the valug dfom the table that yields the desired resolution.
(The user must choose the desired resolution, keeping in mind the resbioteantradeoff.)

By using anunregularizedmethod such as the ordinary ML-EM algorithm, one could avoid the (easifgnoeed)
step of determining hows relates to resolution. However, unregularized methods give poorer quabtyes than
regularized methods. You would also then need to decide “how many iterations

I have tested ASPIRE 3.0 extensively using the Insight software deweloppackage from ParaSoft Corp., so it
should be relatively free of memory leaks, segmentation violations, etcefiner most of the error messages will be
due to problems with the input data or parameters.

2 Notation

This document adopts the conventional typography of usingyghewriter font for things you will actually type
literally, anditalics for arguments that you will need to supply.

3 Installation

3.1 Getting software

Hopefully you have obtained the already compiled programts,op, andi , by following the instructions on my web
page. If so, you can skip the compiling instructions below, obviously.

3.2 Version information

Executing any of the three programs with no argumesn, (ust typingop at a unix prompt) will print the date and time
the program was compiled, and a helpful list of the top-level argumentgabptbgram. You will find many features in
those list that are not documented here. If the compile date was a long timthegdug me to update your version!

2This is not a software developer’s guide. Although you may have adoesome form of source code for ASPIRE 3.0, you should consider it
a “black box,” except of course that the internal workings are dlesdrin publications. | would gladly document the key elements of the source
code if contracted to do so, or as part of a commercial agreemenentippC has some brief information for developers.



3.3 Source code

In the event that you actually have the source coelg, (f you are my student compiling a modified version), then you

should have the following 9 files.

e def.h contains all the declarations that tend to be system-dependent, with the |pdstigariable ones defined
as macros that you can redefine if necessary. ASPIRE 3.0 has be@iemsbon DEC Alphas running OSF, SUNs
running SUNOS and Solaris, PC Linux boxes, and Mac OS X (my favofia) other configurations you may need
to modify def.h

e wt.c withwt.h has the code for generating weight files.

e i0.c has the input/output subroutines.

e op.c with op.h has a collection of utility operations.

e i.c withih has the collection of iterative reconstruction methods.

e You probably also have lslakefile  with a huge number of options (ask me).

e You should also get the scriptfrom ~fessler/l/src/script/j (or ask me) which is a “jiffy” little display
script that invokesv based on Section 5 below.

3.4 Compiling

You must use an ANSI C compil&o compile, put the files listed above in the same directory, and type something like
the following.

cc -0 wt wt.c -Im
cc -0 op op.c io.c -lIm
cc -0 i -Dnomainwt -Dnomainop i.c wt.c op.c io.c -Im

You probably want to add optimization flags. This creates three programsip, andi .
For thegcc compiler, | use the following flags:

-03 -ffast-math -fexpensive-optimizations -ansi -Wall -W shadow -Wpointer-arith
-Wcast-qual -Wwrite-strings -Wstrict-prototypes -Wmiss ing-prototypes
-Wmissing-declarations -Werror

4 Weight generation

To generate a system matti&, you must first create a small ASCII file, called ttiescription filethat describes the
imaging system geometry. The filename must have sudfig . Several types of system geometries are implemented,
as described in Appendix A. For historical reashnge call the file containing the system matéika “weight file,” and
its suffix is usually.wtf

To generate the weight file from a description file nartedo.dsc , type:

wt gen tomo

which will create a binary file name@mo.wtf . The top few lines are ASCII, followed by two form-feeds, followed
by the binary data, so you can probably safely tgpme tomo.wtf if you are curious.
You can see the header of this file with the command

3G is mnemonic fogeometrybecause the tomograph geometry principally determ@eln contrast, the matrixd (see below) includes both
geometrical effects as well as attenuation, detector efficiency, etc.

“Note that the term “weights” is used in at least three different contexts igémeaconstruction: for the elements of the mat#x for the
diagonal elements of the inverse of the measurement covariance maattifor thew;’s that penalize neighboring pixefsandk.



wt head < tomo.wtf

which will also show a chunky picture of the support map.

contains the following lines (see Appendix A).

For example, suppose the ftiey.dsc

system O

6
4

nx
ny

support all
scale

psf

1

5

12321
57975

12321

We generate the weight file by typivg gen toy at the command line. This may produce a few warning messages
about “0 weights,” which can be disregarded. (It is a bit inefficient gamerally harmless, to store a few 0’s in a sparse

matrix.) The output otvt printfull toy.wtf

is the following.

00975000321000000000000000

1:797500232100000000000000
22579750123210000000000000
3:057975012321000000000000
4:005797001232000000000000
5000579000123 000000000000
6:321000975000321000000000
7:232100797500232100000000
8:123210579750123210000000
9:012321057975012321000000
100 001232005797001232000000
11: 000123000579000123000000
122000000321000975000321000

13: 000000232100797500232100
14:000000123210579750123210

15:000000012321057975012321

16:000000001232005797001232

1720000000001 23000579000123

18: 0000000000003 21000975000

19°000000000000232100797500

20 0000000000001 23210579750

2. 000000000000012321057975

222.000000000000001232005797

23:00000000000000012300057Y9

Note that there aré - 4 = 24 rows and 24 columns, since thig§ matrix is24 x 24.

I recommend you try the above now to verify your installation.

The output ofwt printsparse toy.wtf

is the following.

D N~
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P FRPPFPPFPOOOO
WNPFPOONODN
O ~NONEFEDNWO

22 20 5
22 21 7
22 22 9
22 23 7
23 151
23 16 2
23 17 3
23 21 5
23 22 7
23 23 9

The first column is the column indgxn G, the second column is the row ind&xand the third column ig;;. (Columns,
rows, image slices, etc. are all numbered starting from 0, as usual favgZaons.) (Note that in fact the zero entries
have been removed, so there is no storage inefficiency. Softwaressama the (storedy;’s are nonzero.)

4.1 Converting to a custom sparse format

For realistic sizes of tomographic systems, there will be millions of nonzer@smrG, so printing them will usually
be impractical. Nevertheless, if you need to extract an ASPIRE 3.0 systémx arad convert it into your own custom
format, usingwt printsparse is the simplest way.

4.2 Converting custom system matrix to ASPIRE 3.0

If you want to make your ownwtf but you do not have Matlab, then you can create an ASCII file fismgat |,
containing the same number of lines as there are nonzero entigsahere each line is of the form

J v Gij
(which is equivalent to the output oft printsparse ). Then type
wt load filewtf file.dat nxnynbna

where the image and sinogram sizes are the last 4 arguments (see App@hixwill create an ASPIRE 3.0 format
wif  file.

4.3 Interface with Matlab

If you need it, | have a Matlalmex file
[G, nx,ny, nb,na] = wtfmex(load’, ’ file.wtf")
for reading.wtf  format files into Matlab sparse matrices, as well as
wtfmex(®  file.wtf’, G, nx, ny, nb, na
for writing a Matlab sparse matri®=G to a.wtf file.



5 Data format

ASPIRE 3.0 automatically determines the file format from the (required) thtese &xtension. Currently, the primary
input/output data format supported by the released version of ASPIRE $h@ .fld format of AVS (Application
Visualization System). This format is particularly simple to describe and useAigeendix B). For example, it is very
easy to write an M-file for readingld files into Matlab.

In the past, ASPIRE 3.0 could also read and write Mattaét files if compiled appropriately. However, Mathworks
made their file I/O interface a ridiculous moving target, so this option is no longelable. However, my Matlab
Tomography Toolbox has routinfld_read.m  andfld_write.m that can read and writéld  files from Matlab,
so there is no longer any real need for ASPIRE 3.0 to read Matlab’s forma

If you have X windows and the shareware program you can display 2Dfld  files by typing:

op conv tmp.pgm file.fld byte - 1
XV tmp.pgm &

For 3D.fld files, something like

op vol2mat tmp.fld file.fld
op conv tmp.pgm tmp.fild byte - 1
Xv tmp.pgm &

will arrange the stack of slices as a grid and then display them pgheformat is a simple binary 8-bit 2d format that
is supported byv . You will probably want aliases or scripts to simplify performing the abogquently.

Alternatively, if you typeop display file, then ASPIRE 3.0 will calkv for you. Typeop disp to see the many
(and evolving) display features .

There is another format partially supported. If you name an output file wétlexitensionraw , then ASPIRE 3.0
will write out raw binary data with no header. You cannot use the extensa@n for inputfiles though, since ASPIRE
3.0 needs to know the image dimensions etc. However, you can provide&teiternal” header for such raw files so
that ASPIRE 3.0 can read them: see Appendix B.

Finally, your version may be able to read files in the pre-7.0 CTI “matrix” fdremading in.scn .nrm .atn
img , and may be able to write CTimg files, albeit with very limited header information entered. Post-7.0 CTI
format files ending ins etc. are also supported to various degrees, thanks to considerablanmhirelp from Christian
Michel).

6 Tabulating

Penalized-likelihood methods for image reconstruction maximize objectivéidas®f the form
®(z) = L(y; =) — BR(x),

whereL(y; x) is the log-likelihood of the measurements given a hypothetical imad& x) is a measure of the rough-
ness of the image:;, and S controls the tradeoff between resolution and noise. You have to chfoshich some
people consider to be a big disadvantage of penalized-likelihood methbidsis® little unfair, sincell reconstruction
methods have some fiddle-factor that controls the resolution/noise tragmididing filtered backprojection. But the
problem with3 historically has been that it is effectively unitless, so it is hot obvious everevto begin (good values
are probably somewhere betwezm® and22°, depending on your units, etc.). If you are going to be experimenting
with many different system geometries for only a short amount of time with,eheh choosing? by trial-and-error
might be expedient enough. But if you are going to consistently use aydartgystem geometry for several data sets,
then the tabulation method described in this section will be helpful in the long run.



The basic idea is that the local impulse response of penalized likelihood métreqmsroximately
[G'G + SR]'G'p

wherep is the (noiseless) projection of a point source at some location [1-3].t Whaneed to do is compute the
local impulse response given above (using ASPIRE 3.0) for sevaha¢s of/5. Each computation gives an “image”
which looks like a small “bump” [2]. You calculate your favorite measureesitution of these bumps.g, FWHM),
thereby producing a table relatirijto FWHM. In subsequent studies then, you simply decide what resolutipesadp
to you, and then look upg from the table. This only works with my modified penalty [1, 2], by the wayt with the
conventional penalties in the literature.

6.1 Simulations

This tabulation process is particularly easy for simulations since one can siomplyute projections of a point source:
p = Ge;.
At least for spatially-invariant systems and for a pixelot too close to the image edge, we can compute
[G'G + 3R] G'Ge; 1)

to within a very close approximation using FFT'’s [2]. ASPIRE 3.0 includeg@ams that do most of the work for you.
After creating your description file, sagmo.dsc , type

i gtg2 gtgraw.fld - tomo.dsc

This will create anx by ny image in the filegtgraw.fld of G'Ge; for a pixel at the “center” of the image. You
can look at this image using the display method described in Section 5. It dookldomething like the well-known
1/r response. To ensure real results, the FFT approximation to (1) muatsysemetric kernel (PSF). The following
command makes a symmetric version:

op psfsym gtgsym.fld gtgraw.fld
Then type
op psfpls psf.fld - gtgsym.fld -6 1

which will compute a Fourier-based approximation to (1) o= 2-% and for R corresponding to a quadratic penalty
with a 1st-order neighborhood (horizontal and diagonal neighbdy3 [#). You can change th& to a2 for a 2nd-order
neighborhood, but you probably will not see much difference (in the fieconstructed image), for quadratic penalties.
The op psfpls program above will print out the FWHM for the PSF savedpsf.fld . The output will look
something like:

N Right Left Up Down Horiz Vert Avg
16 16 16.13 17.50 14.13 1550 16.82 15.82 16.32 psfpls

which means that the FWHM is 16.82 pixels horizontally and 15.82 pixels vertidaitpu prefer some other measure
of resolution than FWHM, just analyzesf.fld  using your favorite method. Now if you repeat this for several values
of log, (3, you can generate a table like Table 1, which corresponds to the follodsieg file:



log, 3 FWHM of
[G'G + BR)'G’'Ge;

-13 1.20
-12 1.21
-11 1.26
-10 1.33
-9 1.44
-7 1.81
-5 2.52
-3 3.40
-1 4.80
0 5.74

1 7.00

Table 1: Relationship betweehand resolution for the system matrix described in the text, for a 1st ordetratic
penalty.

system 2

nx 64

ny 64

nb 64

na 60

support ellipse 0 0 30 30
orbit 180
orbit_start 0
pixel_size 1
ray_spacing 1
strip_width 1
scale 1

| recommend you regenerate Table 1 to test your installation. Note titat-a$), the FWHM goes to 1 pixel, which is
the lower limit. As a rough guess, | suggest first using the valugtbit corresponds to a spatial resolution of about 3
pixels FWHM, and then adjust up or down depending on the noise.

6.2 Real Systems

For a real tomographic system, the projections of a point source woulohbetising like:

p= Gtrueé(gcmyp)

where Gy is the true (imperfectly known) system, add ., ) is a point source at spatial locatigm,, y;,). If you
think you have specified a system matékthat is very close t&+,.., then you can probably proceed with the recipe
given above for simulations. Or you could use high-cauetisuregrojections of a “point” source. Or you can use the
trial-and-error method to chooge Or contact me to discuss further. This is an active research area inauy [-5]
and will continue to be until at least 2003 since simplifying the process afsihg( is probably essential to achieving
wider use of regularized methods.
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7 SPECT attenuation (2d)

For SPECT, the effects of attenuation must be built into the system matrix biememrt-by-element multiplication.
ASPIRE 3.0 includes routines for performing this multiplication for certain sysgjeometries. You must first create a
2D attenuation map, sayu.fld , whose pixel values have units inverse length. (If you have a transmissam, then
you can use the reconstruction methods described below to estimate thistadtemagp.) Then running

i atten out.wtf in.wtf mu.fld pixelLsize

performs the element-by-element multiplication and creates a new system matincthdes the affect of attenuation.
The fourth argument should scatau.fld to make it unitless. So if your attenuation map has units inverse centimeters,
then pixelsizeshould be in centimeters. The algorithm for computing the necessary line $eisgirly crude, but
should be adequate for attenuation maps that are fairly smooth.

The above approach means that it will be somewhat inconvenient to useetkisn of ASPIRE 3.0 for routine
processing of multiple SPECT slices. (PET is no problem since the attenu#ieotsdhe matrixA differently.) The
3D users manual [6] describes software for reconstructing multiple $RH#Ces with attenuation correction and 3D
depth-dependent detector response compensation.

8 Initial image

Any iterative reconstruction method needs an initial guess. For pendiikedittood methods, an FBP image with
the appropriate spatial resolution [1, 2, 7] is an ideal choice. (Forgutagzed methods, a uniform image is used
conventionally.)

8.1 Transmission FBP Reconstruction

For FBP reconstruction from raw transmission scan da¢g {ntensity measurements to which no logarithm has been
applied), the following command does it all

i fop2t dsc image.out sino.out yi bi biactor ri ri_factor tomo.dsc window

The assumed measurement model here is:

y; = bje ™l 4+ 1; + noise, wherel; = [Gu); = Zgijﬂja
J

and theb;’s denote the blank-scan (or air-scan) factors.

e The argumenyi is the filename containing the, x n, x n, transmission datg;.

e If the argumenbi is just the default dash, thenb; is taken to be the (positive) value given bifactor. Otherwise
b; is taken to be the values in the flbemultiplied bybi_factor.

¢ If the argumenti is just the default dash, thenr; is taken to be the (nonnegative) value giverribfactor. Otherwise
r; is taken to be the values in the filemultiplied byri _factor. Usually one will use the default dashfor ri and0
for ri_factor. Exceptions include PET transmission scans with prompts/delays acquiaaasady, or X-ray CT scans
for which scatter estimates are available.

e If sino.outis not the default dash, then this file is written with the values

I; = —log(1 + fix_negatives(smooth((y; — ;) /b;)) — 1)).

e The “fix_negatives” operation (enabled by default) checks for any residuaipositive sinogram values after the
smoothing, and tries to interpolate neighboring positive values (if any) tari*fil positive value, so that the logarithm
will work. For any remaining non-positive valueise(, if all 4 neighbors in the sinogram are non-positive), the log-
value is set to zero, which will make streaks. Those streaks indicate tddareaore smoothing! This option can be
disabled (to make even more streaks). Tygbp2t to see all the arguments.

11



e tomo.dsds the name of the geometry description file.

e Thewindowargument specifies the type of smoothing, and takes just the same arguma$-8P window. Type
op fbp to see all of the options. A reasonable choicevafdowfor PET transmission scans would be something
like 3d@gauss,7,3,6@gauss,1,8,1 which does z-smoothing using a Gaussian kernel &itm FWHM on
3mm slice spacing discretized usihg = 2 x 6 + 1 samples, along with a ramp filter apodized by a Gaussian filter
corresponding to a@“mm” transaxial FHWM, assuming that thdsc file used “mm” units.

8.2 Emission FBP Reconstruction
For FBP emission reconstruction, use
i fop2e dsc image.out sino.out yi ci diactor ri ri _factor tomo.dsc window

This method is based on the measurement model
yi = ¢i|Gxl; + 1y,

wherey; is the raw sinogram measurementss an estimate of randoms and scatter contribution camgla calibration
sinogram that includes survival probabilities (inverse of attenuatiorection factors), deadtime etc. Typically in PET
the randoms are precorrected, in which case one should use the tefatudin- for ri and0 for ri_factor. In typical
cases where attenuation etc. has also already been corrected (edigtioen use a hyphen forand al for ci_factor.

If an attenuation map is available, then one can compute:;théy reprojecting that attenuation map and then
exponentiating its negative as follows:

i proj2 line_integrals.fld attenuation_map.fld tomo.dsc
op nonlin exp ci.fld line_integrals.fld -1 1

If in addition the sinogram normalization factors are available, then thoseea@rcorporated intai.fld usingop
mul orop div .
If sino.outis not the default hyphen, then it will write

sino = smooth( (yi-ri)/ci )

to thesino.outfile. The output image will be the ramp-filtered reconstruction ofsim®othedsinogramsino.
If everything is precorrected, one can use the following simpler command:

i fop dsc imageout.fld sinoin.fld tomo.dsc window

will apply FBP to the input sinogram. Typsp fbp for alist of windowoptions. To match to penalized-likelihoood, try
the following window: cls3sinc, log2betal,1 wherelog2betais replaced by the numerical value log, 3, e.g,
-6, that you plan to use for iterative reconstruction.
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9 Image reconstruction

You have converted your data tidd  format, generated an appropriate weight file, and read some papers ga ima
reconstruction. Now you are ready to reconstruct images. You must seakeal decisions, namely, whether to use a
penalized weighted least squares or a penalized-likelihood objectieidonwhat type of penalty to use, and which
optimization algorithm to use. In my WWW site (address at end of bibliographgy¢ a page of opinions and recom-
mendations about cost functions and algorithms.

9.1 Penalized Weighted Least Squares

The simplest regularized method uses the penalized least-squaresctisiifu
1
o(@) = 3y - Gal|®+ BR()..

where the roughness penafgfx) has a form like
1
R(z) =5 S wikb(xy — ),
ik
wherer) is a convex function. For a “1st-order neighborhoad’; is 1 for horizontal and diagonal neighbors and zero
otherwise, and for a “2nd-order neighborhoad;;, is also1/+/2 for diagonal neighbors. Note each pair of pixels is

counted twice by the double sum, hence $heut front.
In PET and SPECT imaging, the measurements have different varian@BWLS cost function is preferable:

(@) = 5 (y — Ga) diog{u} (y — G) + BR(x),

where theu; are “weights” (inverse of the variance Bf, see [8]).
If you typei pwls2 you will get the syntax of how to minimize this. The output should include something like:

Usage: pwls2 out init- yi nderl- nder2-
wtf mask- method
[saver- flag_obj(0) flag_nonneg(1l) pix_max scale_init(0 ) slices-]

(The argument order is fixed.) The arguments followed by a dashafe optional; using the dash will give sensible
defaults. Here is what each argument means.

e outis the name of the output image file.

¢ init is the name of the initial image file. The default is a uniform image, but | highlgmeeend FBP (corrected
by Chang for SPECT), for convergence rate reasons detailed ih [8,9

e yi is the input sinograny, typically corrected for attenuation, scatter, randoms, etc. (The statisffeats are
accounted for in the weights [8].)

e nderlshould always just be the default hyphen.

e nder2is the sinogram-sized set of's. Default isu; = 1, which is uniform weighting. (Not recommended: see
figures in [8]') See appendix of [8] for details on computing

o witf is the name of the weight file containing the system mafiXor in the SPECT case, the modifiéd that
includes attenuation).
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e maskis a 2D binary file that can override tlseipport in the.wtf . | recommend using the default dash unless
you are feeling brave.

e methodspecifies how many iterations of what algorithms using which penalties. $ae be

e savershould usually be . There are additional options that allow saving the intermediate iterationsouBmet
when you typé pwis2

¢ flagobj: if 1, will compute® every iteration and print. U except for debugging.
¢ flag-nonnegif 1, enforce nonnegativity constraimt> 0. If O, unconstrained.

e pix_-max maximum allowable pixel value, which can be useful for transmission imagesi ikgow the maximum
attenuation coefficient. Use a big number like9 otherwise.

e scaleinit: If you have used fbp2e then the initial FBP imagshouldbe properly scaled, in which case use
0. If you arenot sure that the initial image is properly scaled, then Lisend ASPIRE 3.0 will scale your initial
image to best fit the date before iterating. This requires an extra projeq@ratmn, so it is best to match scaling
of FBP with theG matrix by careful bookkeeping.¢€., preserving counts in the emission case). ASPIRE 3.0 will
print out the scale factor it applied to the initial image. If your initial image is stat&rectly, it should print a
value within a few percent of 1.

e slices Use, sayy/,12 to only reconstruct slices 7 through 12 (numbered from 0). The ddi@dagth) is to do all
slices. This is 2D reconstruction, but it can work slice-by-slide with allant pf a stack of sinograms stored in a
“3D” input file.

The generic syntax of thmethodargument looks like
@niterl@lgorithml@enaltyighiter2@lgorithm2@enalty2... (2)

This allows you to rumiterliterations ofalgorithmlfor an cost function that includesenaltyl followed byniter2
iterations ofalgorithm2for a cost function that includgsenalty2 etc. Usually you will just have one algorithm. For
example,

@2@cg,diag@-6,quad,2,-@10@ca,0.6,rasterl, @-6,quad, 1 -

means 2 iterations of conjugate gradient with a diagonal preconditiongfdth@r preconditioners may be documented
later), followed by 10 iterations of coordinate ascent using the convettiaster scan ordering, and the under-relaxation
parameter of successive over-relaxatif8] is w = 0.6. In this example, theenaltyis

-6,quad,1,-

which would be a quadratic penalty(t) = ¢2/2), with a 1st-order neighborhood, with= 2-%, and with the conven-
tional choice forwy.

4,quad,2,b2info

would be the quadratic penalty with a 2nd-order neighborhood, @ith 2%, and with thew;;, modified as in [1, 2] to
yield nearly uniform resolution. | recommend using that modified penalty yandmust if you want thes tabulation
method described in Section 6 to work).

There are more complicatet functions implemented and partially implemented. See the outputpefls2 for
all of the options. Please discuss with me if interested in anything particular.

Here is a complete example of how you would run 10 coordinate ascent itergsiay, starting from an FBP image
init.fld ) to minimize ®:

5] used to recommend 0.6, but | may not have been using the best initigkiin the experiments used to draw that conclusion. Values between
0.6 and 1.0 all seem to yield pretty fast convergence. Please let mevinat your experience is if you experiment with this.
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i pwls2 outfld init.fld sinafld- invvar.fld tomo.wtf -\
@10@ca,0.6,rasterl@-6,quad,1,b2info 0 1 1e9 1

(The backslash is a Unix way of splitting long lines.) Obviously you will wantremate scripts rather than typing all that
on the command line!

9.2 Penalized Likelihood: Transmission Case

The statistical model for transmission tomography is:
Y, ~ Poisson{bi e~ 25 9% | T’L}a

whereb; is the blank scan or air scan rate (properly scaled for scan-time diffesdretween blank scan and transmission
scan),r; is the background events.f, random coincidences, scatter, or crosstatk)s the transmission measurement,
x; is the linear attenuation coefficient (units inverse length) ofjthepixel, andg;; has units of length. | recommend
estimatinge by maximizing a penalized-likelihood objective. The differences betweena@nstructed FBP attenuation
map and a penalized-likelihood reconstruction can be very dramatic!

Typingi trpl2  will show the arguments for 2D penalized-likelihood transmission reconiiruc

Usage: trpl2 out {init|-|0} yi bi- bi_scale ri- ri_scale witf mask- method
[saver- flag_obj(0) flag_nonneg(l) pix_max scale_init(0 ) slices-]

Many of these arguments are identical to those for PWLS, so below | osbritde the new ones.

e Viis the transmission scan sinogram
e biis the blank scan sinograb.

e bi_scaleis for scaling the blank scan by a constant, usually the ratio of the transm&=iartime over the blank
scan time. You could also include (relative) dead time effects here.1Ufthe b;’s are already scaled by the
relative scan times.

e ri is the sinogram of background events Default (if hyphen is used) is the scalar valiescale
e ri_scalescales; by a constant.

e flag_nonnegshould usually bd to enforce the nonnegativity constraint.

The methodargument has the same syntax as for PWLS (see (2)). Since penalieiublikd image reconstruction
has been one of my favorite research topics, there are severatdtifdgorithims that are supported. Typingtrpl2
shows the whole set. For 2D PET and SPECT transmission scans, mytéavagite (in terms of speed of convergence
and monotonicity) is the paraboloidal-surrogates coordinate-asce@)P8ethd developed by Ergan [11]. This
algorithm has several variations depending how one chooses thegacabvatures.

Here are the possible choices fdgorithmin the methodstring.

e psca,od,l,rasterl uses the “optimal” curvature of [11] which ensures monotonicity. This #&lgorcannot
diverge!
e psca,fd,1,rasterl uses the “fast precomputed” curvature of [11], which doesensure monotonicity, but is

usuallymonotonic anyway. | recommend you start with this approach, and thert tewhe optimal curvatures if
problems arise. (And tell me if they do!) This is what | use 99% of the time.
Thel indicates a single subiteration of CA before updating the surrogates, séchs the most efficient approach.
Therasterl specifies that CA visits the pixels in conventional lexicographic ordering.
My favorite penalty function for transmission scans is the Huber penaltguse we know what the range of values
is in transmission scans, so we can choose the breakpwirthe Huber function intelligently. Thpenalty  string for
a Huber function penalty with = 0.001/mm with a 2nd-order neighborhood looks like the following.
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log2betahuber,2,-,0.001,ih,3

Typei trpl2  to see more details.

9.3 OSTR

If you have a large sinogram and image, like in X-ray CT, or a slow comgatgust limited patience, like me), then
even PSCA may seem to slow to you and you will want to trydrdered-subsets transmission reconstruci@sTR)
algorithm of Erd@an [12]. Please please do not apply the emission OSEM algorithm to transmissios! dcarorks
poorly, as shown in [12].To use the OSTR algorithm with 4 subsets, use the followaiggrithmstringosc,4,1.0

Unlike the OSEM world, which seems to be dominated by unregularized whighly recommend including good
regularization with OSTR to get the best results. Here is an example of a dempéhodstring for 5 iterations of
OSTR with 4 subsets with the Huber penalty with= 276.

@5@osc,4,1.0@-6,huber,2,-,0.001,ih,3

9.4 Penalized Likelihood: Emission Case

The statistical model for emission tomography is:

Y; ~ Poisson Z aijTj +7r; g, 3)
J

wherer; is the background events.g, random coincidences, scatter, or crosstalk)s the emission measurement,
is the emission density of thgh pixel, anda;; = c;g;; wherec; are ray-dependent calibration factors (such as detector
efficiency and PET photon absorption survival probabilities) gndepresents the geometric portion of the system
matrix. | recommend estimating by maximizing a penalized-likelihood objective. The fastest monotonic algodithm
know for performing this maximization is the PML-SAGE-3 algorithm [13], whiehill document here along with the
hideously slow ML-EM algorithm for comparison.

Typingi empl2 will show the arguments for this method:

Usage: empl2 out init- yi ci- ri- ri_scale wtf mask- method
[saver- flag_obj(0) pix_max scale_init(0) slices-]

Again, most of these are identical to those for PWLS pt2 , so below | only describe the new ones.
e yiis the “prompt” emission coincidences
e ciis the factors;. Default isc; = 1.
e ri is the background events. Default (if dash is used) is$_scale
e ri_scalescales; by a constant.
Themethodargument has the usual syntax in (2). There are several choidbgdgorithmargument. Type empl2
to see all the choices, since only some are described below.
941 ML-EM
em,1 is the standard ML-EM-1 algorithm (which is unregularized, so just us€ &t the penalty i.e.,
@30@ml,1@-

would be the method argument for the ubiquitous 30 iterations of ML-EM.
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9.4.2 SAGE

sage,3,rasterl applies the PML-SAGE-3 algorithm [13], with a large collection of penaltycfioms available.

For now, | recommend the penalty choigead,1,b2info since it gives more uniform resolution than conventional
regularization methods [2], and works with théabulation described in Section 6. In the near future | hope to document
other choices due to the work of Stayman [3-5]; ask me if interested. Irfegeevations about applying nonquadratic
penalty functions to emission data, but please go ahead and try for {fpursenpl2  will list the many choices.

This implementation of SAGE assumes that> 0. If you do not provide ai file with positive elements, or if your
ri_scale argumentis 0, then ASPIRE 3.0 will print a warning and you will probablysgfoating point exception
due to division by zero. | cannot think ahy real data that has a zero background: there is always randomsy,scatte
or just room background. If you are using simulated data with no randomsatter, then just use a small number like
le-5 forri_scale and the effect should be negligible.

9.5 OSEM

Useosemc,8 for OSEM with 8 subsets (with subsets chosen as far apart as possitdepoammended in the literature).

As much as it pains me, you are probably going to try OSEM on your data. qiiitd possibly you are going
to “correct” your data for everything before so doing. Here is an exammphow to use ASPIRE 3.0 for OSEM on
precorrected data:

i empl2 outfld - sino.fld - -shift 0.01 tomo.wtf - @10@osema B8@- -1 1e9 0 -
This will run 10 full iterations of unregularized OSEM with 8 subsets ondine.fld sinogram, starting from
a uniform image. Theshift 0.01 implements a very simple version of tisaifted Poissormethod described

in [14-17]. Basically we add 0.01 to thg’s and also set the;’s to 0.01 in (3). (If you have a better estimate of the
mean random events per sinogram bin, you should use that instead.)

Since the OSEM method uses blocks of rays, it requiresva grouped system matrix. After generating the
col.wtf  usingwt gen, callwt row2col row.wtf col.wtf to form a row-grouped system matmiaw.wtf
which should be passed toempl2 for OSEM.

9.6 OSDP: ordered subsets regularized modified EM algorithm ©De Pierro

In 1995, De Pierro published a clever modified EM algorithm [18] for liagdhe regularized case. It seems not to have
earned the attention by practitioners that it deserves. It inherits the slowemrgence of ML-EM, but this can be largely
overcome by applying the ordered-subsets principle.

Usingosdpc,8 invokes the regularized, ordered-subsets version of De Pierro’gigtbe8M algorithm, aka OSDP
for lack of a better acronynihis is the method-of-choideyou want both regularizatioandthe fast “convergence” of
OS algorithms. Like OSEM, OSDP will not converge in general, but welgkimg on fixing that [19].

9.7 Preprocessing for PWLS: Emission Case
As explained in [8], the PWLS cost function is for pre-processed datare-process sinogram data from a CTI scanner,
type:

op pre emis corr yicorr.fld nder2.fld yiraw.fld nrm.fld atn fld 2 10 0
where the inputs argarompt.fld  is the measured coincidencesm.fld is the detector normalization factors, and
atn.fld is the attenuation correction factors. The outpuyis/ot.fld and nder2.fld are the corresponding
inputs toi pwls2 . Or better yet, use combination op mul, op sub, andop div , to apply the corrections

yourself so that you know exactly what is going ddowever thanks to the shifted-Poisson developments [14-17], |
virtually never use the PWLS approach of [8] anymore.
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9.8 Shifted Poisson statistical model

PET measurements are usually precorrected for accidental coincilelestroying the Poisson statistics. Yavuz [14—
17], showed that such precorrected measurements can be well epatec by Poisson statistidsthey are appropriately
“shifted” so that the mean matches the variance.

In practice, the ideal shif2r;) for each sinogram bin is unknown. Remarkably, however, Yavuz stidhat even
a uniform constant shift works well in practice [17]. A principled aparie would be to look up the total number of
delayed coincidences in the PET sinogram file header, and then dividaeyttie number of sinogram bins, and then
multiply by 2 and use that as the shift factor. In practice | am usually lazierttiet. | just shift by a small value like 3
or 4 counts. This will usually eliminate 90% of the negative values in a typica@llRigly scan.

To apply such a shift in empl2 ori trpl2 , simply replace thei argument with-shift  and theri_scale
argument with the scalar value to be used for the shifj,(4).

Since precorrection for accidental coincidences is one of the bigiggsegdancies between the “theory” of PET
reconstruction (which usually is based on the Poisson model) and the rptaictece of PET, | highly recommend that
you at least skim the papers by Yavuz to see how the shifted Poisson britigds this gap.

10 Examples

Here is a complete and tested example of usipgwt, andi to generate simulated transmission measurements and
reconstruct via FBP and penalized likelihood. The very last line of thptsmonverts the output images to postscript,
and these very postscript figures are shown in Fig. 1. You should leet@lout-and-paste these lines from the PDF
file in Acrobat reader (or ask me to email them to you) so that you can replics “test.” By exploring the built-in
documentation in these programs you will discover the wealth of featurdaldea This script is only about 60 lines
long, including blank lines and comments, and goes from synthesizing tmegphand scans through reconstruction
and display.

Happy reconstructing!

Figure 1: Results of a low-count transmission simulation. The left image istRBFght image is penalized-likelihood.

#!/bin/csh
# demo,tran
# demonstrate simulated-PET transmission reconstruction s using ASPIRE

# generate system description file and system matrix files
# (xrad and yrad set the support ellipse radii)
if 1(-e tomo.dsc) then
wt -chat 0 dsc 2 nx 128 ny 64 nb 160 na 192 \
pixel_size 4.2 ray_spacing 3.4 strip_width 3.4 \
scale 0 xrad 62 yrad 30 tiny 0O >! tomo.dsc
endif
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if 1(-e tomo.wtf) wt gen tomo.dsc
if 1(-e tomo.wtr) wt col2row tomo.wtr tomo.wtf

# make "true" thorax-like attenuation map out of ellipses
if I(-e mumap.fld) then
op ellipse mumap.fild 128 64 \
00 50 25 0 0.01 3\
20 0 10 15 0 -0.008 3\
-20 0 10 15 0 -0.008 3\
0-15 565 0 0.003 3
endif

# transmission noiseless sinogram
if !(-e proj.fld) i -nthread 2 proj2 proj.fld mumap.fld tomo

# create blank scan with artificial nonuniform detector eff
if 1(-e bi.fld) \
op sim blank trues.fld bi.fld proj.fld 0.3 5e5 0

# noisy transmission scan with 5% precorrected accidental c
if 1(-e yi.fld) \
op sim pet yi.fld - trues.fld 10-5-11

# FBP reconstruction, followed by setting negatives to zero
set fbpwin = gauss,1,10,1
if 1(-e tfb.fld) then

i fop2t dsc tfb.fld - yifld bi.fld 1 - O tomo.dsc $fbpwin -

echo y | op nonlin max tfb.fld tfb.fld 0 0
# j --red -a tfb.fld mumap.fld # compare fbp to true
endif

# determine support mask from fbp image
if 1(-e mask.fld) then

op pre attn mask mask.fld tfb.fld 0.001 1 "f el-+3,3 d2-+3,3"

# make sure within .wtf support

i support t0O tomo.wtf

echo y | op mul mask.fld mask.fld tO
# j -s -m2 t0 mask.fld mumap.fld
endif

#set alg = psca,fd,1,rasterl

set alg = o0sc,24,1.0 # OSTR algorithm
set penal = 18,huber,2,-,0.0002,ih,3 # Huber penalty

set method = @8@%alg@Spenal

# penalized-likelihood transmission reconstruction
if !(-e tpl.fld) then
set flag_obj = 1
i trpl2 tpl.fld tfb.fld yi.fld bi.fld 1 -shift 3 tomo.wtr mas
$method - $flag_obj 1 1e9 O -
# j --red -a tpl.fld tfb.fld mumap.fid
endif

# make eps files from final figures
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op -chat O eps tfb.eps tfb.fld 72 72 144 1 O
op -chat O eps tpl.eps tpl.fld 72 72 144 1 0O

11 General options

11.1 Verbosity
All three programs produce a fair amount of “chatter.” To eliminate the ahage
op -chat 0 arguments

You will want to do this when piping the output into a file, such as wiph ascii  filename
Before reporting any bugs, it is helpful for youitwreasethe chatter and email el of the output

i -chat 999 arguments

Obviously, bigger numbers means more chatter.

11.2 Threads

| am starting to support POSIX threads for the more computationally inteniaes such as forward and backprojection.
If you have a multi-core computer, then the invocation

i -nthread 2  arguments

will tell ASPIRE 3.0 to try to run 2 threads, which should nearly halve yowcexion time in many cases. The option
is harmless when applied to routines that are not thread-enabled, saat ¢amt if you have a dual-processor machine.
(Of course, if you arsharinga dual-processor machine with others, then you will now be using botlegsocs, which
may affect your popularity.)

If you have a one-processor machine, then invoking 2 threads will eslight operating system overhead, because
one processor will have to serve both threads.

A Geometry descriptions

ASPIRE 3.0 supports several system geometries, including the following.
e Spatially-invariant image domain blur (for image restoration).
e Parallel tomographic geometry with uniformly spaced strip- or line-integralsuaiformly spaced angles.

e Fan-beam tomographic geometry with equi-detector spacing (for fam-belimated SPECT systems and flat-
panel X-ray CT systems).

e Depth-dependent blur (2D) for SPECT.

Complications like the circular geometry in PET are partially implemented, but matndented because they have not
been adequately tested.
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A.1 Common properties

The user specifies the relevant properties of the system geometry ekintean ASCII description file that, by conven-
tion, has the suffixdsc . There are some properties that are common talatl files.
e Each.dsc file mustinclude a line of the form
system systemnumber
wheresystermnumbercould be one of several integers, indicating which type of system geoisetescribed in the
file. To see a list of all the system geometry types, emteilgen . (The integers reflect the historical order in which
the system types were implemented.)
e Comment lines are allowed, and must begin with sign.
e Each characteristic must be on a separate line.
e There will always be lines of the form
system O
nx 6
ny 4
support all
scale 1

e nx andny are the number of image columns and rows.
e scale is an optional scaling factor applied to all elements

If the abovesupport all line is used (not recommended!) then weights are generated foixels, even though
some of the pixels at the corners of the FOV may have partly truncated fioojeén the sinogram. Instead, |
recommend something like the following:

support ellipse 0 0 62 57

In this case, weights are generatady for pixels lying wholly within an ellipse centered (in this example) at (0,0)
(dead center of the pixel matrix) having horizontal,vertical radii 62,57Ipita this example). This saves lots of
memory, but you must make sure the ellipse is big enough! The default §&pport line) is a centered ellipse
with radii (nx/2-2), (hy/2-2).

There is also asupport file file” option if you want an irregular support specified in some binary file.

A.2 Spatially-invariant image restoration

In this case, the&& matrix represents a discrete 2D convolution with some space-invariant giedd function. A
typical .dsc file for this case looks like:

system O
nx 6
ny 4
support all
scale 1
psf 5 3
00100
23432
00100

Here,
e system O indicates the image restoration geometry.
e nx andny are the number of image columns and rows. These should be even integers.

e The two digits followingpsf give the size of the support of the PSF. These must be odd integers.

21



e The nextl5 = 5 - 3 entries are real numbers representing the PSF.

A.3 Parallel strip-integral geometry

The measurements from many tomographic instruments can be approximatee-iydgrals or strip-integrals. In this
case, elemeny;; of G is proportional to the area of intersection betweenjtiepixel and theith strip (Fig. 2). | very
strongly recommend strip-integrals over line-integrals.

The absolutely most minimatisc file you could use looks like the following:

system 2
nx 64
nb 80
na 60
support all

This generates weights forGa x 64 image projected onto a sinogram with=80 radial samples whose spacing (and
width) is the same as the pixel size, amk=60 angular samples distributed over 180he “system 2 ” line indicates
the parallel strip/line integral geometry.

An example of adsc file that uses virtually all of the options of system 2 is the following.

# 931,thorax,emis,2.dsc
system 2

nx 128

ny 128

nb 192

na 256

support ellipse 0 0 62 57
orbit 180
orbit_start 0

bin_min 18

bin_max 174

offset_even 0.5
offset_odd 0.5
center_x -0.5
center_y 0.5
flip_y -1
pixel_size 4.69398
ray_spacing 3.12932
strip_width 3.12932
scale 0

(I'use this one for reconstructing PET thorax images from a CTI 93InscarHere is an explanation of the arguments.
e The image dimensions anx by ny. If not specifiedny defaults tonx.
e The sinogram dimensions ané (radial bins) byna (angles).
e The uniformly-spaced projection angles are computed in degrees as:
orbit_start +orbit -i/na,

fori =0,...,(na —1). | use0° as straight up along the axis, andorbit_start adds a counter-clockwise
angular offset. Defaults are 0 and 180.
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o Weights are generatauhlyfor pixels lying wholly within an ellipse centered (in this example) at (0,0) (dmader
of the pixel matrix) having horizontal,vertical radii 62,57 pixels (in this exampl&is saves lots of memory, but
you must make sure the ellipse is big enough! The default ($uggoort line) is a centered ellipse with radii
(nx/2-2), (ny/2-2).

e Only sinogram bins in the rangbip_min, bin_max )=[18,174) are used (they are 0 outside of this on our
CT1931 due to our normalization method). You probably should not includetition; the defaults atdn_min
=0 andbin_max =nb.

e Normally the pixel matrix dead center would be the center of rotation, buté Fawnd that CTI images are off
by half a pixel, so for consistency | ugenter_x -0.5 andcenter_ y 0.5 . These have units of pixels,
and you can use other values, but you will have to experiment to deternyioe ifeed positive or negative shifts.
Defaults are 0.

¢ In many tomographs (such as SPECT with proper center-of-rotatioeatimn), dead-center of the image will
project dead-center on the sinogram. Due to the interleaving of the praojedijoCTI, there are half-bin offsets,
hence theffset_... lines. Again, whether it is left or right is too painful to document. DefaulésCar

e CTIlimages also seem to be upside down relative to my coordinate systenseftip iy = -1. The default
is 1, which does no flipping. You could also use other values if you wanted eétcktior shrink the vertical
direction, but you probably do not want to do that.

e Thepixel_size is the width of each pixel (in any units, but the unitsra§_spacing  andstrip_width
must match). Default is 1.

e ray _spacing is the center-to-center spacing of the radial samples. Defaytiged size

e strip_width is the width of the strip, which should usually not be smaller threyn spacing , or you will
have gaps between your strips. For a 931, it might be more realistic to ustigewidth to about 6mm,
which is approximately the detector width. If you s#tip_width to 0, then you will get line integrals, and
probably lousy images. Defaultstay spacing

e Using the argumendcale 0 causes strip-integral areas to be normalized by the strip width, s, teewill
have the samanitsas line-integrals, and the reconstructed pixel values will have units afsevength, which is
exactly what is needed for transmission tomography. These days | usartigechoice for emission tomography,
even though there the natural units are something like counts per unibarsajse to get absolute quantification
in emission tomography one must apply some type of global scale factor basedell counter measurement,
and this usually done after reconstruction. In principle, you couldsgaée to include scalar effects such as
deadtime, decay, etc., although personally | would include those someelkereThe defaulicale value isl
for historical reasons, so | strongly recommend over-riding this defguéixplicitly choosingscale 0 . That
way you can use the samatf for both transmission and emission reconstruction.

A.4 Fan-beam geometry

Several groups now have line sources opposing fan-beam collimato8PECT transmission scans. Because of how
the Anger camera works, this geometry corresponds to the “equallygpatectors” version of fan-beam data. Here is
an example of a completdsc file for this geometry:

system 8

nx 64
ny 64
nb 110
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na 60
support ellipse 0 0 30 30

orbit 360
orbit_start 0
pixel_size 7.12
ray_spacing 3.56
strip_width 3.56
src_det_dis 650
obj2det_x 219
obj2det_y 219

Most of the arguments have the same meaning as above. The idea of aHshépis an approximation, since if you
think of the source as a point, and the detector as having a certain widtithgheeam is more of a very thin triangle
than a rectangular strip. However, the obliqueness of the beam ovezelad a pixel is usually negligible, so we simply
approximate the triangle locally by a rectangle. Anyway, the final units will kerge length, since this geometry is
only for transmission imaging.

e obj2det_x, obj2det y denotes the distance from the center of rotation to the detector planeurial i
directions (for elliptical orbit).

e src_det_dis denotes the distance from source to the dete@ay, (650 mm focal length, give or take the
thickness of the collimator).

Note that these last two are changed from an earlier version!

| have concerns about the accuracy of this approximation. | recommend usingsyst em 13 instead which
has the same options (plus more, set dsc 13). Thesyst em 13 version does arexact analytical calculation
of the area of intersection between the wedge and the pixel.

If you have an “arc” detector geometry, like 3rd generation CT systerasg, ilBesystem 14 which has similar
arguments. (Bug me for more documentation).

A.5 Depth-Dependent Gaussian Blur for 2D SPECT
This system matrix assumes the PSF for SPECT has a Gaussian shape vdtlowvind model for FWHM:

FWHM = \/ (:FWHM, + FWHM,)? + FWHM2,

wherez is the distance from a pixel's center to the detedfdVHM, is the intrinsic spatial resolution of the detector
(often about 3mm)FWHM, is a constant that partially determines the FWHM for a point source adjasehe
collimator, andeWHM is the “slope” of the FWHM versus depth.

An example of adsc file that uses all of the options of system 12 is the following.

system 12

nx 64

ny 64

nb 68

na 60

support ellipse 0 0 30 30
orbit 180
orbit_start 0

bin_min 0

bin_max 64
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pixel_size 7.2
ray_spacing 7.2
scale 7.2

obj2det_x 219
obj2det_y 219

fwhm_detector 3.2
fwhm_collimatorO 1.76
fwhm_slope 0.0568
fwhm_factor 1

Many of the arguments are the same as for system 2. | only explain thoskfthiat
e scale must be nonzero (no “transmission” scaling). Default is 1.

e obj2det_x ,obj2det_y denote the distance from the center of rotation to the detector planaridy direc-
tions (for elliptical orbit).

e fwhm_detector  specifies the FWHM of the intrinsic detector response, in the same uniizelssize
andray_spacing

e fwhm_collimatorO specifieFWHMj in the above equation, also in the same unitpizsl_size
e fwhm_slope specifies th&WHM, term in the above equation, which must be unitless.

e fwhm_factor  specifies how far out to sample the Gaussian on each side of the peau Ufsg the default,
which isfwhm_factor 1 , then it will be sampled 1 FHWM on each side, which covers 0.98% of the &tea
software automatically corrects scales up gfyés for each pixel for each angle so that no counts are lost.

If you are serious about SPECT reconstruction with compensatioror depth-dependent blur, then you prob-
ably really want the full restoration provided in the 3D reconstruction method i empl3 . See [6].

B AVS data format

The AVS .fld data format comes in two flavors. In the “internal” format, the ASCII hedslat the top of the file,
the header is followed by two “form-feed” characters, which are théovied by the data in binary format. Form feed
characters often appear@k) in Unix, and are created using thé  character in C.

In the “external” format, the header and the data are in separate fileth@ASClIl header file includes a pointer to
the data file. The data file can contain either ASCII or binary data.

Suppose you havel®8 x 64 (first dimension (radial samples) varies fastest) sinogram consistingpdfiategers.
Then the format of the “internal” header would be:

# AVS field file
ndim=2
dim1=128
dim2=64
nspace=2
veclen=1
data=short
field=uniform
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followed by the two form feeds and then th28 x 64 short integers in binary format. If you have a 3D stack of, say, 20
sinograms (or images), then you would use

# AVS field file
ndim=3
dim1=128
dim2=64
dim3=20
nspace=3
veclen=1
data=short
field=uniform

ASPIRE 3.0 supports up to 4 dimensions.
All output data from ASPIRE 3.0 is stored in the “internal” formAY.S filenames must end with the extendidn .
Now suppose you have stored the above sinogram data in a binary filelnsaysino.dat  with some home-
brew header in it that consists of, say, 1999 bytes. And supposeg/oatdvant to convert from home-brew format to
“internal” format. Then you can use the “external” format by creating &CA file named, sayino.fld containing:

# AVS field file

ndim=2

dim1=128

dim2=64

nspace=2

veclen=1

data=short

field=uniform

variable 1 file=sino.dat filetype=binary skip=1999

You can add additional comments to these headers using lines that begi# witlheskip=1999 indicates that there
is a 1999 byte header to be skipped before reading the binary Taisformat does not allow for additional headers
buried within the data, so you cannot usually read Siemens/CTI formatvd#ttaut doing some file conversion, since
their format includes embedded directorie@omplain to CTI.) If there is no binary header, then you can omit the
skip=0 altogether. If your data is in ASCII format (I hope not), then you camgediletype=binary to (you
guessed itjiletype=ascii . However, for ASCII data, thekip= option refers to ASCII entries, not bytes.

The allowed types in thdata=... line include: byte , short ,int , float , double . Thebyte format is
unsigned 8 bits. The output from ASPIRE 3.0 is virtually always offtbat  variety. Your input data can be any of
the above; ASPIRE 3.0 will convert to whatever type it needs internally.

More information about the AVS program is available fréwtp://www.avs.com/ . Personally, | do not use
AVS much anymore because it does not support “batch” processiggmedl, but it was useful in the early stages of
my software development, when interactive use was more important. The ¢emp!8 .fld format includes other
features which almost certainly are not supported by ASPIRE 3.0.

Actually, | have added other features to ASPIRE 3.0 that are nonsth#¥8 but very handy, like a single 3D
header file that points to multiple 2D files that get treated as a single entity. Askimerdsted!

C Information for developers

To access the internal subroutines of ASPIRE 3.0, compile using
cc -c -Dnomainwt wt.c

which will createwt.o , which you then combine with your ownain routine:
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cC -0 myprog mymain.c wt.o -Im

Here is a fragment of code that illustrates how to use ASPIRE 3.0 to readeigatfile and calculat&’ Gz for an
image.

void example_function(float *proj, float *image, char *fi le_witf)
{

void *sp;

/*

* Read weight file

*/

if ( !(sp = sp_read_file(file_wtf, NULL, 0)) )
Fail("error reading file")

/*

* forward projection

*/

sp_project(proj, image, sp, 0);

/*

* back projection

*/

sp_back_project(image, proj, sp);

/*

* Free

*/
sp_free(sp);

The above fragment is enough information to implement most of the populanseaction algorithms (ML-EM,
WLS-CG, etc.). To implement the coordinate-ascent algorithms efficientlynged several more routines which are
present in ASPIRE 3.0 but are not documented here. You could figane sf them out by examining the subroutines
sp_project  andsp_back_project inwt.c .
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