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Multicarrier modulation is of considerable interest for high speed mobile com-
munications, due to its effectiveness in a multipath fading environment. The major
drawback of this technique is its performance degradation in the presence of nonlinear
amplification. Linear amplification of multicarrier signals, however, would impose a
substantial reduction in power efficiency, which is especially undesirable for mobile
applications. The goal of this thesis is, therefore, to quantify the nonlinear ampli-
fication effects on multicarrier system performance and to optimize overall power
consumption of the system.

In this thesis, a general objective function for the power optimization of communi-
cation systems with nonlinear power amplifiers is derived. This derivation reveals the
shortcomings of the conventionally used objective function. In order to demonstrate
the methodology for power optimization based on the objective function, we present
optimization procedures for multicarrier systems with various amplifiers, including dc
bias controlled amplifiers. In the process of optimization, we are able to demonstrate
a significant power reduction using dc bias control schemes for highly nonconstant

envelope signals, such as multicarrier signals.



The effect of amplifier nonlinearities on the performance of multicarrier spread
spectrum systems in both single-user and multi-user environments is analyzed. For
the multi-user case, single-cell multicarrier code division multiple access systems are
considered and perfect power control is assumed. A memoryless polynomial model
is used to represent the amplifier amplitude nonlinearities, and a slow frequency
nonselective independent Rayleigh fading channel is assumed for each modulated
carrier.

We derive bit error probability for uncoded systems and upper bounds on the
bit error probability for convolutionally coded systems in both single and multi-user
systems. In multi-user systems, the effect of other users’ nonlinearities on the per-
formance of a desired user is analytically derived and the total power consumption
of users is optimized. Finally, we identify the inherent power consumption problem
for conventional amplifiers used in power controlled cellular systems. We provide an

effective solution to this problem and quantify realizable power savings.
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CHAPTER 1

Introduction

1.1 Motivation

The most preeminent demand in current mobile wireless personal communications
is to achieve both low power consumption and reliable high speed transmission. Bat-
tery life has become one of the most crucial factors determining the size and weight
of portables such as mobile phones and notebooks [1]. Moreover, reliable high speed
data transmission (e.g. images and videos), over a wireless channel, is needed and
will be increasingly important in order to meet future trends such as multi-media
communications.

Multicarrer modulation (MCM) is an effective modulation technique for such high
speed data applications, especially in a frequency selective multipath fading channel.
This is due to the long symbol duration of MCM, relative to the channel delay spread,
which greatly simplifies channel equalization complexity [2, 3]. However, MCM sig-
nals usually have a high peak-to-mean-envelope-power ratio (PMEPR). This high
PMEPR, in the case of linear amplification, requires the mean output power to be
much lower than the saturation power level where the amplifier power efficiency is
usually the highest.

Linear amplification of the transmitted signal is desired in order to avoid exces-
sive signal distortion which increases signal bandwidth (spectral regrowth) [4] and
bit error rate (BER). However, linear amplification of signals with highly varying en-

velopes usually imposes low power efficiency. In conventional linear amplifiers, power



efficiency is an approximately inverse linear function of the PMEPR [5]. This low
power efficiency is undesirable for mobile or portable transmitters and other applica-
tions where energy is a limited resource.

The main goal of this thesis is to find trade-offs in MCM systems between the
degree of the amplifier nonlinearity and total system power consumption, for a given
system performance level. We achieve this goal by investigating nonlinear amplifier
effects on the multicarrier system’s BER performance, spectral regrowth, and ampli-
fier power consumption. In the following section, we discuss the outstanding issues

in MCM and introduce our approach to resolving them.

1.2 Multicarrier Modulation and Nonlinearities

The basic principle behind multicarrier modulation is to split a high-speed data
stream into several slower streams by a serial to parallel process. These streams
are then modulated onto separate orthogonal carriers and then added together. The
orthogonality condition of the carriers ensures no inter-carrier-interference (ICI) be-
fore amplification. Inter-symbol-interference (ISI) from the multipath on each carrier
is significantly reduced due to a long symbol duration relative to the channel de-
lay spread. From a frequency domain viewpoint, MCM is a parallel transmission of
data in different frequency bands, where the signal on each subband occupies a much
smaller bandwidth than that of single carrier transmission. The parallel narrow-
band transmission reduces the channel frequency selectivity on each subband, hence
removing the need for a complex equalizer.

The early work of using parallel transmission of data in the frequency domain
(multicarrier modulation) can be found in a military system called Kineplex [6]. The
practical application of this scheme became possible due to fast Fourier transform
(FFT) techniques [7, 8] for modulation and demodulation. The FFT can eliminate
the complexity involved in using a large number of oscillators. This scheme is often
called orthogonal frequency division multiplexing (OFDM). The name comes from
the fact that the modulated carriers are orthogonal to each other, but many other

names, such as multicarrier modulation (MCM) and discrete multitone (DMT), are



used interchangeably.

Considering the advantage of the MCM scheme in multipath fading and the low
complexity of the FFT, MCM becomes quite an attractive solution for high speed
transmission. In addition, thanks to the continuous active research on MCM in the
80’s [9, 10, 11, 12] and early 90’s [13, 14, 15, 16], this scheme is currently in use
by European digital audio broadcasting (DAB) [17], asynchronous digital subscriber
lines (ASDL) [18], and European digital terrestrial broadcasting [19]. More recently,
in July 1998, the IEEE decided to select MCM as the basis for a new physical layer
standard extension to the existing 802.11 MAC [20] standard for wireless local area
networks (WLAN) in the 5 GHz band [21, 22].

In the early 90’s, research on adopting the MCM scheme for multi-user CDMA
(code division multiple access) cellular systems—MC-CDMA or orthogonal multicar-
rier CDMA—Dbegan. These new systems can be roughly categorized into two types of
systems [23]: One uses the spreading code sequence in the frequency domain [24]-[25]
and the other uses it in the time domain [26]-[27]. In the first system, the spreading
code sequence is serial to parallel (S/P) processed and each spreading code bit (of-
ten denoted by “chip”) is transmitted over a different carrier. This is equivalent to
transmitting the same information over different carriers with the spreading sequence
multiplied in the frequency domain without any expansion of the bandwidth. Hence,
this system requires a larger number of carriers as the “spreading gain factor” (num-
ber of chips in one symbol duration before the S/P processor) increases and needs
more complex hardware for the receiver, though it does not have a bandwidth expan-
sion. In the second system, each carrier is multiplied by a different spreading code
sequence which has a code bit duration shorter than the symbol duration, expanding
the bandwidth. Usually, a smaller number of carriers is used in the second type of
system, and depending on the application, each modulated subcarrier can be band
limited as in Kondo and Milstein’s study [23], or overlapped in an orthogonal manner
as in Sourour and Nakagawa’s study [27]. In this thesis, we adopt the latter for the
MC-CDMA system model, because of its generality in mathematical representation

and analytical attractiveness.



1.2.1 Practical Difficulties in MCM: Amplifier Nonlinearities

There are two main practical difficulties in implementing MCM systems: carrier
synchronization and power efficient linear amplification (i.e., amplifier nonlinearities).
A small frequency offset (whether from an imperfect oscillator or from the channel
Doppler spread) can disturb the orthogonality condition of the carriers, degrading
BER performance due to the resulting ICI. Thus very accurate frequency synchro-
nization is desired. Yet the smaller bandwidth on each carrier complicates synchro-
nization of MCM systems [28, 29, 30, 31, 32]. For this research, we have assumed
perfect synchronization, focusing on the amplifier nonlinearities.

The difficulties in both power efficient and linear amplification are mainly due to
the high envelope variations caused by the addition of multiple carriers. As the num-
ber of carriers, M, increases, the maximum possible peak envelope power becomes
M times the mean envelope power. This high PMEPR requires a wide linear region
of the amplifier in order to avoid signal waveform distortion. However, all ampli-
fiers have a saturation region where the output power does not increase even though
the input power increases substantially. Hence, the simplest amplifier input/output
relationship can be modeled as that of an ideal soft limiter that has two distinct
regions, namely the perfect linear region and the saturation region (where the output
power remains constant). In this case, when perfect linear amplification is required,
the mean output power should be M times less than the maximum possible output
power (saturation power). The amount (in dB) by which the average output power
is backed off (reduced) from the saturation power is commonly denoted by “output
backoff (OBO)”. Large OBO clearly demonstrates inefficient usage of available output
power, which translates into high power consumption for conventional linear ampli-
fiers, where the amplifier efficiency is usually highest in the saturation region. This
is why nonlinear amplification, which allows a portion of the input signal envelope to
go into the saturation region and thus raises the average output power closer to the
saturation power, is used. However, nonlinear amplification should be done only to
a certain extent in order to avoid too much signal distortion. One of the objectives
of this study is, therefore, to determine the optimum degree of nonlinearity which

ensures the smallest system power consumption, taking into account signal distortion



as well. This issue will be discussed in more detail in Section 1.2.2.

Two leading proposed approaches to reducing power consumption are reduction of
PMEPR of MCM signals, and improvement of power efficiency in conventional linear
amplifiers. The techniques for reducing PMPER include digital hard clipping [33],
and block channel coding schemes [34, 35, 36, 37, 38, 39]. The former suffers from
increased BER and creates out-of-band radiation, and the latter is only applicable for
a small number of carriers because of the decreasing code rate and the error correction
property that accompanies increasing M [39]. The techniques for improving power
efficiency of linear amplifiers include amplifier linearization techniques [40, 41, 42, 43],
and dc bias controlling techniques [44, 45, 46, 47, 48]. The power efficiency gain from
the former is only minimal for highly varying envelope signals such as MCM signals.
It is important to note that the ‘linear’ region of a practical amplifier is not as
perfectly linear as that of the soft limiter. The linearization techniques are usually
employed to linearize the weakly nonlinear region of the amplifier. Among dc bias
controlling schemes, the dual dc bias scheme by Yang et al. [44], which is an extension
of the single dc bias scheme by Saleh and Cox [48], can independently of envelope
variations maintain a drain efficiency of 50% (the maximum power efficiency of ideal
class A linear amplifiers). However, their amplifier models consists of linear regions
only. In this thesis, these amplifier models will be extended to a more general model
(which includes the saturation region) which is necessary for more realistic power

optimization.

1.2.2 Power Consumption Optimization

The previous subsection discussed the practical difficulties of amplifying MCM
signals linearly without consuming too much power. The current approaches to this
problem were examined, along with their inherent shortcomings.

As mentioned briefly in the previous section, when power consumption is a major
concern, nonlinear amplification is practically difficult to avoid, especially with high
PMEPR signals. However, nonlinear amplification should be permitted only to a cer-
tain degree, since the resulting distortion of the signal waveform creates in-band and

out-of-band interference. The in-band interference increases BER and the out-of-band



interference (spectral regrowth) can interfere with systems in the adjacent channel,
which is usually prohibited by the Federal Communication Commission (FCC). Fur-
thermore, the increase in BER by nonlinear distortion requires more received power
to maintain the desired BER, which might void the power savings from nonlinear
amplification. Hence, there is a trade-off between the degree of nonlinear distortion
and total system power consumption.

Despite this trade-off, to date no justified methods have been offered to opti-
mize power consumption. Instead the commonly used method is to find an amplifier
output backoff—OBO determines the degree of nonlinearity—which gives the mini-
mum value of a particular objective function, namely the so-called Total Degradation
(TD) [40, 49, 50, 41, 51, 52]. Although the purpose of finding the OBO which min-
imizes TD is to minimize power consumption, its optimality has only been stated
by intuition. This thesis will demonstrate that the conventional objective function,
TD, is only applicable when optimizing power consumption with conventional fixed
dc bias amplifiers. Furthermore, a more general objective function, total dc power
degradation (TDD), will be derived and its optimality will be proved.

In the next subsection, we will discuss means to quantify the BER performance

degradation caused by nonlinearities, which is needed for power optimization, either

by TD or TDD.

1.2.3 Performance Evaluation of MC Systems in the Pres-

ence of Nonlinearities

“Perhaps, the most difficult part in dealing with nonlinearities in any commu-
nication systems is that there is not much analytical means to study the system
performance. Furthermore, usual analytical treatment of nonlinear systems are of-
ten forbiddingly complex and have too simplified assumptions, as to negate the very
purpose of analysis: insight and generality. Therefore, the simulation approach is the
most preferred method to evaluate nonlinear system performance [53].”

Although, simulation is a favored method of performance evaluation, it can not

provide insight into the underlying mechanism, thus making it impossible to general-



ize. This clearly motivates the need for analytical means to evaluate nonlinear system
performance. In addition, the performance (such as BER and spectral regrowth) of
MCM systems in the presence of nonlinearities is mostly obtained by time-consuming
Monte Carlo simulation [52, 54, 55]. The necessity of waveform simulation requires
longer simulation time—a higher sampling rate is needed due to the number of multi-
ple carriers and higher order intermodulation (IMD) products from the nonlinearities.

Semi-analytical methods proposed by Santella and Mazzenga [51] and Schneider
and Tranter [56] can reduce the simulation execution time. Yet, both works concen-
trate primarily on reducing computational time rather than on the analysis itself.
Santella and Mazzenga [51] model the effect of nonlinear distortion as Gaussian noise
added to the received symbol. The variance of noise from the nonlinear distortion is
obtained by simulation and added to the variance of the additive white Gaussian noise
(AWGN) channel: Gaussian approximation of IMD. BER is obtained from the known
analytical BER expression for the linear AWGN channel, with modified AWGN vari-
ance. Hence, their method is confined to only the AWGN channel. Moreover, their
results become inaccurate as the number of carriers decreases.

Schneider’s technique [56] to alleviate the simulation time, is to reduce the sam-
pling rate by generating IMD products that lie only in a given frequency band. In
terms of analytical approach, they derived BER performance of uncoded MCM with
3 carriers in AWGN. A memoryless 3rd order polynomial model is used to represent
the amplifier nonlinearities. Unfortunately, this method is neither generalized for
higher order nonlinearities nor for larger numbers of carriers. In addition, there is no
method shown that can be applied to channels other than AWGN, such as multi-path
fading channels.

This technique is implicitly extended in Sourour [57] to obtain the BER per-
formance of uncoded MC-CDMA systems with 3rd order nonlinearities in AWGN.
However, the 3rd order polynomial model for the amplifier can be used only when
both nonlinearity effects and the number of carriers are very small (less than 4). In
addition, his analysis is also based on a Gaussian approximation of IMD, which be-
comes inaccurate for a smaller number of carriers when the spreading gain is small.

Hence, his analysis is not appropriate for studying nonlinear saturation effects on the



performance of MCM systems.

However, both Schneider’s [56] and Sourour’s [57] studies constituted an important
starting point of this research. In this thesis, we extend the rudimentary techniques
hinted at in their analyses and generalize them to higher order nonlinearities. In
addition, we analyze the BER performance of convolutionally coded and uncoded

MC-CDMA systems both in multipath fading and AWGN. Our analysis will provide

the ability to answer some of the novel questions raised in the following subsection.

1.2.4 Power Optimization in MC-CDMA Systems

In current CDMA systems, because of the near-far effect, the average power re-
ceived from each user at the base station is usually required to be the same, and this
is achieved by power control [58]. Therefore, all the users can not operate at the same
output backoff, unless they are all at the same distance from the base station. Hence,
in the case of perfect power control, if User A is operating more nonlinearly than other
users, the other users will undergo not only linear interference from User A, but also
nonlinear interference. This raises two novel questions. The first question that arises
is how user location, which determines the degree of nonlinearity, affects the desired
user’s BER. The second question is how to find the set of nonlinearities which will
ensure minimum power consumption for all users in a given cell. In this thesis, we will
tackle these novel questions by our optimization methods and analytical means we
developed. In the process of resolving the second question, we also found that there
is an inherent power consumption problem for conventional amplifiers when used in

current cellular systems.

1.3 Thesis Overview and Contribution

The balance of this thesis is organized as follows. Chapter 2 provides background
information on system models, such as MCMs, multipath fading channels, and non-
linear amplifier models. For the reader’s convenience, we introduce Chapters 3 to 6,
in terms of their contributions.

In Chapter 3, we propose a general objective function for optimizing the power



consumption of communication systems with nonlinear power amplifiers. The short-
comings of the conventionally used objective function are noted, and the general
objective function is analytically derived.

In Chapter 4, we present a methodology, based on the proposed objective function,
to optimize power consumption of MCM systems with a general class of amplifiers,
including adaptive dc bias controlled amplifiers. Optimum amplifier OBOs (degree of
nonlinearities) are obtained for different types of amplifiers which will be described
later. In addition, we perform a simplified asymptotic analysis on power consumption,
with which we demonstrate the potential power savings that can be realized with dc
bias controlled amplifiers. This advantage will be emphasized in Chapter 6, when we
optimize power consumption of users in CDMA cellular networks.

In Chapter 5, we obtain analytical results for the bit error probability of uncoded
systems and bounds on the bit error probability of coded systems, in the presence
of nonlinearities. Adjacent channel power ratio (ACPR) is also obtained to assess
the effect of out-of-band interference (spectral regrowth). In addition, the optimum
amplifier output power backoffs are determined for both coded and uncoded systems,
which yield the smallest power consumption of the overall system.

In Chapter 6, based on the analytical techniques developed in Chapter 5, we ex-
tend our analysis to a multi-user environment, a CDMA single-cell system in which
mobiles only communicate with a single base station. The effect of other users’ nonlin-
earities on the performance of a desired user is analytically derived and system power
consumption of the users is optimized. We identify the inherent power consumption
problem for conventional amplifiers, used in current cellular systems. Furthermore,
we apply the results obtained in Chapter 4, as a simple but effective solution to this
problem.

Finally, Chapter 7 constitutes the conclusion of this thesis, summarizing our find-
ings and original work (contributions) as well as reviewing the implications of this

study for future work.



CHAPTER 2

System and Channel Models

The ultimate goal of communications is to recover the information sent through the
transmission medium which is usually denoted as “channel”. One example of such a
channel is a power amplifier in a microphone where the amplified output may not have
the same shape as the original input. Usually a power amplifier is not perfectly linear,
distorting signals to some extent. Another example is multipath fading prevalent in a
wireless environment. Multipath fading occurs due to the presence of multiple objects
between the transmitter and receiver. The reflected signals from the objects can
add in-phase (constructively) or out-of-phase (destructively), resulting in amplitude
variations of the received signal, known as fading. These channels can (and usually
do) impair the transmitted signal significantly, making information transfer difficult.

In this chapter, we describe mathematical models for nonlinear amplifiers and
multipath fading channels as well as review multicarrier modulation as a means to
mitigate the effect of multipath fading. The basic operational principles of MC-
CDMA systems and MCM systems are described. Finally, we examine the potential

problems of power consumption in MC-CDMA systems for the cellular environment.

2.1 Nonlinear Amplifier

The purpose of the power amplifier is to deliver a specific (usually high) amount
of power to a load (i.e., antenna) connected at the output. However, any amplifier

becomes nonlinear if driven hard. This is because they all have the saturation region
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Figure 2.1: Generic relationship of amplifier output power P, and input power P;.

where the output power does not increase even though the input power increases sub-
stantially, as shown in Figure 2.1. Thus when the modulated envelope—the envelope
can be regarded as the square root of instantaneous input power normalized by the
impedance—varies, some portion of the output signal may not be as much amplified
as others, resulting in signal waveform distortion.

In the following subsection, we first begin our discussion of nonlinear amplifiers
with a simple memoryless nonlinear function approximated by a power series (poly-
nomial curve fitting). This simple approximation is very useful in understanding the
analytical approaches to modeling the bandpass nonlinear model that we present in
the subsequent section. Finally, we discuss the relationship between the instantaneous
and envelope characteristics of nonlinear devices along with widely used nonlinear

amplifier models.

2.1.1 Nonlinear Systems

Since a nonlinear system does not hold the principle of superposition, it can not
be completely described by its transfer function as a linear system. Instead, one
common way to characterize input and output of a nonlinear system is by its curve
or memoryless function y(¢) = f(x(t)). “Memoryless” means that the output is a
function of the input at the present time only. To explain the effect of nonlinearity

in a frequency domain, we approximate the curve by a polynomial as

y(t) = fe(t) = Y (). (2.1)

n=0

11



When the input x(t) is the sum of the two sinusoids, cos(2 fit) + cos(27 f1t), the
y(1) from the trigonometric identity consists of all the harmonics of f; and f; (signals
centered at nf; and nfy), as well as the cross product terms at ny fi +na fo, where ny
and ns are positive integers. These cross product terms are usually denoted as the
“intermodulation” (IMD) products. The order of the IMD is defined to be ny + na.
For example, the output signals at 2f; £ 1f; and 1f; £ 2f; constitute 3rd order IMD
products. Note that the nonlinear components create new frequencies which were not
present prior to the nonlinearities.

More generally, by the convolution theorem, the Fourier transform of y(¢) in (2.1)

N

Y(f) = an (X" )« X(f)) (2.2)

n=0
where X(f) is a Fourier transform of z(¢), and X" (f) denotes a (n — 1)-fold con-
volution of X(f). Even if X(f) is band limited by W, the Y(f) is not band limited
by W. The convolutional term (X"~(f) x X(f)) creates the frequency components
up to nW. This is why a higher oversampling rate is needed in a discrete time simu-
lation of nonlinear systems. The frequency components of (X™~(f)* X(f)), which
lie outside of the desired band W (such as harmonics), can be removed by a filtering
operation. However, the components inside and near W can not be removed by fil-
tering, because the X(f) information needs to be preserved. These new components,
inside and near the desired band, usually constitute the nonlinear signal distortion.
In the next subsection, we discuss current techniques to model the nonlinear amplifier

in communication systems.

2.1.2 Amplifier Model: Memoryless Bandpass Nonlinearity

Studies [59, 60, 61, 62] of the nonlinear amplifier effects on communication systems
began more than 35 years ago with the advent of global-satellite communication sys-
tems. In global-satellite systems, the multiple-access operation is achieved by FDM
(frequency division multiplexing) using a common broadband traveling-wave-tube
(t.w.t.) amplifier placed in the satellite. The amplifier has to be used in saturation
mode to reach sufficient power to signal earth. But, in so doing, the nonlinear distor-

tion increases intermodulation products. This has motivated the study on developing
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Figure 2.2: Bandpass memoryless model.

analytical models for the amplifiers, in order to assess the nonlinear effect on the
communication systems.

Currently available nonlinear models can be divided into two categories—a mem-
oryless model [63, 64, 65] and a model with memory [66, 67, 68]—depending on the
frequency selective effects of the amplifier. In this thesis, we focus only on the mem-
oryless model. This model is generally valid for bandpass communication systems,
where the signal bandwidth is usually small enough that the amplifier characteristic

is almost frequency-independent over the bandwidth of the signal [53].

Perhaps, the most conventionally used memoryless model is a bandpass memo-
ryless model, where the output signal of the amplifier only depends on the envelope
of the input to the amplifier. In this model, the relationship between the input and
output of the amplifier is described by the two memoryless functions, that is ampli-

tude (AM/AM) and phase (AM/PM) nonlinearities. As shown in Figure 2.2, when
the input to the amplifier is the modulated signal

x(t) = A(t) cos{w.t + (1)} (2.3)
the output of the amplifier can be expressed as
y(t) = F(A(1)) cos{w.l + o(1) + ®(A(1))} (2.4)

where A(t) and ¢(t) are the envelope and the phase of (%), respectively. The func-
tions F(A(t)) and ®(A(t)), denote AM/AM and AM/PM, respectively. Usually,
F(A(t)) and ®(A(1)) are obtained by a single sinewave swept tone measurement. In
analytic term, this simple single tone measurement method is not truly representative
of amplifier behavior with the modulated carriers if we operate on the principles that

the modulated signal is the linear combination of the sinusoids around the carrier
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frequency and that nonlinear systems do not hold superposition. However, in most
cases (from the experiment [69]), the output of the nonlinear amplifier can be modeled
as an envelope model as in (2.4) with a single tone measured AM/AM and AM/PM.

The amplifiers commonly used in communication systems can be divided into two
types: the traveling wave tube (TWT) and the solid state power amplifier (SSPA).
The former is mostly employed for satellite transponders, while the latter is used in a
wide variety of applications, including mobile transmitters. The TWT and SSPA have
considerably different characteristics in terms of AM/AM and AM/PM. The output
in the saturation region of the AM/AM in the TW'T decreases with increasing input
power but is constant in the SSPA. In addition, the AM/PM effect of the TWT is
much larger than that of the SSPA. The measured AM/AM and AM/PM of TWT
can be well represented by Saleh’s analytical model [67], and AM/AM of SSPA can
be well approximated by Cann’s model [70].

In this thesis, we primarily concentrate on SSPA type amplifiers and assume no
AM/PM effects. This is not only because the SSPA usually has a negligible AM/PM,
but also because the effects of AM/AM are found to be much more significant than
AM/PM [52, 71].

The AM/AM and AM/PM model are memoryless because the values of the func-
tions at ¢ (i.e., F(A(t1)) and ®(A(?1))) only depend on the value of A(t) at ¢;. In
addition, it is referred to as a bandpass nonlinearity because the signal in (2.4) has
only frequency components around f. and not around harmonic frequencies, such as
0,2f.,3f.,.... The harmonics are implicitly assumed to be rejected by an ideal zonal
filter around the carrier frequency. Since F(A(t1)) and ®(A(t1)) do not depend on
the carrier frequency, x(t) and y(t) can be represented by the corresponding lowpass

equivalent form

ep(t) = At)e?*® (2.5)
yr(t) = F(A(t))ebioO+2Am)} (2.6)

respectively. This form is very attractive for simulation because it can be done in
baseband, reducing sampling rate. In the next subsection, we discuss the relation-

ship between the envelope voltage transfer characteristics (AM/AM and AM/PM)
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and instantaneous voltage transfer (f(x(¢))) in Figure 2.2. This is of interest because
even though there exist many simple models for instantaneous transfer characteristics
of nonlinear devices (such as a soft limiter), the AM/AM and AM/PM representa-
tion of the devices is mostly preferred in performance evaluation of the nonlinear

communication system.

2.1.3 Instantaneous Voltage and Envelope Voltage

In Subsection 2.1.1, the IMD products from the nonlinear device are explained
with instantaneous voltage transfer characteristics (f(x(¢))) and in Subsection 2.1.2,
envelope transfer characteristics (AM/AM and AM/PM) are introduced to represent
the nonlinear amplifier in communication systems. In this subsection, we show the
general relationship between the instantaneous and the envelope characteristics.

Assume x(t) is the narrow band signal (the envelope varies much slowly than f.)

as in (2.3). By letting
a = wt + o(t)

and omitting ¢ for the sake of notational convenience, the output voltage f(A cos(a)),

which is a periodic function of «, can be represented by the following Fourier series:

f(Acos(a) = SFoofA)
+ {F.1(A)cos(a)+ Fs1(A)sin(a)}
+ {F.2(A)cos(2a) + Fs2(A)sin(2a)}
+ {F.3(A)cos(3a) + Fs3(A)sin(3a)} + - -
where
Fom(A) = % / f(Acos(a)) cos(ma)do (2.7)
Fsm(A) = % / f(Acos(a))sin(ma)da. (2.8)

The first zone output (around the carrier frequency f.) of the bandpass filter can be

expressed as

y(t) = Fea(A(l)) cos(wet + o(1)) + Fia(A(t)) sin(wel + ¢(t))
= F(A(1)) cos{w.t + o(t) + D(A(L))}. (2.9)
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This is the same expression as in (2.4) with

F(A) = \JF2(4) + F2 ()
O(A) = —tan(Fs1(A)/F.1(A))

The complex function (F.1(A) + jFs1(A))/A is known as a describing function in
control theory or Chebyshev transform of f(x) [64]. Note that when f(A cos(a))
is an even function, F(A) = F.1(A) and ®(A) = 0. In the next subsections, we

consider, simple but widely used, nonlinear device characteristics.

Simple Nonlinear Models

In terms of the instantaneous and envelope characteristics, we consider three rep-
resentative nonlinear device models: the power series model, the ideal soft limiter,
and the Cann’s model. As noted from Subsection 2.1.1, the power series model is
very useful for analysis since the amplifier characteristics are represented by the lin-
ear summation of the signal term powers. However, the power series model can well
approximate the amplifier curve for a limited range. Hence, it is difficult to test
strong nonlinearities in simulation when there is a very large envelope variation in
input signal.

On the other hand, the ideal soft limiter and Cann’s model can support wide input
range for the amplifier. The importance of the ideal soft limiter is that it physically
represents the ideal SSPA amplifier characteristics. However, the drawback of the
ideal soft limiter is that it can not fully represent the real amplifier characteristics.
This drawback can be overcome by the Cann’s model, where simple parameters are
used to better approximate (represent) the real measured SSPA characteristics.

Ideal Soft Limiter

The ideal soft limiter has the following instantaneous voltage characteristics

B La(t) for |a(t)] <1
flat) = L for |z(t)| > I, ‘ (210)

which is usually used to model an ideal amplifier characteristics. In this case, since

f(Acos(e)) is an even function its corresponding AM/AM and AM/PM are F(A) =
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F.1(A) and ®(A) = 0, respectively. F(A) can be obtained by considering two cases:
A<land A > L.
When A <[, the input signal @ = A cos(a) <[. Thus

s

F(A) = %/0 7rf(Acos(oz))Cos(oz)aloz: l/0 7r%Acosz(oz)aloz
Ly

l (2.11)

When A > [, some of the input signal are clipped and

91 92 03
F(A) = l{/o Lcos(oz)doz—l—/e %Acosz(a)doz—/e L cos*(a)da

s
94 L 27

—I—/ 7Acos2(oz)doz—|—/ Lcos(oz)doz.}.
93 04

Using symmetric property of the integrand,

s

F(A) = % {/091 L cos(a)do + /;/2 %A COSQ(a)dog} (2.12)

where 6; = acos(u) and v = [/A. Hence

47 /2

F(A) = — {sin(@l) —I—% 0 {1 +cos(2a)}da}

1

- & {M+ S5 —0) + 3 sin(r) - %sin@@l)]}

= % {m + %[asin(u) — uM]}

2LA (1 L., o
= —7 (Z 1—(2) —I—asm(z)> (2.13)

s

where we use the fact that sin(6;) = v/1 — u? and cos(6;) = u.

In summary,

LA for A </
(2.14)

]

LA asin( L) + L(1 — £5)3] for A > |,
d(A) = 0. (2.15)

These results are used again in Chapter 4, when we extend the amplifier model used

in [48, 44].
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Power Series Model

The power series representation is one of the most commonly used methods to
represent nonlinear devices because it identifies the contribution of different power
terms. This is especially useful in determining the parameters of predistortion since
predistortion is often realized by compensating low order power terms (usually 3rd
and 5th) [53]. Furthermore, this polynomial model is used, in Chapter 5 and 6, to
analyze nonlinear distortion effects on communication systems.

The AM/AM and AM/PM of the following instantaneous characteristics

y(t) = fa(t) = D ana™(t) (2.16)
(N_l)/2a2m+1 2m+1

FA) = ), - <m+1>A2m+1 (2.17)

o) = 0. (2.18)

This can be easily derived by the binomial expansion of x(¢), and the complete deriva-
tion can be found in [53, pages 160-161]. Note that only odd termsin (2.16) contribute
to AM/AM as in (2.17). This is why only odd order terms are considered in bandpass
nonlinear model.

Cann’s Model

Perhaps, the most widely used SSPA amplifier model in simulation is Cann’s
model which has the instantaneous voltage characteristics [53, 70]

L sen(e()

1+ (L))

J(z(t)) = (2.19)

where s controls the smoothness of the transition from the linear region to satura-
tion region and where [ and L denote the maximum linear instantaneous input and
maximum output voltage, respectively. Figure 2.3(a) shows f(x(¢)) with [ = 0.7 and
L =1 for different s’. As s — oo, the characteristics become that of the ideal soft
limiter given in (2.10). The AM-AM of the Cann’s model can be obtained from the
above equation (2.19) using (2.7), or from (2.17) with the o’s obtained by curve fit-
ting the voltage characteristics in (2.19). Figure 2.3(b) shows the AM-AM of f(x(t))
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Figure 2.3: Cann’s model: (a) instantaneous voltage and (b) envelope voltage char-

acteristics.

in Figure 2.3(a). This figure is obtained by first curve fitting f(x(¢)) in (2.19) by the
polynomial model in (2.16) with N = 19. Then it is plotted according to (2.17). How-
ever, when the AM-AM data (from the real measurement) is available, the following
modified Cann’s AM-AM [51]

LA
[+ (]

can be simply used as a curve-fitting function, which is especially convenient for

F(A) = (2.20)

simulation.

2.2 Multipath Fading Channel

In a wireless channel environment, multiple objects (such as cars, trees, build-
ings) between the transmitter and receiver can reflect the transmitted signal. These
reflected signals can be received with different delays. In addition, the channel can
be time-varying due to the movement of the environment or due to the motion of the
transmitter and receiver. Given this phenomenon, the multipath channel is usually
modeled as a linear time-varying filter. This model was developed by Bello [72] and
is called the ‘wide-sense stationary, uncorrelated scattering” (WSUSS) fading. The
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detailed treatment of this statistical model can be found in the research of Bello [72],
Proakis [73], and Biglieri [74]. In this section, we give an overview of the WSSUS
multipath fading model and highlight the main parameters, which will be used in the
rest of the thesis.

2.2.1 WSUSS Model

In WSUSS, the fading process is modeled as a linear time-varying filter with a
low pass equivalent impulse response hy(t; 7), where hr(t;7) is a complex Gaussian
random process. This is known as a Rayleigh fading channel when the mean of the
process is zero. For the cases where there is a strong direct path, the process has a
nonzero mean and is called Rician fading [73]. In this thesis, we only focus on the
Rayleigh fading channel.

The impulse response hy(t; 7) is the response at time ¢ due to an impulse at time
t — 7. Hence, if x1(?) is the low pass equivalent input signal to the channel, the low
pass equivalent output signal rp(t) is given by

rp(t) = /_OO hy(t; T)ar(t — 7)dr. (2.21)

o0

The assumption for WSSUS is that the correlation between the channel outputs at
two different times only depends on the time difference, and that the channel outputs

at different path delays are uncorrelated. This can be mathematically described by
Elhp(t;m)hi(t+ Aty )] = o(m; At)d(m2 — 1) (2.22)

where 6(t) is the Dirac delta function; E[X] denotes the expectation of random vari-
able X; ¢(7;0) denotes the amount of power received at a given delay 7 and is called
‘multipath intensity profile’. The range of 7 at which ¢(7;0) is nonzero, is called the
‘multipath delay spread’, T,, [73].

The channel frequency response Hp(f;t) is the Fourier transformation of the im-
pulse response hr(t;7). The correlation between the frequency responses at two

different frequencies is given by

O(f1, f2;At) = E[HL(fi;t)HL(fost + At)]
N /_ o(1; At) exp(—j2n(f — fi)7)dT. (2.23)
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The correlation depends only on the frequency separation (fa— f1) for a given At. The
minimum frequency separation needed to have the frequency responses uncorrelated
is called the ‘coherence bandwidth’, B., and it is defined as the inverse of multipath

delay spread by
B.=1/T,. (2.24)

If the signal bandwidth is much smaller than the coherence bandwidth B., the signal
spectrum undergoes the same attenuation; this channel is a frequency nonselective
fading channel (or flat fading). On the contrary, when the signal bandwidth is larger
than the coherence bandwidth B., the channel is a frequency selective fading channel,
and the signal spectrum will undergo different attenuation.

The time-varying nature of the channel impulse response can also be described
by ®(f1, f2; At) by fixing the values of fi and f,. In particular, ®(0; At) measures
the time correlation of the received tone. The Fourier transform of ®(0; At) is the
‘Doppler power spectral density’,

S(A) = /OO O(0; 7) exp(—j2mAT)dr. (2.25)

o0

The range of A at which S(A) is nonzero, denotes the ‘Doppler spread’, By. It is

defined as the inverse of ‘coherence time’, Ty by
By =1/1,. (2.26)

The coherence time T,; denotes the largest time difference for which the responses
are correlated. The smaller the value of T, the more rapidly the channel response
changes with time. If T} is much larger than the symbol duration T, the fading is said
to be slowly varying. Throughout this thesis, we consider the slow fading channel in
which the channel responses are constant over the symbol duration, T,. In the next
subsection, we describe this WSSUS model more explicitly with a channel impulse

respomnse.

2.2.2 Channel Response

We can obtain the mathematical model for the time varying impulse response of

the channel, by noting the Doppler effect and the time resolution of the filter. The
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Figure 2.4: Multipath channel.

Doppler effect is the phenomena of variation in frequency of any transmitted wave as
the source and observer approach or move away. Hence, if the n-th arriving path to
the moving vehicle has an angle 8,, with respect to moving direction (as in Figure 2.4),

the frequency of the arriving path is shifted by

fo = facost, (2.27)
fo=fev/e (2.28)

where v is the vehicular speed and ¢ is the speed of light, and f. is the carrier
frequency [75]. The filter with bandwidth W can resolve (or distinguish) two distinct
pulses with separation of 7 if 7 > W~! [73]. Hence, the channel impulse response can

be modeled as

hi(t;m) = ) Ba(t)S(r = 7) (2.29)

where N is the number of resolvable path groups, and the complex coefficient for the

n-th path group

In
Balt) = Zﬁn,iexp{j@wfsw%)} (2.30)

where [, is the number of the unresolved paths of n-th group. The amplitude, phase
and Doppler shift of i-th path of n-th group are 3, ;, ¢,;, and f; ;, respectively. The
above process (3, () can be well approximated by the complex Gaussian process (from
the central limit theorem), if [, is a moderately large number (e.g., larger than 5) and
¢, 18 uniformly distributed. In this case, the magnitude |3,(¢)| becomes Rayleigh

and the phase Z3,(t) becomes a uniform random variable.
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Frequency Selectivity

When N =1 (i.e., all the delays are less than W ™), the channel simplifies to the
multiplicative channel with the received signal

r(t) = /_OO hy(t; T)ar(t — 7)dr.

o0

= Bt)zr(t — 7). (2.31)

In this case, all the path energy is concentrated in one group with maximum delay
less than W1, that is, T, < W~!. From (2.24), the signal bandwidth (receiver filter
bandwidth) W, is smaller than the coherence bandwidth B., resulting in the same
attenuation of all the signal spectrum. This multiplicative channel is usually called
the frequency nonselective channel or flat fading. On the other hand, when N > 1,

the received signal

r(t) = Y Balt)ur(t — ) (2.32)

where N = |WT,,| +1[73]. In this case, the signal bandwidth, W, is larger than the
coherence bandwidth B., resulting in a different attenuation of the signal spectrum:

the frequency selective channel.

Time Selectivity

The time varying nature of the channel can be observed from the variation of the
path coefficient 3,(¢). From the WSSUS assumption, the coefficients for the different
path groups are uncorrelated. The time correlation between the same path group

Bn(t) at time t and ¢ + At is

In

E[B.()35(t+ At)] = Y B2 Elexp{—j(27 fycos 0, ;At)}]. (2.33)

=1
If we assume the 6, ; to be a independent, identically distributed (iid) random variable

uniformly distributed over [0, 27],

5L 2
B (0 + A1) = Zﬁ{gi / exp{—j(%fdcosen,im}den,j}
In
= {D_ A2 fadt) (2.34)
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where J,(x) is the zero-th order Bessel function. The n-th order Bessel function is

defined as

1 2

Jo(x) = - exp{—jxsinf — jnd}do. (2.35)

In summary,

E[B.(1)35(t + At)] {Z@ JJ.(27 fa AL (n — m). (2.36)

In this thesis, however, we mainly consider a slowly varying fading channel so that

the fade level is approximately constant over a symbol duration.

Multipath Intensity Profile

When an impulse is applied to the channel, the average received power at the

output of a multi-path channel is given by

S B (2.37)
Hence, the intensity profile defined in (;2)
¢(730) = Elho(t;7)hL(L;7)]
= iE[Iﬁn(t)IZWT — Tn) (2.38)

represents the average power strength distribution as a function of the delay. With
the intensity profile, the time dispersion of the channel can be represented by the root

mean square (rms) delay spread [76]
Trms — E[Tz] — EQ[T] (239)

where
foo Tiqb(r' 0)dr
fo (1;0)dr

_ S EIB0E 210
2on=1 ElBa()]

This gives time dispersion of the channel in the average sense, compared to the

E[TZ]

multipath delay spread T,,. This is because channels that have the same T, can
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Figure 2.5: Mobile radio channel.

have very different intensity profiles, thus affecting system performance. The typical
value of 7,5 1s on the order of nanoseconds for indoor channels and on the order of

microseconds for outdoor channels.

Channel Propagation Loss

The distance separation (d) between the transmitter and receiver reduces the
average received power. In a single-path free-space propagation, if the transmitted
power is P, the received signal has power

2
C
P, = PG.G, | ——
Gl <4fc7rd>

where GGy and G, are the transmitter and receiver antenna gains, respectively [76].
Hence, the received power is reduced by a factor of 20 dB for every decade of distance.
In a mobile radio channel, as shown in Figure 2.5, where the height of the antennas
are hy and hy, respectively, it can be easily shown [76] that the received power

P o= PthGr%. (2.41)
In the above derivation, two paths (a direct and a perfectly reflected path) are con-
sidered and it is assumed that d > max(hq,h2). The received power decreases at
a rate of 40 dB/decade compared to 20 dB/decade in free space propagation. The
actual received power attenuation varies between 20 dB/decade and 60 dB/decade,
depending on the environment (whether in office, house, factory, outdoors, or other
situations) [76]. In this thesis, we model the distance power loss to be 40 dB/decade,

which is typically the case for cellular radio environments.
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2.3 Multicarrier Modulation

As mentioned in Chapter 1, in a multicarrier system a high-speed data stream is
split into several slower streams, each of which is transmitted on a separate carrier.
Inter-symbol-interference (ISI) from the multipath on each carrier is significantly
reduced by a long symbol duration relative to the channel delay spread. Moreover,
the residual IST between MCM symbols can be eliminated by the insertion of a guard
interval periodically between MCM symbols. In this section, we review in detail basic
operational principles of conventional multicarrier modulation (so called, OFDM). We
then describe the multicarrier CDMA system (MC-CDMA) model as well as the basic
system assumptions used in the rest of the thesis. And, finally, we discuss the novel
problems of MC-CDMA systems which emerged from their application in the context

of multi-user communication systems and power consumption.

2.3.1 An MCM System Model

The basic form of MCM signals is

o0

z(t) = Y Refzp(t—nl,)e” '}, (2.42)

n=—0oo

In (2.42), the lowpass equivalent signal @1,(¢), of #(¢) in the time interval [nT5, (n + 1)T5],
is given by

M-1
rr(t —nTs) = Z X, (q)e ¥ =Ty (1 — nT,) (2.43)

9=0
where f. and f, = ¢/T; are the carrier frequency and frequency separation between
the ¢-th subcarrier and carrier frequency, respectively. X, (¢q) denotes the complex
data of the ¢-th subcarrier at the n-th block. The alphabet for X, (¢) is determined
by the modulation scheme for each carrier. In this thesis, we restrict our interest to
Re{X,(q)} € {£1} and Im{X,,(¢)} € {0, %1} (i.e., BPSK or QPSK modulation for

each carrier). A unit rectangular pulse in [0, 7] is denoted by

1 0<t< T,
pr.(t) = '
(0 otherwise.
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Figure 2.6: OFDM modulation by IDFT.

As a result of rectangular pulse shaping for each carrier, the power spectral density
function of each channel is a sinc function, generating large sidelobes. These sidelobes
can be reduced by either a filtering or a time window function.

The classic treatment of the window function in MCMs can be found in the papers
of Weinstein [8] and Ochiai [36]. Filtered MCMs, on the other hand, will be used in
Chapter 4 of this thesis.

In practice, to reduce the large number of oscillators in this modulation/demodulation
scheme, the Discrete Fourier transform (DFT) technique is often utilized. In the fol-

lowing, we describe the DFT realization of MCM signals, which is commonly referred

to as OFDM.

OFDM: DFT Implementation

The block diagram of an OFDM transmitter is shown in Figure 2.6. This scheme
operates block-wise, taking M complex data symbols (X,(0), X, (1), -+, X,(M —1)),
and yielding the following M complex sequence out of the inverse DET (IDFT)

va(i) = Y Xalge, i=0,1,...,M—1, (2.44)

Note that the discrete time sequence {x,(¢)} corresponds to the samples of x5 (?) at
time t = nTs + 1Ts/M,0 < ¢ < M. The sequence is then low pass filtered (D/A)
to approximate the n-th block (i.e. n-th OFDM symbol) of x1(¢) in time interval
nTs <t < (n+1)T,. The demodulation of MCM signals is in essence an inverse

process of modulation, as shown in Figure 2.7.
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Figure 2.8: Guard interval and cyclic prefix.

Channel Dispersion: Guard Interval and Cyclic Prefix

In order to eliminate the ISI between OFDM symbols (blocks) from the channel
delay spread, a guard interval (about the same time duration of multipath delay
spread) is inserted at the start of each block periodically. Furthermore, the tail
of each block is repeated in the guard interval [73, page 691]. That is, when the
channel dispersion spans v + 1 signal samples, as shown in Figure 2.8, a sequence
{zn(=v), ..o yan(=1),2,(0), ..., 2, (M — 1)}, with a,(—i) = (M — 1), 1 <1 < v,
is transmitted instead of M samples of sequence. The disadvantage of this guard
interval is the loss of data rate by a factor of (M + v)/M for a given T,. Nonetheless,

this repetition is still needed to preserve orthogonality between each carrier after
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demodulation with DFT. Although the system model is based on the assumption
that a proper length of a guard interval is included, all the results are obtained with
the assumption that there is no data rate loss (or effective energy loss for a fixed data
rate) by the guard interval. This is because all the results can be easily scaled for
a given length of the guard interval, and also when the number of carriers become
large, the data rate loss becomes negligible.

Note that the multiplication of the DFT of two sequences is equivalent to the
circular convolution of the two sequences in time domain, not to the conventional
sliding convolution. However, the output of the multipath channel is the conventional
sliding convolution of the transmitted signal and channel impulse response. In more
detail, suppose the discrete time channel response for the n-th block is nonzero only
for v samples, {h,(i),0 <i < v}, as shown in Figure 2.8. Then the output sequence
of the channel is the sliding convolution of {x,(:)} and {h, ()} given by

rali) = > hali)eali =)

= > hali)ali = ). (2.45)

With the cyclic prefix in {x,(¢)}, {r.(¢),1 <i < M} becomes
Zh x(i—j) = Zh ((t —7)m) (2.46)

= Zh ((i — j)wmr) (2.47)

where (¢ — j)p =1 — j modulo M, and the last equation denotes the circular convo-
lution of {z,(¢)} and {h,(7)}.
Hence, without noise in the channel, the output sequence of the DFT in the

demodulator is just the multiplication of the DFT of {x,(:)} and {h,(:)}, given by

DET({ru(1)}) = {Ra(q)} = {Ha(q)Xn(q)} (2.48)

where H,(q) denotes the DFT of {h,(7)},

> ha(i)e M for g =0,... M — 1. (2.49)
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From (2.48), it is clear that with the cyclic prefix in {x,,(¢)} the effect of the multipath
on the transmitted signals is merely a scaling of the amplitude and phase shift of each
subcarrier. The amplitude and phase information of the channel is usually available

at the receiver for coherent detection, eliminating the need of a complex equalizer.

Channel Coding and Interleaving

The bit error rate performance of OFDM in a Rayleigh multi-path fading channel
without channel coding is the same as that of a single carrier with flat Rayleigh fading,
which is only a linear inverse in the signal-to-noise power ratio. Hence, in order to
improve performance usually channel coding (error correction coding) is necessary in
OFDM system. With channel coding, the structured redundant bits are added to the
information bits to protect the information bits from errors.

Usually, most codes are designed to combat random independent errors, whereas
channels (such as slowly varying multipath fading) can cause dependent signal im-
pairment. Hence, in order to break the channel memory effects, interleaving and
deinterleaving (so called time diversity) is usually adopted in coded systems. In-
terleaving is a process of reordering symbols in coded streams in such a way that
the received code symbols after deinterleaving are merely independent of each other.
Throughout the rest of the thesis, perfect interleaving is assumed, that is, all the code

symbols are assumed independent of each other.

Envelope Variation of MCM: Peak-to-Mean-Envelope-Power-Ratio

The instantaneous power of x(t), assuming a rectangular window, is

" M-1M-1 N 4
(ee(t)(ze() = D> Xa(g)X,, (k)el !
q=0 k=0

M-1 M-1 M-1

M-1
= M + 2Re {Z RX(m)eﬂ”mt/Ts} (2.50)
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where we assume |X,(¢)]* = 1, and Rx(m) denotes an aperiodic autocorrelation
function of sequence {X,(¢)}, given by

R(m) = 30 Xu(k)X] (k4 m).

k=0

The mean envelope power of x,() is defined as

1 (n-I—I)TS
T/n lzn(4))?dt = M.
and the peak envelope power of x(t) is defined as
max |z ().

For the sequence { X, (¢)} of independent data, the peak envelope power occurs when

{X.(q)} are all in-phase at time t = 0, yielding
max e ()] = M?

Hence, the peak-to-mean-envelope-power-ratio (PMEPR) of MCM with random data

is
1 (n-I—I)TS
maxlan(OF {3 [ el p = b

which increases linearly with the number of carriers. However, this is very undesirable
for power efficient and linear amplification, as is explained in Chapter 3. The block
channel coding schemes proposed in the work of Ochiai [35, 36] and Davis [39] restrict
{X,(q)} as a codeword with which Rx(m) in (2.50) has small values, resulting in
smaller PMEPR. Yet, at present, this scheme is only applicable for a small number
of carriers because of the decreasing code rate and error correction property that
accompanies increasing M [39]. In this thesis, the techniques of reducing PMEPR
(including the block coding schemes) are not considered. This is not only because the
present block coding schemes is immature, but also to understand, in fundamental,
the nonlinear effects on the conventional multicarrier communication systems when
no techniques are applied. Nonetheless, we do consider techniques, as introduced in

Chapter 4, for reducing power consumption, even operating in a linear region with

very high PMEPR signals.
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2.3.2 Multi-User Communication Systems: MC-CDMA
Multi-User Communications

In multi-user communications, multiple users access a common channel to trans-
mit information to the receiver. Multiple access can be achieved in several different
ways. The most commonly used access schemes are time division multiple access
(TDMA), frequency division multiple access (FDMA), and code division multiple
access (CDMA). In TDMA each user is exclusively allocated particular time slots
(subintervals) and in FDMA each user is allocated frequency slots (subbands), re-
spectively. In CDMA, all the users share the entire bandwidth and can transmit
signals at any time, but their signals are distinguished by a signature code (unique
code sequence) assigned to each user.

The CDMA is a form of spread spectrum (SS) where the transmission bandwidth
(W) is much larger than the data rate (R;). The signature code (spreading code) is
used to both spread the signal bandwidth at the transmitter and despread the signal
at the receiver. The despreading process not only helps distinguish user signals but

also suppresses interference, such as multipath and jamming.

In SS systems, the data signal of user &, denoted by dy.(t) = >~ d9 pr.(t—yTs)

j=—oc0 'k
where dg) € {£1}, is multiplied by a spreading code ay(t) = E;’;_OO 252—01 ag) pr.(t—
iT. — jTs) where the chip sequence {ag)} € {£1}. The ratio of the data symbol
duration T} to the chip duration 7. is the spreading gain of the system and is denoted

by
N = T,T. > 1. (2.51)

It is desirable for a spreading code to appear random to users other than the intended
user. In practice, a pseudo-random spreading code is used for the convenience of both
generation and synchronization by the receiver: for the intended user the signal is
deterministic and periodic, whereas it appears to have the statistical properties of
sampled white noise for the unintended user [77, 78]. Pseudo-random codes such as
maximal-length, orthogonal, Gold, and Kasami code, exhibit different characteristics
in terms of code length, auto and cross correlation properties. Hence, the performance

of SS systems will be affected by the choice of code. However, in order to avoid
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discrepancies in performance with a specific code, in this thesis we elected to work with
(4)

the average performance using a random spreading code. In other words, a,’ € {£1}

is modeled as an iid random variable with equal probabilities.

MC-CDMA System

So far, we have reviewed the fundamental principles of OFDM and SS modula-
tion, as well as CDMA. In this subsection, we describe the basic system model for
MC-CDMA considered in this thesis. Different types of MC-CDMA can be found
in [79, 80]. The MC-CDMA considered here has M subcarriers, and each subcarrier
is binary phase shift keying (BPSK) modulated. The data stream of the ¢-th carrier
of the k-th user is denoted by

deg(t) = Y dP pr.(t—jTy) (2.52)

j=—o0

where the data sequence {dk . € {E1}}132_ ., is a sequence of iid data symbols (per-

]_—OO

fectly interleaved code symbols for coded systems) with equal probability. The BPSK

modulated signal on the ¢-th carrier is then multiplied by a random spreading code

z

agq( Z ay (@) o pr.(t =T, = nTy) (2.53)

- 7

I
=]

where the chip sequence {agz € {£1}}Y5" is a sequence of iid random variables with

equal probabilities. Each spreading code has a chip duration of
T. = T,/N = MT,R./N (2.54)

where N is the spreading gain of the system, R. is the code rate in information bits
per coded bit, and Ty, = R; ' is the information bit duration before channel encoding.

Hence, (coded) MC-CDMA signals have the form

oo M-1

\/ﬁ Z Z diq(t)ar,q(t) cos{(we +wy)t + Oy 4} (2.55)

n=—oc ¢q=0

where Py, is the power per carrier of the k-th user, w, is the carrier frequency and 0y,

is an iid random variable uniformly distributed over [0,27). The separation between
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g-th carrier frequency and center frequency w, is denoted by w, = 2mq/T.. Note
that the carrier separation is a multiple of 1/7, (not 1/Ts) in order to maintain the

orthogonality between each carrier.

System Bandwidth and Design Consideration of MC-CDMA.

If we define the signal bandwidth as a null-to-null bandwidth, each subcarrier of
the MC-CDMA system has a bandwidth of 2/T.. Thus, the overall system bandwidth

with M carriers becomes

M+12 M+1
o Mrl (2.56)

W= T. T.

For a given bandwidth W, code rate R., and data rate Ry, the spreading gain factor

T, MT,R. M WR.
N = — = = . 2.
T, T, M+1 R (2:57)

With a multi-carrier system, the chip duration 7. is longer than the chip duration

(T..1) of a single carrier systems by a factor of

T.  M+1
T.. 2

(2.58)

from the following relationship

2 M+12
W= = =
T, 2 T,

In addition, the spreading gain of a multicarrier signal is approximately double that

(N7) of a single carrier system when M is large, since

1 WR, M +1
N, = - — N. 9.
! 2 R, 2M (2.59)

Since we want the multipath fading for each modulated carrier to be flat, the
bandwidth of each carrier needs to be smaller than the coherence bandwidth B..

Thus,

Multiplying the above equation by (M + 1)/2 yields,
M+ 1 3 - M + 1L

== . = 2 T
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Table 2.1: The minimum required M for flat fading

GSM Model (W Hz) Rural | Urban | Hilly

T (o sec) 0.5 5 17
min{M} (IMHz, 4MHz) | 1, 3 9,39 | 33,135

As a result, for a given bandwidth W and delay spread T},, the required M to insure

flat fading for each carrier is
M > [2WT,] -1 (2.60)

where [2] denotes the largest integer smaller than x+1. Table 2.1 lists the minimum
M, required when W is 1 Mhz and 4 Mhz, with the GSM-recommended multipath
model [81]. In the GSM-recommended model, the delay spread is obtained for typical
rural, urban, and hilly areas. In the hilly areas, the delay spread is relatively large,

requiring larger M than other areas.

Cellular Radio Systems

The typical cellular radio systems consist of a collection of nearly disjointed cells
with a base station located at the center of each cell as shown in Figure 2.9. In this
thesis, however, we confine our research to a single cell system, only one base station
supporting multiple users as shown in Figure 2.10. In addition, we only consider the
communication link from mobile user to base station, which is commonly named as a
reverse link. The reverse link is not only generally considered a performance limiting
link but also a power limited link because of the power consumption of the handsets.

Unlike the forward link (communication from base to mobiles), in the reverse link
it is a difficult task for a base station to control (synchronize) the received data bit
starting time of all the users. Even in those cases where all users transmit signals
simultaneously, the received signals have different delays when the distance of the
users to the base station differs. Due to this condition, the reverse link is usually
asynchronous. Therefore, in this thesis, a random delay is added to the starting bit

time of each user. Each delay is modeled as an iid uniform random variable distributed
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Figure 2.11: Amplifier output power of users.

over one symbol duration ([0, T5]).

The variations in distances of the users from the base can provide quite different
multipath fading environments to the users. In this thesis, it is assumed that each user
undergoes independent fading. Also, the propagation loss causes variations of the av-
erage received power depending on user distances. The signal power of users near the
base can interfere significantly with signals from more distant users, degrading overall
cell performance. This is known as ‘near-far effect’. Power control mitigates ‘near-far
effect’ by keeping all the average received power at the base station at the same level
regardless of their locations [58]. In this thesis, we assume perfect power control, that
is, the average received signal powers from users are the same. Nonetheless, note that
instantaneous received powers may vary because of the multipath fading.

The conventional use of power control in a multi-user system raises very important
novel issues regarding amplifier power consumption and nonlinear effects. In the case
of perfect power control with a propagation loss proportional to the distance to the
y-th power, if user 2 (at distance ry from the base), in Figure 2.10, is transmitting
the average output power Py, the average output power P; of user 1 (r; from the

base) should be smaller than P, by a factor of
Fg . (TQ ) v
Fl B ™
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as shown in Figure 2.11. In other words, user 2 is operating closer to saturation than
user 1. Also, if nonconstant envelope modulated signals are used, then user 1 will
undergo not only linear interference from user 2, but also nonlinear interference (IMD
products). As mentioned in Chapter 1, this raises two important questions. The first
question is how user location, which determines the degree of nonlinearity, affects
the desired user’s BER. The second question is how we find the sets of nonlinearities
which will ensure minimum power consumption for all users in a given cell. Chapter 6

will develop optimization and analytical methods to understand these issues.
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CHAPTER 3

Performance Measures for Power Optimization of

Communication Systems

3.1 Introduction

The need for low power consumption is well recognized in current and future
mobile personal communications. Battery life now becomes one of the most important
factors determining the size and weight of portable terminals. Hence, prolonging
battery life or efficient usage of a battery becomes an important goal in wireless
communications.

Conventionally, this goal of minimizing power consumption has been achieved
by using power efficient transmitter amplifiers and by reducing the required average
transmitted power for a given transmission reliability. The latter is achieved by using
powerful channel coding schemes [82] whereas the former is accomplished by using
power efficient nonlinear amplifiers with constant envelope modulation schemes, such
as quadrature phase shift keying (QPSK) and minimum shift keying (MSK). With
constant envelope modulation schemes, a transmitter power amplifier can operate in
the nonlinear saturation region, where the efficiency of the power amplifier is largest,
without distorting the modulated signal waveform.

Now, nonconstant envelope modulation schemes, which provide greater bandwidth
efficiency, are preferred: such as pulse shaped QPSK, quadrature amplitude modu-
lation (QAM) and OFDM. The larger bandwidth efficiency can support higher data
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Figure 3.1: Power efficiency versus PMEPR for different modulation schemes.

transmission with less adjacent channel interference.

However, when a nonconstant envelope modulation is passed through a nonlin-
earity, in-band and adjacent channel interference is created. For linear amplification,
the power efficiency of conventional amplifier (class A) is an inverse linear func-
tion of the peak-to-mean-envelope-power ratio (PMEPR) as shown in Figure 3.1 (see
Appendix A). As a result, high PMEPR modulation schemes waste a great amount
of available power for linear amplification, thus allowing a certain degree of nonlinear
amplification, even for nonconstant envelope signals.

To quantify nonlinear effects or optimize power consumption, several performance
measures are currently being used. To quantify the out-of-band interference from the
nonlinearity, adjacent channel power ratio (ACPR) is often employed. It will also be
employed in this thesis as well. When the in-band interference from the nonlinearity is
a major concern, authors of recent papers [40, 49, 50, 41, 51, 52] use total degradation
(TD) as an objective function for finding an optimum driving level (or optimum
output backoff) of the amplifier. However, the justification for this function has
remained intuitive, and, as shown in this chapter, the conventional objective function,

TD, is only applicable when quantifying system power consumption with fixed dc bias
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amplifiers where the dc power is constant!.
In this chapter, we introduce a more general objective function, total dc power
degradation (TDD), to quantify and optimize power consumption of the systems

employing nonlinear amplifiers.

3.2 Performance Measures

The intuitive justification used in conventional TD can not tell us the underlying
mechanism of the optimization process, nor the type of the amplifier that can be
optimized. In short, it is not clear what is really being optimized. In this section, after
a brief review of the intuitive justification behind TD, we will derive a more general
objective function, TDD, which can accommodate non-fixed dc bias amplifiers. It
will be shown that TD is in essence a special case of TDD when the amplifier dc
power is constant.

Second, we review the validity of the assumptions made for the proposed function
TDD. In doing so, we introduce generalized TDD (GTDD), which is a modified
TDD, to obtain more accurate results when the assumptions are not practical or
when system power consumption with different amplifiers needs to be compared. It
is very important to note that the main role of TD or TDD is to find an optimum
driving level for a given amplifier, and can not be used alone to compare system power
consumption with different amplifiers.

Finally, we close this section with a discussion of the performance measure for

out-of-band interference, ACPR.

3.2.1 Conventional Objective Function, TD

The conventional definition of TD is as follows:

TD = OBO (dB)+ Ag,/n, (0OBO) (dB) (3.1)

!Technically, the fixed dc bias does not imply that dc power is constant for all input power range.
However, throughout this thesis it is implicitly assumed that the dc power is constant for a fixed
bias scheme, which is usually true for class A amplifiers.
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where the amplifier outback off (OBO) is a ratio of the amplifier output saturation

power to the average output power given by
OBO = P,./P, (3.2)

The smaller the OBO, the closer the average output power to the maximum avail-
able output power. In turn, the amplifier becomes more power efficient, but with
drawback of more signal distortion for nonconstant envelope signals. This degrada-

tion, so called Fj,/Ng degradation, is denoted by
Ag, N, (OBO) = E,/No(OBO) (dB) — Ey/Ny(linear) (dB) (3.3)

where E,/No(OBO) is the required average received signal energy-per-bit-to-noise
density ratio to meet a target BER (e.g., 107*) at a given OBO. This E;,/No(OBO)
is always greater than or equal to that with a linear amplifier (Fy/No(linear)).

The FE,/Ng degradation can be reduced by operating the amplifier with a large
backoff (linear region). However, operations with a large backoff increase the power
consumption of the amplifier, and this loss is described by the OBO term in (3.1).
Thus, we can expect an optimum OBO which yields the smallest loss from the sum of
the two opposing terms in dB: signal distortion (Ag, /n, (OB0O)) and power loss of the
amplifier (OBO). This is the intuitive justification of the concept of TD. However, in

the next subsection, we indeed derive a more general objective function TDD.

3.2.2 Proposed Objective Function, TDD

The assumptions behind TDD with the amplifier setup in Figure 3.2 are as follows:

1) Amplifier gain (G' = output power/input power) is high.

2) The dc power, P,.(t), has a maximum value of Py .

3) Saturation power is related to the maximum dc power,

by Psat = aPyem, (0 < a < 1).

Assumption 1 comes from the fact that a transmitter power amplifier is usually a high
gain amplifier. Since the amplifier gain is high, the input signal power is negligible,
compared to the output power (which is less than dc power). We will re-examine this

assumption in the next subsection.
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Figure 3.2: Amplifier characteristics.

Neglecting the input power, the only available power source is dc power Py.(t).
Hence, the optimum system needs the smallest average dc power Py to meet the
target BER. The digital signal processing power in the transmitter and receiver is not
considered, because power consumption in digital circuits are determined by different
factors, such as a clock speed and switching activity. Assumptions 2 and 3 come from
the physics of the amplifier.

Now, we will show that minimizing TDD is equivalent to minimizing average dc
power needed to meet target BER. In addition, we will show that TD is only valid
for a fixed bias scheme, which will presented in the following derivation of TDD.

We first define the function
S(OBO) = Pjen | Pie (3.4)

where S(OBO) > 1, and the equality holds for the fixed bias scheme for all OBOs.
This quantity denotes either a dc power saving that can be achieved by using a dc
bias controlled amplifier, or a power calculation correction term that is needed for

any amplifier which has a non-fixed dc power.

Writing (3.4) in dB gives
Piem(dB) = P (dB) + S(OBO) (dB). (3.5)

If the channel propagation gain is ¢, the average received power, P,, equals g times

the average output power of the amplifier, P,. Then, from the definition of OBO in
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(3.2),
P,.: = OBOP,(OBO) = OBOP,(0BO)/qg. (3.6)
From assumption 3 (Pes = aPye, ), the above equation can be rewritten as
Piem (dB) = P.(OBO) (dB) + OBO (dB) — ag (dB). (3.7)
From (3.5) and (3.7),
Pi(dB) = P.(OBO) (dB) + OBO (dB) — S(OBO) (dB) — ag (dB).  (3.8)
Since o and ¢ do not depend on OBO, the OBO which minimizes the term
P.(OBO) (dB) + OBO (dB) — S(OBO) (dB) (3.9)

minimizes the required average dc power for a given required BER. This is equivalent

to minimizing the following term,

TDD (dB) = P,(OBO) (dB) + OBO (dB) — S(OBO) (dB) (3.10)
+ Ty/No (dB) — Ey/No(linear) (dB)
= OBO (dB) — S(OBO) (dB) + Ag,/n,(OBO) (dB)  (3.11)

where E,/No(OBO) = P,(OBO)T;,/Ny. This is because the information bit duration
Ty, noise spectral density level Ny, and Fj,/Ny(linear) are independent of the amplifier
nonlinearities (OBOs).

In summary,
TDD (dB) = OBO (dB) — S(OBO) (dB) 4+ Ag,/n,(OBO) (dB). (3.12)

An optimum OBO to minimize P4, also gives the minimum value of TDD. The first
two terms in (3.12) represent the amplifier inefficiency and the last term denotes the
receiver performance degradation from the nonlinear signal distortion. Only for fixed
bias does TDD equal TD, since S(OBO) = 0 dB in this case. As can be seen, TD can
not account for the dc power consumption accurately when dc power is not constant.

Thus, TD should be used only with fixed dc bias amplifiers.
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3.2.3 Notes on TDD and Its Generalization

In this subsection, we briefly discuss ways to modify TDD to consider input power
and o« in (3.8). The total available power source includes not only dc power also
input power. Input power consumption can not be ignored when the amplifier gain
(G) is small. Even when the gain of the amplifier is high in the linear region (high
OBOs), the gain decreases as OBO becomes smaller. This is because the output
power remains almost constant in the saturation region even with increased input

power. Hence, when the G is small, the following quantity, fractional input power FI

(dB), needs to be added to TDD (dB) in (3.12):

FHOBO)@B)::]0bg<1+zzg¥%ﬁ>

Pr(0BO)

a ‘ﬂOBOB> (313

= 10log (1 + (G(OBO)) 050
and the average amplifier gain is denoted by G(OBO) = P,(0OBO)/P:(OBO) for
a given OBO. In Chapter 4, we will show quantitatively when this fractional input
power has to be added. Moreover, it will be shown in Chapter 4 that the term FI can
be safely ignored when the G in linear region is larger than 20 dB (which is usually
true in practice) even for low OBOs.

In order to quantify power consumption with different amplifiers, o should be
included, since different amplifiers have different o’s.
Thus, when more accurate device level system optimization is needed, a more

general objective function, generalized TDD (GTDD),
GTDD (dB) = TDD(OBO) (dB) 4+ FI(OBO) (dB) —a (dB)  (3.14)

can be used. For a higher level system optimization, TDD has some advantages
over GTDD in its simple expression and in its independence of absolute amplifier

parameters such as « or G.

3.2.4 Out-of-Band Interference

The out-of-band interference power is usually quantified by the ACPR, which is

defined as a ratio of the out-of-band signal power in the adjacent channel to the
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Figure 3.3: PSD of the desired signal and adjacent channel signals.

in-band signal power, given as

FoB S df + [P S () df
ACPR(B) — %P fc+BS (f;c;;
fe—B ¢

where [— B, B] is the desired in-band, and S,(f) is the power spectral density of the

(3.15)

amplified signal s,(¢). A slightly different version of ACPR can be found in the works
of Kenney [4] and Sevic [83]. However, all the definitions of ACPR share the fact that
they indicate more spectral regrowth for large ACPR.

3.3 Conclusion

In this chapter, we have proposed a more general objective function TDD for op-
timizing communication system power consumption with nonlinear amplifiers. We
have shown that the conventional objective function TD is only useful when opti-
mizing system power consumption with fixed dc bias amplifiers. We also carefully
re-examined the basic assumptions behind TDD, and provided GTDD to accommo-
date input power and « which are neglected in TDD. Finally, we presented the ACPR
that will be used in the rest of the thesis. In the following chapter, with the pro-
posed measure TDD, a methodology is presented to optimize power consumption for

a general class of amplifiers, including the adaptive dc bias controlled amplifier.
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CHAPTER 4

Power Optimization of OFDM with dc Bias
Controlled Amplifiers

4.1 Introduction

In the last chapter, an objective function for optimizing power consumption of
communication systems with nonlinear power amplifiers was proposed. In this chap-
ter, with this objective function, a methodology is presented to optimize power con-
sumption with a general class of amplifiers, including recently proposed adaptive dc
bias controlled amplifiers [44]. These techniques [44, 45, 46, 47, 48] for adaptively con-
trolling the dc bias of a power amplifier are of considerable interest because of their
high efficiency and linearity. For communication systems, single carrier pulse shaped
quadrature phase shift keying (QPSK) and orthogonal frequency division multiplex-
ing (OFDM) modulation schemes are considered because of the difference in their
envelope variations: QPSK has relatively smaller envelope variations whereas OFDM
has large variations.

This chapter is organized as follows. Section 4.2 presents the communication sys-
tem model. In addition, this section discusses the basic principles and main param-
eters of dc bias controlled amplifiers. In particular, we consider three different types
of dc bias controlled amplifiers: (1) fixed, (2) single, and (3) dual dc bias controlled
amplifiers. Section 4.3 provides a simplified asymptotic analysis of the amplifier in-

efficiency term to demonstrate potential power reduction from the bias controlled
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Figure 4.1: OFDM transmitter.

schemes. Section 4.4 shows the bit error rate (BER) and adjacent channel power
ratio (ACPR) obtained through computer simulation, which quantify the nonlinear
effects of the amplifier. We then quantify and compare power consumption with the

bias schemes. Section 4.5 summarizes the main results.

4.2 System Model

4.2.1 Modulation

A block diagram of the transmitter is shown in Figure 4.1. As explained in
Section 2.3.1, the data stream X () is spilt into M streams (serial to parallel process),
each of which is transmitted on a separate carrier. Each carrier is modulated with
QPSK. This modulation scheme is implemented by the inverse fast Fourier transform
technique (IFFT) and operates block-wise every Ty = MT seconds. That is M
symbols are transmitted every T, and each symbol constitutes 2 information bits.

The output of the IFFT is then parallel to serial processed to yield

x(t) = ]\ffﬁc,l §(t=1IT) for t € [0, MT] (4.1)

(=0

where 0(1) is the Dirac delta function, and

v = Y AX(R) 4 X, (k) (42)

where X;(k) € {—1,1} and X, (k) € {—1,1} are information bits. In a single carrier
QPSK transmitter, M is simply set to 1 in (4.1) and (4.2). As can be seen in (4.2),
the signal distribution becomes complex Gaussian (from the central limit theorem)

as M increases, resulting in higher envelope variations.
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Figure 4.2: dc bias controlled amplifier.

Finally, the complex data stream x(?) is low pass filtered by the square root raised

cosine with roll-off factor 3

cos[(1/T + 28)wt] + sin[(1/T — 28)mt](86t)~"

M= (/D)1 — (8507 4
generating the modulated signal
si(1) = Re{A(t)es™ "}
= Vi(t)cos(2m f.t + (1)) (4.4)

where A(t) = x(t)xh(t), Vi(t) = |A(t)] is the envelope voltage of the signal, (¢) = LA(t)

is the phase, and f. is the carrier frequency.

4.2.2 dc Bias Controlled Amplifiers

A dc bias controlled amplifier with time varying envelope signal is illustrated in
Figure 4.2. The envelope of a sample of the input RF signal is detected, and is used
to control the gate “dc” bias voltage Fg(t) and the drain “dc” bias voltage Ep(?).
In a conventional fixed dc bias amplifier, bias voltages are all constant regardless
of the input RF signal envelope. In a single dc bias control, Eg(t) is dynamically
controlled such that the “dc” bias current Ip(t) is forced to be proportional to the
signal envelope [48]. In dual, both Es(t) and Ep(t) are controlled such that each

“dc¢” bias current Ip(t) and bias voltage Vp(t) is forced to be proportional to the
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Figure 4.3: Amplifier characteristics: (a) ideal, and (b) nonideal: A = ¢ = ¢ = 0.05.

signal envelope [44]. Hence, dc power Pu.(t) = Ip(t) Vp(t) changes according to the
envelope in both single and dual bias controlled amplifiers, whereas it is constant in
the fixed bias controlled amplifiers. However, the considered bias schemes all have
the same output power characteristics. It should be noted that output power P,(t)
only depends on the input power and amplifier parameters, not on the bias schemes.

In the following subsection, analytical expression for the amplifier characteristics
are listed. Also, transistor parameters, such as output knee voltage A, output conduc-
tance ¢, and soft cut-off /pinch-off o, are included in the amplifier model. The detailed
physical meaning of the parameters are explained in Appendix A. But, essentially
when the parameter values are not zeros, the result is that dc power consumption
increases with a reduction of output power than in the ideal case (when all parameter
values are zeros) as depicted in Figure 4.3.

We have included these nonideal parameters not only to make the amplifier model
more realistic, but also to show how power consumption of different nonlinear ampli-
fiers can be compared in terms of the modified TDD (i.e. GTDD). Again, we should
note that the main role of TDD is to find an optimum driving level for a given am-

plifier. Moreover, the TDD should be modified to compare power consumption in
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systems with different amplifiers. For example, different amplifiers can have different

values for the nonideal parameters.

Amplifier Characteristics

As mentioned in Section 2.1.2, the amplifier model is a bandpass memoryless
nonlinear model with no AM/PM. In this model, if the input to the amplifier is the

modulated signal in (4.4), the output of the amplifier is expressed as
so(t) = V() cos{2n f.t +6(1)} (4.5)

where the output envelope V,(¢), which is a function of the input envelope V;(1),
denotes AM/AM. The AM/AM, considered in this chapter, can be divided into two
regions according to whether V;(¢) being greater than V;,, or not. The value V,,
denotes the maximum sinusoid input envelope voltage that can be amplified linearly.
For AM/AM of the linear region (i.e., V;(t) < V;,.), we adopt the same AM/AM of
Yang’s model in Appendix A. The AM/AM of the saturation region (i.e., Vi(t) >
Vim) is obtained by the Fourier series expansion (see (2.14) in Section 2.1.3) of the
instantaneous voltage which is assumed to be constant as in the case of a soft limiter.

Hence, the AM/AM considered in this chapter is

V) Vo 7 for Vi(t) < Vim 4.
o - Vom 71‘ : ‘/zm ‘/zm )
QT[% asm(m) +4/1— (wit))Z] for Vi(t) > Vi

The value V, ,, is the maximum sinusoid output envelope voltage that can be amplified

linearly, given by

Vo = \/(1—A)(1—6—0—|—60A) (4.7)

which depends on the transistor parameters.

The input and output signal power is related to the envelope voltage by
Pi(t) = VA(#)/2 and P,(t) = VA(t)/2, (4.8)

respectively. The amplifier gain (output power/input power) in the linear region, i.e.,

the linear amplifier gain, is denoted by
Gl = ‘/oz,m/‘/z,zm (49)
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Table 4.1: Parameters for different dc bias schemes

Bias scheme | Cyvo | Cro Cvi | Cra

Fixed bias I+A|1+c+o—coA 0 0

Single bias | 1 + A | e(1 + A) 4 20(1 —eA) || 0 (1 —e€)(1 —e€A)

Dual bias 2A 2{cA 4+ (1 — eA)} I—A|l+e—0—2A+ecA

For example, Figure 4.3 (a) is plotted with V;,, = V2, V,,,, = 1, and G| = 1/2.
The relationship between normalized dc power Py.(¢) and normalized input voltage

envelope

e(t) = Vilt)/Vim (4.10)
is as follows:
C C t(C C t)) ) <1
Pu(t) = (Cvo+ Cvie(t)(Cro+ Crae(t)) fore(t) < (4.11)
Pdc,m for e(t) 2 1
Pierw = (14+A)1+e4+0—eoA). (4.12)

The parameters Cyg, Cvi, Cro, and Cr; depend on the configuration of dc bias
controlled schemes, and are listed in Table 4.1. The derivations of Table 4.1 are given
in Appendix A. The dc power is a linear function of normalized input e(t) for the
single bias scheme and a quadratic function for the dual bias scheme. If we rewrite

the output power as a function of e(t), we obtain

VOZ’" e*(t) for e(t) <1
Fo(t) =3 a2 . (4.13)
=2 [e(t) asin(e(t)) + /1 — €2(t)]? for e(t) > 1

The power output backoff (OBO) of the amplifier is defined as

OBO = %’f = ‘%f (4.14)

[

which is the ratio of saturation power Fj,; to the average output power P,. The
averagings (over-bars) are done over the input envelope variations, i.e., over e(t). The

saturation voltage (Vi) is set to be the asymptotic output voltage, i.e., max V() =
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lime (1) o0 Vo(t) = %VOM. For a given saturation power, smaller OBO gives larger
average output power (resulting in more power efficiency); however, it gives more
signal distortion (resulting in more required received power for a given BER) for
nonconstant envelope signals. The optimum OBO which minimizes overall power
consumption is obtained, with the proposed measure TDD, for each bias scheme in

Section 4.4.

4.3 Asymptotic Analysis of Amplifier Inefficiency
Term OBO (dB) - S(OBO) (dB)

In this subsection, we discuss the asymptotic behavior of OBO (dB) — S(OBO)
(dB) when OBO is large, with the three ideal bias schemes (¢ = A = ¢ = 0). From
this simplified asymptotic analysis, we will gain some insight into TDD and show the
potential power saving that can be realized with dc bias controlled amplifiers.

Since the output power increases monotonically with the input power in our am-
plifier model, a larger OBO means a smaller normalized input power, i.e., €2 < 1. In

this case, the probability that e(t) is greater than one is small. Let’s assume

1 1
€~ / ef.(e)de and €2~ / e’ f.(e)de (4.15)
0 0
where f.(e) is the probability density function of e(¢). From this, when OBO is large,

o0 - Vi (22, s

. & (4.16)
Ve V2L o efele)de+ [T Vi(e) fe(e) de ¢?

and, similarly,

1 for fixed bias
S(OBO) = Piejn/Pic =~ 1/e for single bias (4.17)
1/e? for dual bias.

Hence, when OBO is large, the power amplifier inefficiency term,

OBO (dB) for fixed bias
OBO (dB) — S(OBO) (dB) ~ ¢ 20log(4/m) + 10log(€/e?) for single bias (4.18)
20log(4/m) ~ 2.1 (dB) for dual bias.
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If we assume that Ag,/n, (OBO) ~ 0 dB for large OBO, the above results imply
that the TDD can be finite even for an infinite OBO in the ideal dual bias scheme,
whereas it can be infinite for the fixed bias amplifier. For the ideal dual bias, when
OBO is large, OBO (dB) — S(OBO) (dB) has a constant value of 2.1 dB, regardless
of the statistics of the modulated signal envelope. The OBO (dB) — S(OBO) term
with the ideal single bias scheme depends on the envelope statistics.

Since the envelope of the OFDM signal (assuming the number of subcarriers is
larger than 10) can be well approximated by the Rayleigh random variable, € =
\/76_2/2 in this case. Thus, from (4.16) and (4.18), for the ideal single bias with
OFDM,

OBO (dB) — S(OBO) (dB) ~ 5log(4/7)+1/2 OBO (dB).  (4.19)

The ideal single bias scheme reduces the slope of OBO (dB) by a factor of half. These
observations can help designing power efficient amplifiers jointly with modulation
schemes, since different modulation schemes have different envelope statistics. In

addition, these results are verified with simulation in the following section.

4.4 Simulation Results and Discussions

A Monte Carlo method is used in the simulation. The signals are oversampled at a
rate of 16 (16 samples are taken in each T' seconds) for the BER calculation and with
a rate of 32 for the ACPR calculation. For accurate results, a higher sampling rate
is needed for the ACPR calculation than for the BER. The square root raised cosine
filter with roll-off factor B of 0.35 is used for the transmitter and receiver filters
(currently standard for North American TDMA Digital Cellular (IS-54/136) [71]).
The considered filter has a finite impulse length of 967, which is enough for ACPR
calculation down to —50 dB at BT = 2.0. For the OFDM systems to be considered
in this chapter, the number of carriers, M = 64.

The modulated signal, s;(t), is first amplified and then corrupted by additive
white Gaussian noise (AWGN) with two sided power spectral density No/2. The
received signal is filtered with square root raised cosine filter (a filter matched to

the signal before the nonlinearities). Due to the nonlinearity, however, the matched
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filter receiver is not anymore the optimum receiver. The decision on the data is made
after DFT of the output samples of the matched filter, where the demodulated data

sequence is compared with the transmitted data sequence to calculate BER.

4.4.1 In-band distortion: TDD

Figures 4.4(a) and (b), show the BER of OFDM and QPSK, respectively, for
different OBOs. As expected, the BER increases as the OBO becomes smaller, and
for a BER of 107* for OFDM, the F,/N, degradation is about 6.2 dB when OBO =
2 dB. However, F,/Ny degradation is very small for QPSK, due to its small envelope
variations. It is important to note that the bias schemes and parameters of the
amplifiers do not affect BER, since the bias schemes do not affect the output power
and the nonideal parameters are normalized in the OBO.

Figure 4.5 shows the TDD for the three different ideal dc bias controlled amplifiers,
when the target BER is 107* and the parameters ¢, A, and o are all set to zero. The
solid lines in the plots are the power amplifier inefficiency terms OBO (dB) — S(OBO)
(dB) for each scheme, and the difference between the solid line and the curve for a
given scheme is the E,/Ny degradation. Optimum OBOs of OFDM in Figure 4.5(a),
which give the minimum values of the TDDs, are found to be 4, 5, and 8 dB for
the ideal fixed, single, and dual dc bias scheme, respectively. For the ideal dual bias
scheme, the increase in the TDD for OBO > 8 dB is too small to be seen in the plot.

Optimum OBOs for QPSK in Figure 4.5(b) are all no larger than 0.5 dB for all
three bias schemes. Hence, in terms of reducing dc¢ power consumption, it is desirable
to drive the amplifier hard for single carrier QPSK signal. However, there are two
facts should be considered to taking this action. First, these low output backoffs
increase spectral regrowth. When the out-of-band interference is a major concern,
OBO must be increased. This issue will be discussed again at the end of this section,
when we examine ACPR. Second, input power consumption, in these low OBOs, may
not be negligible compared to TDD when an amplifier gain is not high enough.

This input power consumption of OFDM and QPSK is quantified in Table 4.2
and 4.3, respectively, by the fractional input power (FI) defined in (3.13). In order

to illustrate worst case scenario, we consider the dual bias scheme (rather than the
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Figure 4.4: BER for different OBOs (dB): (a) OFDM and (b) QPSK.
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Figure 4.5: TDD (dB) for three different ideal dc bias schemes: (a) OFDM (b) QPSK.
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fixed and single scheme) because for a given input power the FI of the dual bias is

the largest among the dc bias schemes.

Table 4.2: Fractional input power, FI (dB) for different values of the OBO and Gi:
OFDM with ideal dual bias

OBO (dB)
Go@By|os | 1 |[15] 2 |3 |5 |7

10 218 | 1.10 | 0.73 | 0.54 | 0.37 | 0.26 | 0.24
14 1.00 | 0.47 | 0.31 | 0.22 | 0.15 | 0.10 | 0.09
18 0.43 1 0.19 | 0.12 | 0.09 | 0.06 | 0.04 | 0.04
20 0.27 1 0.12 | 0.08 | 0.06 | 0.04 | 0.03 | 0.02
22 0.17 1 0.08 | 0.05 | 0.04 | 0.02 | 0.02 | 0.01

Table 4.3: Fractional input power, FI (dB) for different values of the OBO and Gi:
QPSK with ideal dual bias

OBO (dB)
Go@By|os | 1 |[15] 2 |3 |5 |7

10 1.17 1 0.55 | 0.37 | 0.30 | 0.23 | 0.21 | 0.21
14 0.50 | 0.23 | 0.15 | 0.12 | 0.10 | 0.09 | 0.09
18 0.21 1 0.09 | 0.06 | 0.05 | 0.04 | 0.03 | 0.03
20 0.13 | 0.06 | 0.04 | 0.03 | 0.02 | 0.02 | 0.02
22 0.08 | 0.04 | 0.02 ] 0.02 | 0.02 | 0.01 | 0.01

In Table 4.2, the values of FI with OFDM are relatively large compared to OBO
when G; = 10 dB and OBO is small. However, in these small OBO regions, since
Apg, /N, degradation is large, the increase in FI (dB) does not affect the decision of
the optimum OBO significantly. However, with QPSK in Table 4.3, the values of FI
are not negligible compared to both OBO and Ag, /y, degradation when G; =10 dB
and OBO is small. Hence, in this case, FI (dB) has to be added to TDD (dB) for
finding the right optimum OBO, as shown in Figure 4.6. As (G and OBO become

38



12 T

I
O Fixed Bias

A Single Bias
+ Dual Bias
10
8 | .
—_
)]
o
N
Q 6r
A
~
@)
4+
2 | -
0 | | | | | | | | |
1 2 3 4 5 6 7 8 9 10
OBO (dB)
(a)
6 I T
O Fixed Bias
A Single Bias
+ Dual Bias
5 | -
41 i
~~
M
o O
N
Qsf -
a
H O
@)

!
0.5 1 1.5 2 25 3 3.5 4 4.5 5

OBO (dB)
(b)
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large, the magnitude and variation of FI become small in both OFDM and QPSK.
When the linear gain (; is more than 20 dB, the effects of the input power can be
safely ignored even for low OBOs.

Figures 4.7(a) and (b), show plots of the power amplifier inefficiency term OBO
(dB) — S(OBO) (dB) for OFDM and QPSK, respectively, for 3 different parameters:
e=A=0c=0,e=A=0=>5%,and e = A =0 = 10%. The power loss increases
as the parameter values increase. In the OBO range of 2 dB — 4 dB, the power
inefficiency term OBO (dB) — S(OBO) (dB) of QPSK is about 0.5 dB higher than
that of OFDM. This difference becomes smaller as OBO increases. The inefficiency
term in QPSK and OFDM both have about 2.1 dB as given in (4.18) for the ideal
dual bias scheme.

It is important to note that, to compare power consumption of these nine differ-
ent amplifiers (three different bias schemes and three different parameters) for each
modulation, o must be included in the TDD, as mentioned in Chapter 3, before
the power consumption comparison. The a’s (dB) are —0.92, —1.37, and —3.57 for

e=A =0 =0, 5%, and 10%, respectively. These values are calculated from
o Psat o é Cp
- Picm o2 (14+A)1+e+o0—eoA)

As can be seen from the larger —a (dB) with the nonideal parameters, power con-

(a4

sumption increases as the amplifiers deviate from the ideal condition. The power
consumption with six different amplifiers (omitting the cases when e = A = o = 5%)

are plotted in Figure 4.8.

4.4.2 Out-of-band interference: ACPR

Figure 4.9(a) shows ACPR (dB) at BT, = 1.35/2 of OFDM and QPSK. The
ACPR of OFDM decays slowly (approximately piece-wise inverse linear) with OBO,
and is about —15 dB when OBO = 1 dB. The ACPR of QPSK is smaller than
that of OFDM, and the slope is sharper than that of OFDM. Above OBO = 5 dB,
QPSK is almost linearly amplified, resulting in constant residual ACPR. In theory
it should be zero. This residual ACPR is from the truncation of filter time response
in simulation. Figures. 4.9(b) and (c), each shows ACPR versus B in OFDM and
QPSK, respectively. The ACPR still decays slowly with B.
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As can be seen in Figure 4.4, the Fj,/Ny degradation decays relatively fast with
OBOs. This degradation can be further reduced by channel coding and spread spec-
trum techniques, whereas the ACPR can not be reduced with these techniques, unless
envelope variation becomes very small. As a result, although the optimum OBO for
QPSK, in terms of minimizing dc consumption, is found to be less than 0.5 dB ac-
cording to Figure 4.5(b), the OBO, required to meet ACPR of -38 dB (for example)
or less at BT, = 1.35/2, is found to be at least 4 dB (8 dB for OFDM) from Fig-
ure 4.9(a). In this case, the ideal dual scheme has TDD of 2 dB less than that of the
ideal fixed bias scheme; furthermore, this saving with OFDM is more than 2.3 dB
for the ideal single and than 6 dB for the ideal dual bias scheme. A dc bias control
scheme provides a solution for using a linear amplifier (less ACPR) without sacrificing

power consumption, especially with highly nonconstant envelope modulated signals.

4.5 Conclusion

In this chapter, we have quantified and optimized system power consumption with
the objective function TDD, proposed in Chapter 3. The obtained results suggest
that a significant power reduction can be achieved by using the dc bias controlled
amplifiers, especially for highly nonconstant envelope modulated signals. When the
dual bias control scheme is used, even with linear amplification (high OBOs) the
power loss from the inefficiency of the amplifier, compared to the power loss at the
amplifier’s operating saturation region (low OBOs), is minimal.

This low power consumption with high OBO is especially desirable when the
adjacent channel interference from nonlinear amplification is a major concern. It
is also a major advantage for the even constant envelope signals in current CDMA
cellular systems, where power control is required. This advantage of dc bias control

schemes in the cellular systems will be quantified and further discussed in Chapter 6.

Acknowledgments

The authors would like to thank Riten Gupta for his helpful comments on this
chapter.

64



CHAPTER 5

Performance Analysis and Power Optimization of

Single-User MCSS Systems

5.1 Introduction

In Chapters 3 and 4, we discussed power optimization objective functions and
methodology, along with advanced amplifier techniques, such as dc bias controlled
amplifiers. In this and the following chapters, we conduct system performance (BER
and ACPR) analysis as well as power optimization of the MC system. Particularly in
this chapter, we analyze the performance of convolutionally coded single-user MCSS
systems in the presence of both multipath fading and nonlinear distortion. The
analytical approach used in this chapter is extended to multi-user MC-CDMA systems
in the following chapter.

This chapter is organized as follows. In Section 5.2, the coded MCSS system
and the channel model are given. A conventional fixed dc bias amplifier is consid-
ered. Section 5.3 presents the analysis of BER and ACPR of the system. In the
performance analysis, the interference terms from the nonlinearities are modeled as
Gaussian random variables. In Section 5.4, we discuss numerical results, including
the performance trade-off between the amplifier output backoff (OBO) and the BER
sensitivity (Ey/N, degradation), used in power optimization. The effect of the non-
linearity on the ACPR is also examined at the end of this section. In Section 5.5, we

summarize our main conclusion of this chapter.
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5.2 System and Channel Model

5.2.1 Transmitter

1 —>®—>®—>
a(t) —f cos(.])—1 \/
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DATA—>[ENC I+ [INTER | 5P 4 ) } o) | | —»J
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T,-MRT,

Figure 5.1: MCSS transmitter.

The MCSS transmitter model we employed is shown in Figure 5.1. For the sake
of clarity, the basic system parameters, as outlined in Chapter 2, are as follows. The
convolutionally encoded information sequence is interleaved and converted from a
serial stream to M parallel streams. The code symbol stream for the ¢-th carrier
is denoted by {dff)} where d((;j) € {£1}. The signal on the ¢-th carrier is given
by d,(t) = E;’;_OO dff) pr.(t — jTs), where T, = MT,R. is the symbol duration,
R. being the code rate and Tj the information bit duration before encoding. The
signal on the ¢-th carrier is then multiplied by a random spreading code a,(t), where
ag(t) =32 Efvz_ol al? pr.(t —iT. — jT5) and the chip sequence {a(gi)} e{+l}isa
sequence of 1id random variables with equal probabilities. Fach spreading code has a
chip duration of T. = Ts/N where N is the spreading gain of the system. Finally, the

signals on all the carriers are added together before amplification. The output signal

x(t) of the modulator is then given by
M
w(t) = V2P a,(t)dy(t) cos{(we + w,)t + 0,} (5.1)
q=1

where P is the power per carrier, w, is the carrier frequency and the 0, is an iid
random variable uniformly distributed over [0, 27). The separation between the ¢-th

carrier frequency and center frequency w. is denoted by w, = 27q/T..
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The modulated signal is first nonlinearly amplified, then distorted by multipath
fading and, finally, corrupted by AWGN with two-sided spectral density No/2.

5.2.2 Channel Model

This subsection is devoted to the analysis of the received signal after the channel,
including the derivation of the output signal of the nonlinear amplifiers. In order to

do so, we discuss the nonlinear amplifier and multipath fading model.

Amplifier Model

The amplifier model considered in this chapter is a bandpass memoryless nonlinear

model as described in Chapter 2. The AM/AM and AM/PM are given by

FIAM) = a1 A(t) + asA¥(t) + asA%(1) + ... + an A"(1) (5.2)
B(A(t) = 0 (5.3)

where n is odd and the «;’s, which are the coefficients of the polynomial, determine

the degree of nonlinearity. The coefficients of the polynomial are obtained from curve

fitting Cann’s SSPA model, which will be discussed in Section 5.4.

Amplifier Output Signal

The amplifier input signal x(¢) in (5.1) can be expressed in terms of its envelope
A(t) and phase ¢(t) as x(t) = A(t) cos{w.t+ ¢(1)}. The expressions for A(t) and ¢(t)
are given in Appendix B. With this form of an input, the amplifier output signal can

be represented as

y(t) = F(A(L)) cos{wet + (1)}
= {1 A(l) + asA>(t) + a5 A°(1) + -+ + a, A"(1)} cos{wel + (1)}
= {ay + azA*(t) + as At + -+, AV} ()
= 200 +200) + 290) + -+ 209(1) (5.4)

where ()(t) = ay2(1) denotes the linearly amplified signal term, and 2 (t) (for

n > 3) denotes the amplified signal term from the n-th order nonlinearity, the explicit
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expressions for which are as follows:

M M M

eI = as(VIPP IS aa(t)da(t) cos{ (. + w, )t + 05} (5.5)

¢ = as(VIPP I3 S as(t)da(t) cos{(w. + w,, )t 4+ 0} (5.6)

I1=11=1 I5=1

() = an(V2P)" Y Y > (1) du(t) cos{(we +w,, )t + 05} (5.7)

I1=11=1 In=1

where the index j, =1+l — s+ -+ Loy — 1y, (e, w,, =219, /T, = wy, + wy, —
wy, + -+ wy,_, —wy,), the phase 8, =6, +0, — 0, +---+ 0, _, — 6, and

an(t) = an(t) ap(t) - a,(1) (5:8)
d(t) = di(t)di(t) - dy, (1) (5.9)

The derivation of (5.7) is given in Appendix B.

We note that each output signal generated from the 3rd, 5th, ..., n-th order
nonlinearity can be divided into two signal components: the deterministic in-phase
signal and the random interference signal. The in-phase signal refers to the output
signal of the amplifier which becomes a scaled replica of the input signal x(?) in a
deterministic way. This in-phase signal adds to the linearly amplified signal aqx(t),
modifying the magnitude of the linearly amplified signal. On the other hand, the
interference signal refers to the output signal that can possibly interfere with x(?),
and is not deterministic.

For example, when the index vector (I1,ls,13) in ;1;(3)(t) belongs to set
“43 = {(l17l27l3) : (ll — l3) V (lz = l3)}

the corresponding signal terms in w3(t) constitutes as(v/2P)2z(t). Note that the
sets {(l1,12,15) : (lh = I3)} and {({1,1s,13) : (Iz = l3)} each constitutes M copies of
as(vV2P)?x(t) to 2®)(t), but one copy is constituted by both sets. Hence, the sets As
constitutes exactly As(M) = 2M — 1 copies of as(v/2P)%z(t) to z3(t). As a result,

2®)(1) can be represented as the sum of a scaled version of the original signal, which
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we call the desired signal, and the interfering signal, as shown below:
() = az(V2P)2As(M)x(t) +
M M M N
as(V2P)P Y Y T “Gs(t)da(t) cos{(we + w, )t + 05}, (5.10)

Ih=11l=113=1
— ——
Ag

Similarly, when the index vector (11, 1y, 13,14, 15) in () (¢) belongs to the set

As = {(l, Iy s, L ds) = (I = ) A (s = 15) V ((Ls = o) A (I = 15))
V(=)A= 1)V (La=1) A =15))
V(Lh=BL)A(lL=1)V((l=E)AL=15))}

the corresponding terms in :1;(5)(t) constitute a5(\/ﬁ)4x(t). There are As(M) =
6M? — 9M + 4 such terms contributed by the set As.

In general, when the index vector (I1,ly,...,[,) in the summation defining (" (#)
belongs to the set A, defined below, the corresponding terms in 2" (¢) constitute the

in-phase signal.

A = (Ll 1)\ (e = 1) A Ly = 1) A A (L, = 1)) (5.11)

Kis

where the ‘OR’ (\/) operation runs over all possible permutations of 7 of every com-
bination of r = ”2;1 distinct integers from the set {1, 2, 4, ... n — 1}, resulting in
(rj,'l) rl —1 ‘OR’s. The number of in-phase signal terms in the 2" (¢), A, (M) can be
obtained using a well known equation for the size of the union of a finite number of
sets [84, page 37], which is also given in Appendix C. It should be noted that as n gets
larger, the labor necessary to calculate A, (M) exactly would be quite considerable
(and tedious) without some systematic grouping, selection, and recursive methods.
However, in most cases, n < 9 is enough to represent amplifier nonlinearities, and so
we list A, (M) for n =3,5,7,9 in Appendix C.

In summary, the nonlinearly amplified signal terms z(™(¢) can be decomposed

into a scaled version of the original signal (which is deterministic) and the interfering
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Figure 5.2: The decomposition of the output signal of the nonlinear amplifier.

signal (which is random) as

an(VZP)" Y N o G (1) da(t) cos{(we + w,, )t + 05} (5.12)

=N

where A¢ is the complement of the set A, defined in (5.11). This decomposition
of the amplifier output signal is schematically illustrated in Figure 5.2, considering
M = 3 carriers for the input signal. The desired signal carriers, as well as the inter-
ference signal carriers are plotted in the frequency domain. Note that new frequency
components are generated by the higher order polynomials which lie outside the box.
These out-of-band signals cause interference to the adjacent channels, which will be

quantified by ACPR in Section 5.3.3.

70



Multipath Fading Model

We consider frequency selective channel in the transmitted bandwidth but flat
(frequency non-selective) fading for each carrier, assuming the bandwidth for each
carrier is smaller than the coherence bandwidth defined in Chapter 2. Hence, the

low-pass equivalent channel response for the ¢-th carrier

hiq(t) = By(1) exp(iipg(t))d(t) (5.13)

where 3,(t) is an iid Rayleigh distributed random variable with E[37(t)]= 1. The
phase ¢,(?) is an iid random variable uniformly distributed over [0,27). In this
model, we assume a slowly varying Rayleigh fading for each carrier so that the fades
(B,(t) and ¢,(t)) are constant over the symbol duration. In the rest of this chapter,
we omit ¢ in 3,(¢) and ¢,(t). The independence of 3, and ¢, on transmitted symbols
can be justified by the use of sufficient interleaving. The random variables 3, and
¢, are constant over the symbol duration but are independent from the symbol to

symbol. The received signal after multipath fading and AWGN channel is
r(t) = n(t )—I—H VZPZﬁq )cos{(wc—l—wq)t—l—e}—l—[( ) (5.14)

where é\]n =40, + ¢,., and
D={ay + as(V2P)*As(M) + as(V2P) As(M) + - - - + o, (V2P)" ' A, (M)}, (5.15)

The interference signal from the nonlinearities is

M M R
ST Ty B as(t)da(t) cos{(we + w, )t + 0, +

Is=1

M:

() =

N
Il

—
—
—

1 2=

M M )
Z ZI{A e} By as(t) ()COS{(wc—I—w]5)t—|—0]5}-|----

Iy

EM:

—_
—_

1 2=

M

D gy Brdn(t) d (1) cos{(w. +w, )t + 8, } (5.16)

1lh=1 Ip=1

M:

n
‘I'an

o~

1

where é\q = 0, + ¢4, and the indicator function, I;¢y, equals one if the indices in the

summation belong to set (, and, zero if not.
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Figure 5.3: MCSS receiver structure.

5.3 Performance Analysis

In this section, we first analyze the demodulator output statistics and then derive
the average BER for the uncoded systems. For the coded systems, we obtain an upper
bound on the average BER. Finally, the ACPR is defined to characterize the spectral

regrowth (out-of-band signals) of the nonlinearly amplified signal.

5.3.1 Demodulator and its output statistics

We consider a conventional matched filter receiver (a filter matched to the signal
before the nonlinearities). The receiver is shown in Figure 5.3. The coherently de-
modulated symbol, after the integrate-and-dump filter of the ¢-th subcarrier for time
t€10,7], is

T, R
Z, = / r(t)ag(t) cos{(w. + wy)t + 0, }dt
0
= N+ Dy + Juong (5.17)

where 1 is Gaussian random variable with mean 0 and variance NyTs/4. The desired

term for the ¢-th channel is
D, = HYNV2PB,dT,/2 (5.18)

and the interference term to the ¢-th carrier from the 3rd, 5th, ..., and n-th order

°

nonlinearity is

Jnong = S A TE 4 T (5.19)

n7q
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where the interference term from the n-th order nonlinearity which falls on the ¢-th

channel is given by

M

vepy MM I
Jm = ozn( ) B3N S Ly ydVdD - dY cos(0, - 0,) /0 in(t)ay(t) dt

2
I1=11=1 In=1

(5.20)

where set A; is defined as {(l1,l2,...,0,) : (Jn = @)} N A;, with A, as defined
in (5.11). Note that 3, =61+l —Ils+ -+ l-1—l,and 0, =0, + 0, — 01, +--- +
O, — 0.

Conditional Variance

The conditional variance of I,,,,, given the fade level 3,, can be calculated by
adding the individual conditional variances of quiL,q,Jéi%q, . ,JéZL,q, since these
terms are uncorrelated and each conditional mean is zero. However, special care
has to be taken for calculating the conditional variance of Jé:)zl,q, since some of the
signal terms in the expression for Jé:)zl,q are not independent (in fact, some terms are
identical).

Observe that, for Jéi%,q, the signal terms contributed by the index vector ({1, [, [5)
and (I, 1y, 13) are the same if (I1,1,) is a permutation of (I},l3). As a result, the
corresponding signal terms can be added deterministically. Similarly, for quizz,q,
the terms contributed by the index vectors (ly,ls, (3,14, l5) are identical if (1, ls,(4)
and (Is,l5) are permutations of (I},ly,1,) and (3, 15), respectively. In general, the

terms in Jézq)w contributed by (Iy,ly,15... ,l,_1) and (I}, 15, l5... ,[_,) are the same

" 'n—1
when (Iy,la,... ,l,_y) and (I3, ls,... ,l,) are permutations of (I,ly,... [ _,) and
(Is, 15, ... L), respectively.
Based on the above, we can divide A;,  into groups as follows. (I1,ly,1l5... ,l,_1) €

A, and (I, 0l L

?»'n—1

) € A, belong to the same group if and only if they
contribute identical terms to Jé?;,q. Let {G.,(n) : ¢ € I} be the set of all such
groups, where 7 is the some (finite) index set. For example, (I; = 1,1y = 3,l3 = 2)
and (I; = 3,1y = 1,13 = 2) belong to G;2(3); (1 = 2,1, = 2,15 = 2,14 = 2,15 = 3),
and (I; = 2,1y = 2,15 = 3,14 = 2,15 = 2) belong to Gj1(5). Note that (I; = 2,1, =
2,15 = 3) itself constitutes a group Gy 1(3), and i,j,k are arbitrary indices to denote

73



different groups.
)

Then, the conditional variance of JéZn,q

PBR2T?
ar (n) 95 (n) 2 )
v [‘]non,q|6q] 4N {(Hq )} (5 21)
(H{")* = an(2pP)"! § |Gig ()] (5.22)

The summation in (5.22) runs over the set of groups, and |G, ,(n)| denotes the size of
each group, equivalently, the number of index vector (I1,13,ls, ... ,{,) which belong to
the group G 4(n). We note that even though the calculation of >, |G, 4(n)]* in (5.22)
is straight forward by computer, the closed form expression is difficult to obtain for

arbitrary n. The closed form expression for Y. |G;,(n)]* forn =3 and 1 < ¢ < M is

as follows:
S (G 3)F = ﬁ + (M =22 +2(q—1)(M —q) if M is even (5.2
Z» M2H0t L (M = 2)2 4+ 2(g — 1)(M —q) if M is odd
and the derivation is shown in Appendix D.
As a result, the conditional mean and variance of J,,,, are E[J,.n4]3,] = 0 and

Var[Jyonq| 8] = Pﬁquf{(ﬁ]én))Q}/llN, respectively. And, finally, the conditional mean

and variance of Z,

/5D T
E[Z,|3)] = Qpﬁqd((;o)?]_](l) (5.24)
NoT, PBT?
respectively, where
(ﬁén))? _ (H53))2 + (Hf))? b g (Hén))z‘ (5.26)

5.3.2 Bit Error Rate Performance
Uncoded System Performance

Since Juon,g in (5.19), after grouping, is a linear combination of uncorrelated ran-
dom variables, providing that M or N is sufficiently large (M N > 5), the conditional
probability density function (pdf) of J,,, , becomes Gaussian by the central limit the-

orem. Hence, if we approximate the nonlinear interference term (.J,,,,, ;) by a Gaussian
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random variable, the conditional BER of the ¢-th subcarrier is

Pygp, = @ ( SNR(@)) (5.27)

where Q(z) = (1/v2r) [” exp(—u®/2)du. The conditional SNR(8,) given f3,,

EZ,)8,) _ 20
Var(Z,|8,]  1+e+ 8%

SNR(3,) = (5.28)

where

¢ 7, = [(H(l))z—l—(ﬁén))z]PTs/No : average received symbol-energy-to-noise power
density ratio (FEs/Np) on the ¢-th carrier.
v = ﬁ Zé\il vy Es/No per carrier.

¢ o, = [(ﬁén))z]/(H(l))z : normalized nonlinear interference variance on a ¢-th

carrier.

® 0— ﬁ qul 04: normalized nonlinear interference variance per carrier.

Note that ¥, = (HM)2(1 + 0,)PT,/Ny, and the out-of-band signal power is not
included in the calculation of 4. Instead, the out-of-band power is effectively included
in the amplifier output backoff (OBO) term. This issue will be explained in detail
when we discuss OBO in Section 5.4.1 and ACPR in Section 5.3.3. The proof of the
second equality in (5.28) is given in Appendix E.

Hence, the unconditional BER of the ¢-th subcarrier

P, = / (6@ ( SNR(@)) 15, (5.20)
1 Var wo. 1+4e

= L [P - (5.30)
20 V2 Ju=o 71— 5%)
and the average bit error rate is then
| M
= MZPM. (5.31)
q=1
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Upper Bounds on the Bit Error Rate for Coded Systems

For the coded system, we consider a convolutional code of rate R. = 1/2 with
constraint length 7 with maximum likelihood decoding. We assume that a perfect
channel estimate is available so that we can weigh the output of the integrate-and-

dump filter by the factor

We also assume that we have a sufficiently large sized interleaver so that the code
symbols after the deinterleaving are independent of each other. The upper bounds

on the BER can be obtained from the union bound [85, page 327] as

Pbg i deQ(d) (533)

d=dfyce

where wy is the total number of nonzero information bits on a path with hamming
distance d, the pairwise error probability P(d) is the error probability between two
codewords which differ in d symbols, and dy,.. is the free distance of the code. We
use truncated w,; up to approximately d = 30 which are tabulated in [86]. Note that
the pairwise error probability Pa(d) is just the error probability of a repetition code
of length d.

Assuming we send the all-zero message (i.e., a codeword with all ones), Py(d) is

given by,
Py(d)y = P{Y_ gi%: <0} = P{Z(d) < 0} (5.34)

where Z(d) = 2?21 g; Z;. Since, given 3;, the demodulator output values are Gaussian
random variables, the statistics of Z(d) given (3;’s is also Gaussian with the conditional

mearn

d

E[Z(d)|B, By Ba) = Y E*[Zi] 3]/ Var[ Z| 5]

=1
and the conditional variance

d

Var[Z(d)|31, B2, ..., 4] = Z E*Z;] 3]/ Var|Zi|3].

=1
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Hence, the conditional pairwise error probability,

d
PAZ(d) <0181, By, Bak = Q| 4| > SNR(B) (5.35)
where
_ E?[Zi)8)] e 2yB?
SNR(8;) = VarZ|71] > SNRuin(Bi) = 10— a7 ot L (5.36)

The ¢ in the above equation is taken from the maximum value of p, among the M
carriers, i.e., from the center carrier (9 = p,, for ¢ = |[(M + 1)/2]). | X| denotes
the smallest integer greater than X — 1. In addition, since the Q(x) function is

monotonically decreasing with z, we obtain the following inequality

(B) ] < Q4|2 SNRuin() | (5.37)

Now, we need to average the above equation over the random parameters, {/3;}’s.

For the numerical convenience, we use the alternative representation of Q(x) [87, 88],

/2 22
Qz) = %/0 exp <_2sin20> de. (5.38)

With this representation, (5.34) is upper bounded by

which is given by

Py(d) < l/W/z[;;(e) do (5.39)

T
where

10 = [ expleg o SN R (B} (305 (5.40)

and fs,(5;) is a pdf of the Rayleigh random variable. By a change of variable (letting
SNR..in(B:) = y), (5.40) becomes

I,(0) = / Cexp{— }((1 _“Uy)zexp{— - })dy (5.41)

2sin% 0 I —wy

where u = (1 4+ 9)/2% and v = p/2N.
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5.3.3 Adjacent Channel Power Ratio

In order to quantify the out-of-band interference from nonlinear amplification, we
define the adjacent channel power ratio (ACPR) as the ratio of the total out-of-band

carrier power to the in-band (main channel) carrier power

ACPR = {Out-of-band carrier power} / {Main channel carrier power}

Samre (P PY + Soumme {(H”)2PY

— 9=lmin q rmzn (542)

Sl A(HWRP + (H 2P

where the indices l,,,;,, = {n+1—(n—1)M}/2 and [,,,,. = 0 denote the carrier frequency

indices for the left side of the main channel. Similarly, the indices r,,;, = M + 1 and
Fmaz = {(n+ 1)M —n + 1}/2 denote the carrier frequency indices for the right side
of the main channel. Since the spectral regrowth is symmetric, the numerator of the
above expression becomes 2 qulm‘,”{(ﬁ]én))zp}; thus ACPR can be written as

9=lmin
9=lmaz ) 2
ACPR = 22 ’mm{( )}. (5.43)

{M(HW)*(1 + 0)}

These out-of-band signals, intermodulation products falling out-of-band, interfere

with existing systems in adjacent channels. Moreover, in the asynchronous multi-
user systems, the out-of-band signals can interfere with the in-band signals of other
users, as will be seen in Chapter 6. it should be noted that in the considered single
user case, the out-of-band signals do not interfere with the in-band signals, since the
out-of-band signals are still orthogonal to the in-band signals.

Besides, ACPR denoting the interference power, it also denotes the loss of the
available output power of the amplifier: the out-of-band signal power cannot be
incorporated into the desired received power, resulting in a waste of available source
power. This loss can be quantified by the ratio of the out-of-band carrier power to

the total output signal power of the amplifier

- {Out-of-band carrier power}

{Output signal power of the amplifier}
{Out-of-band carrier power}

{Out-of-band carrier power4+ Main channel carrier power}

1
= —— _~ACPR (ACPR7'>>1). 5.44
1+ ACPR™! ( ) (5.44)
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From (5.44), it is clear that the ACPR can also be interpreted as an available in-
band power loss from the nonlinear amplifier as well as interference power to the
adjacent channel. Even though this power loss is usually small compared to the
FEy, /Ny degradation, this power loss can be reintroduced into equation by either simply
replacing ¥ in (5.28) with (1 — T)¥ or by using a modified OBO which takes into
account this loss. In this thesis, the latter is adopted and the modified OBO is

explained in the following section.

5.4 Numerical Results and Discussion

In this section, we first briefly review the performance trade-off measures to be
used. Then, we describe basic system parameters, considered in the performance
evaluation. In particular, we explain how we set the amplifier operation point (i.e.,
OBO). We also discuss the amplifier model used in this chapter, along with some of
limitation imposed from using a polynomial model. Finally, we numerically evaluate

and quantify BER, TD, and ACPR as well as we examine and discuss the results.

5.4.1 Performance Tradeoff

To quantify the trade-off between the power saving from operating in the satu-
ration and the loss caused by the nonlinear distortion, we use the objective function
TD, introduced in Chapter 3. This is based on the assumption that the amplifier dc
power is constant.

If we reiterate the TD,
TD (dB) = OBO(dB) + Ag,/n,(OBO)(dB) (5.45)

where Ag, /n, (OBO)(dB), so called Ey/Ny degradation, is the increment of the re-
ceived Fj/No(dB) required to maintain a given BER (say, P, = 10™*) with respect to
the case of a perfectly linear amplifier. The optimum OBO of the system gives the
minimum value of (5.45).

The output backoff (OBO) is defined as the ratio of a maximum possible output
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power to the average in-band signal output power of the amplifier,

OBO = I/Qmax{fz( ())} (5.46)
St A(HW)PP 4 ()2 Py
max {F2(A(1))}

= POV 5 (5.47)

The factor of 1/2 in (5.46) comes from the carrier term. It is worthwhile mentioning
that, in the defined OBO (5.46), we do not include the out-of-band signal power in
the denominator. This definition basically accounts for the in-band power loss from
the nonlinear amplifier, which was discussed in Section 5.3.3. Note that for a given
amplifier operation region (i.e., the same degree of nonlinearity), the OBO defined

in (5.47) is larger than

0BO. - 1/2max{f2< (1)} _
SMHW2P 4+ (HY)2PY + {205 (H)2P}

9= lmln

= OBO(1-T) (5.48)

which includes the out-of-band signal power. Hence, the power loss (1—7), mentioned
in the previous section, is thus taken into account for the power optimization (i.e.,
in TD).

In order to examine the coded system performance in the presence of nonlineari-

ties, we define the coding gain G(OBO) as the difference between the required Fj; /Ny

to meet P, = 10™* for coded system and uncoded system:

G(OBO)(dB) = FEy/No|uncodea(OBO)(dB) — Ey/No|eoaea(OBO)(dB)
= (G(linear)(dB) + AG(OBO)(dB) (5.49)

where the coding gain in a linear channel
G(linear)(dB) = FEy/No|uncodea(linear)(dB) — Ey/No|coded(linear)(dB) (5.50)

and the additional coding gain in a nonlinear channel over the coding gain in a linear

channel,

AG(OBO)(dB) = AEb/NO |uncoded(OBO)(dB) - AEb/]\fo |COd6d(OBO)(dB)
= TD(OBO)|uncoded(dB) — TD(OBO)|cogea(dB). (5.51)
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Figure 5.4: AM/AM of the amplifier model.

5.4.2 System Parameters

The average output power of the amplifier depends on the average input power to

the amplifier, which is the the average of the square of the input envelope

= /0 Bl = 2pM. (5.52)

By letting P = y/2M, the average input power becomes

%/0 E[A*(t)]dt = x.

and the maximum value of the square of the envelope, A*(1),

max A*(t) = 2M*P = My

t

Hence, the PMEPR

meXAQ(t)/{% /0 E[AX(D)]dt} = M

which increases with M. This makes it difficult to use a polynomial model when
there is a large number of carriers, M, since the polynomial model curve fitting

usually diverges in the saturation region over the long input range.
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Figure 5.4 shows the AM-AM F(A(t)) where coefficients' of the polynomials are
a1=1.000, a3 = —0.274, a5 = 0.0394, a; = —0.002, and o = 0 for k > 7. Clearly,
the polynomial model diverges when A(t¢) becomes larger than 3. So, we need to
confine the peak envelope to be less than 3. Even, a higher n can not extend the
saturation region much further.

As a result, this analytical technique can be applied when the number of carriers
are between 4 and 10. The lower (4) limit is from the Gaussian approximation
assumption and the upper limit (10) is from the polynomial curve fitting. However,
the lower limit can be decreased if we consider high N. The upper limit can be
increased if our interest is in weak nonlinearities. Moreover, the performance in
terms of OBO for high M is similar to that with M = 10 carriers, since the envelope
statistics becomes asymptotically the same for large M, which is Rayleigh. Figure 5.5
shows the OBO versus the average input power y. In the rest of this thesis, we restrict

our interest to ten carriers (M = 10). Also, for the results to follow, we use spreading

!The coefficients are first obtained from curve fitting (least square) the Cann’s bandpass solid
state amplifier model shown in Figure 2.3 (b). Then, the coefficient are normalized so that linear
oy is one (i.e., «3=1.000).
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gain factor N, = MT,/T., which is related to N as N = R.N,. For the same N,,
both coded and uncoded systems possess the same bandwidth; however, the effective
spreading gain N of the coded system is smaller than that of the uncoded system by

a factor of R'.

5.4.3 Performance Evaluation: BER, TDD, and ACPR

Figures 5.6(a) and (b), plot the uncoded system BER performance in AWGN and
AWGN with multipath fading, respectively. BER performance of each plot is obtained
for the spreading gain (N, = N) 1, 4, 16, and 1000 at OBO = 2.5 dB. As can be seen
in both figures, the BER degradation from the nonlinearity decreases as the spreading
gain increases. However, even with a very large spreading gain N, = 1000, there is
still a residual £,/Ny degradation from the nonlinearity. This is due to the g term in
(5.28), which can not be eliminated even with an infinite N,,.

The TD for the uncoded system in AWGN and AWGN with fading are shown
in Figures 5.7(a) and (b), respectively. The target BER is P, = 107" and all the
remaining TD curves are also plotted for this target BER. As we may have expected,
the Fy /Ny degradation (difference between the curve and straight line) is large at low
OBO. However, the difference rapidly decays as the OBO becomes large. Hence, for
the large OBO, the main source of the power loss comes from the inefficient operation
of the amplifier. Again, this loss at large OBO can be reduced by using the dc bias
controlled scheme discussed in Chapter 4. The E,/Ny degradation in low OBO can
be reduced by the large spreading gain factor N, as can be seen in Figures 5.7. The
optimum OBO, in terms of minimizing the dc power of the considered system, are
found to be about 4, 3, and 2.5 dB in AWGN alone, and about 3, 2.5, and 1.5 dB in
the multipath fading channel for the spreading gain (N,) 1, 2, and 4, correspondingly.
The result for the unspreaded system (N, = 1) in AWGN shows a comparable result
to that of Santella [51].

One interesting observation we have made is that the Fj, /Ny degradation in AWGN
with fading is smaller than that of the AWGN alone, especially for small spreading
factors. For the OBO 3 — 4 dB with N, = 1, the F,/Ny degradation in fading is 1.7 —
0.3 dB where as suppose 2.5 — 0.8 dB in AWGN alone. These differences between the
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Figure 5.6: Uncoded system BER with OBO = 2.5 dB for different values of the
spreading factor N,: (a) in AWGN and (b) with fading.
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two channels become smaller as the spreading gain factor increases. The reason for
this may be that when the signals are deeply faded (i.e. 3, ~ 0, which dominates the
BER performance in fading), the intermodulation products are also faded, reducing
its nonlinear effects, as can be seen from the term [, in the denominator of (5.28).
However, it is important to note that our fading model is slow fading, and the reduced
nonlinear effects in fading channel may not be true for the fast fading channel (with
high Doppler spread). Also, in the bit error floor region, the BER degradation in
the fading can cause significant Fj /Ny degradation, which will be seen in multi-user
environment in Chapter 6.

For the coded systems in both AWGN and AWGN with multipath fading, we
obtain upper bounds on the BER. Figure 5.8 shows the upper bound on the BER for
OBO = 2.5 dB for N, = 2, 4, and 16. We see a trend (less E,/Ny degradation with
a larger spreading gain) similar to that of the uncoded systems, but at smaller BERs
for a given F,/Ngy. The TDs for both AWGN and AWGN with fading channels are
shown in Figure 5.9. The optimum OBOs for the system are found to be about 2.5
and 2 dB for both channels for the spreading factors (N,) 2 and 4, respectively.

Figure 5.10 shows the coding gain in AWGN for different values of the spreading
gain, N,. The difference between the horizontal line and the curve is the AG(OBO).
This additional gain increases as we operate in a more nonlinear region (lower OBO),
especially for low values of N,. The reason for this increased gain in low OBOs is not
that the coded systems work better in nonlinear channel but that the performance
of uncoded systems with small spreading factor is very sensitive to the nonlineari-
ties, as can be seen in Figure 5.6(a). As the spreading gain increases, the nonlinear
effects reduce and the coding gains in low OBOs become similar to the coding gain
in the linear channel. Similarly, in the fading channel, since the nonlinear effects are
negligible, we have found that AG(OBO) = 0 for all OBO and G/(linear) =27.6 dB.
Note that the additional degradation (less than 2dB at P, = 107*) from the non-
linearity in the fading channel is negligible, compared to the degradation from the
fading itself (more than 25 dB at P, = 10™*) from AWGN. The E;,/N, degradation in
AWGN is dominated by the nonlinearity, whereas in a fading channel the degradation

is dominated by deep fades, not the nonlinearity even in the case of low OBO.
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Figure 5.8: Upper bounds on BER of the coded systems with OBO = 2.5 dB for
different values of the spreading factor N,: (a) in AWGN and (b) with fading.
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Figure 5.10: Coding gain (dB) in AWGN.

The carrier power of the intermodulation products which fall outside of the main
channel are plotted along with the main channel carrier power at OBO = 2.5 dB in
Figure 5.11(a). We normalize the center carrier power to be one. From Figure 5.11(a),
we see the power regrowth outside of the main channel (the main channel corresponds
to the carrier frequency index from 1 to 10). This out-of-band regrowth is more vis-
ible, if the figure is plotted in dB scale as shown in Figure 5.11(b). In addition,
Figure 5.11(b) illustrates the out-of-band carrier power from the 3rd, 5th, and 7th
order polynomial term by term. The closer the out-of-band signals are to the main
channel, the higher the interference power is, and these out-of-band carrier pow-
ers are dominated by the intermodulation products from the 3rd order polynomial.
Figure 5.12 shows the adjacent channel power ratio (ACPR) as a function of OBO. As
can be seen, the ACPR (dB) reduces linearly (slowly) with the OBO (dB), whereas
the E,/Ny degradation (dB) reduces rapidly with the OBO (dB).
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Figure 5.12: Adjacent channel power ratio (dB) vs. different values of OBO (dB).

5.5 Conclusion

In this chapter, the performance of a nonlinearly amplified, coded MCSS system
has been analyzed in the presence of additive white Gaussian noise and multipath
fading. We quantified the in-band and out-of-band interference from the nonlinearity
by the F,/Ny degradation and the adjacent channel power ratio (ACPR), respec-
tively. We also optimized power consumption of the systems in terms of TD, with a
conventional fixed dc bias amplifier.

The obtained TD with the 7th order polynomial suggests that for an unspreaded
system, the optimum OBO is about 2.5 — 4 dB for the coded and uncoded systems
depending on the channel (AWGN or multipath fading). On the other hand, with
spreading, the TD and the optimum OBO can be further reduced by more than 1 dB
(this reduction is considerable in low OBO). This reduction is from the interference
rejection capabilities of spread spectrum systems, which in turn reduce the effects from
the intermodulation products. Thus, the BER degradation from the nonlinearities can

be reduced significantly by the spread spectrum techniques. However, it is important

to note that the ACPR (dB) reduces slowly with the OBO (dB) regardless of the
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spreading gain factors. Hence, when the adjacent channel interference is a major
concern, the OBO should be either increased or the envelope variations be reduced.

Interestingly, it was observed that in AWGN with independent slow flat fading
for each carrier, the Fj, /Ny degradation from a nonlinearity is smaller than in AWGN

alone for the uncoded MCSS system, especially those with small spreading factors.
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CHAPTER 6

Performance Analysis and Power Optimization of

Single-Cell Multi-User MC-CDMA Systems

6.1 Introduction

In the last chapter, we analyzed the performance of single user MCSS systems in
the presence of nonlinearities. Here, we extend our analysis to multi-user systems, in
particular, single cell MC-CDMA systems. Furthermore, we will answer the questions
raised in Chapter 1 and 2, as to how user location, which determines the degree of
nonlinearity, affects the desired user’s BER and how we find the sets of nonlinearities
which will ensure minimum power consumption for all users in a given cell. We will
explore answers using our optimization methods and analytical means which we will
present in this chapter, and which we presented in the preceding chapters.

This chapter is organized as follows. In Section 6.2 the coded MC-CDMA sys-
tem and the channel model are given. Section 6.3 presents the analysis of BER of
the system, which is an extension of Chapter 5. In Section 6.4, we discuss numeri-
cal results including the performance trade off between the amplifier output backoft
(OBO), user locations, and the BER sensitivity (£y/N, degradation). In addition,
we optimize power consumption with conventional fixed dc bias amplifiers. In doing
so, we identify the inherent power consumption problem for conventional amplifiers,
when used in power controlled cellular systems. As a simple but effective solution to

this problem, we apply dc bias controlled amplifiers presented in Chapter 4, and also
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quantify power consumption. In Section 6.5, we conclude this chapter with a brief

summary of our findings.

6.2 System and Channel Model

6.2.1 Transmitter

Before continuing, we briefly review transmitter model discussed in Chapter 2.
The convolutionally encoded information sequence is interleaved and converted from
a serial stream to M parallel streams. The binary code stream for the ¢-th carrier of
a k-th user is denoted by {dg;} where dg; € {£+1}. The signal on the ¢-th carrier
of the user k is then given by dy () = E;’;_OO dg; pr.(t — jTs) where T, = MT,R.
is the symbol duration and pr.(¢) is a unit rectangular pulse in ¢t € [0,7;]. The
information bit duration before the parallel to serial process is T}, and the code rate
is R.. The signal on ¢g-th carrier is then multiplied by an pseudo-random spreading
code ay4(t), where ay ,(t) = E;’;_OO Efvz_ol a% pr,(t—iT.—3Ts) and the chip sequence
{agz} € {£1} is a sequence of iid random variables with equal probabilities. Each
spreading code has a chip duration of T. = T;/N where N is the spreading gain of the

system. Finally, the signals on each carrier are added together before amplification.

The output signal of the modulator of the k-th user

w(t) = V2P an(t)di (1) cos{(we 4wyt + Or} (6.1)

where Py, is the power per carrier of the k-th user, w, is the carrier frequency and 0y,
is an iid random variable uniformly distributed over [0,27). The separation between

g-th carrier frequency and center frequency w. is denoted by w, = 2mq/T..

The modulated signal is first nonlinearly amplified, then distorted by multipath
fading and finally, corrupted by multiple access interference as well as AWGN.

6.2.2 Channel Model

The channel model adopted for each user is identical to the channel model used

in Chapter 5, except additional assumptions needed for multi-user environment. The
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additional assumptions made in this chapter are: each user undergoes different (inde-
pendent) fading, and the propagation loss factor, which is a function of user distance
to the base, is included in the fading channel. The amplifier and multipath fading
model for each user are the same models used in Chapter 5. Hence, we only explain
necessary parameters for the channel, and the common parameters are referred to

Chapter 5.

Amplifier Model

The AM/AM of the amplifier for user k is represented by the odd order polynomial
F(AL(t)) = a1 Ap(t) + asAL(t) + as AL (1) + ...+ a, AL (1) (6.2)

as in Chapter 5, where A,(¢) denote the signal envelope of @4 (¢). The amplifier output

signal of user k

ue(t) = {ar+asA}(0) + -+ e, AL (O an(t)
= )+ + - 2 (6.3)

where l’;:)(t) = ayx(t) denotes the linearly amplified signal term, and :L'Egn)(t) (for

n > 3) denotes the amplified signal term from the n-th order nonlinearity, given by

) = an(V2P) YD S G ()i (1) cos{ (w. + wy, )t + ey, ) (6.4)

akn(t) = ap (t) app(t) - ak,(t) (6.5)
doa(t) = dig, (1) diay (1) -+ dig, (1) (6.6)

and where the index j, = i+l —Ils+---+l,—1 —1,, l.e.,,w,, =271, /T. = w;, +wy, —
wy, + -+ +wy,_, —wy,, and the phase ¥y, = Oy, +0p1, — Okgy + -+ 0k, — Ok,
As explained in detail in Section 5.2.2, the nonlinearly amplified signal term :L'Egn)(t)

can be rewritten as the sum of the attenuated version of the original signal and the
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interfering signal as

() = on(V2P) T AW (M) k() + o (V/2P)"

M

SN S Gatdn(t) cos{(we +w, )t + e} (67)

I1=11=1 In=1

Ag
where

Ap =l 1)\ (e = )ALy = 15) A A (L, = 1))} (6.8)

Kis

where the OR (\/) operation runs over all possible permutations of 7 of every com-
bination of » = 221 distinct integers from the set {1, 2,4, ..., n —1}. Set A¢ is the

complement of set A, and A, (M) is the number of in-phase signal from the :L'Egn)(t).

Multipath Fading Model with a Propagation Loss

Each user undergoes independent frequency selective fading in the transmitted
bandwidth but flat (frequency non-selective) fading for each carrier. Hence, the low-

pass equivalent channel response for the ¢-th carrier of the k-th user

hial) = Brg(t)exp(ionq(1)3(1) (6.9)

where B\M(t) = V/OkDBrq(t). Brq(t) is an iid Rayleigh distributed random variable
with K3} (1)]= 1. The channel propagation gain gy of the k-th user is defined as
gr = i, and ry is the distance (normalized to the square root value of the product
of the height of the base station antenna and the height of the mobile unit) between
the user k£ and the base station. The phase g ,(f) is an iid random variable uni-
formly distributed over [0, 27). In this model, we assume a slowly changing Rayleigh
fading for each carrier so that the fades (8 ,(t) and ¢ ,(?)) are constant over the
symbol duration. In the rest of this chapter, we omit ¢ in i ,(¢) and @ ,(t). The
independence of 3, and ¢, on the transmitted symbols can be justified by the use
of sufficient interleaving. The random variables 3; , and ¢, are constant over the
symbol duration but independent from the symbol to symbol.

Figure 6.1 summarizes the channel model. Due to the nonlinear distortion, the
amplifier output signal of each user consists of the desired signal and the intermodu-

lation products. In order to account for the asynchronous transmission in the reverse

96



> = Desired terms

»| delay
USERT | ... BTy e »> hy(t) *» IMD products
n (t)
™ delay >
USER2 | .. T, e o D20
r(t)
o o o
[ [ [
[ [ [
> delay >
USERK | ..... > TK ....... > h K( t )

Figure 6.1: Channel model.

link, the random delay, uniformly distributed over [0, 7], is added to the starting bit
time of each user.

The received signal after the fading and AWGN channel

K

r(t) = n(t)+ > Skt —7) + > Il(t —7) (6.10)

k=1

where a desired signal of the k-th user, Si (1), is

M
HN2PL Y Brgain g (£)di g (1) cos{(we + w,)t + O3} (6.11)

g=1

and the interference signal of the k-th user nonlinearities
L) = 170+ 100+ + [ (6.12)

where the interference from the n-th order nonlinearity [ ,gn)(t) is
M M M R N R
(V2P Y > Tpagy B k(D) din (1) cos{(we + 1wy, )t + ¥r,, ) (6.13)
I1=11=1 =1

where HY = {a1 + as(v2P: ) 2As(M) + -+ - + an(VZP) " YA (M)}, Ory = Opy + ks
and {Z’\k,yn = Yk, + Pry,- The indicator function, Ii¢), equals one if the indices in the

summation belong to set (, and, zero if not.
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6.3 Performance Analysis

In this section, we first analyze the demodulator output statistics and then derive
the average BER of each user for the uncoded systems. For the coded systems,
we obtain an upper bound on the average BER. For the receiver, we consider a
conventional single user matched filter receiver (a filter matched to the signal before
the nonlinearities), which is not an optimum receiver even without nonlinearities.

However, we consider this type of receiver because of its wide popularity in practice.

6.3.1 Demodulator and Its Output Statistics

The coherently demodulated symbol Z; ,, after the integrate-and-dump filter of
the g-th subcarrier of the [-th user for time, t € [r, 7, + T}] is as follows:

TS-I_TZ ~
Zig = /r(t) arqg(t — 7)) cos{(w. + wy)(t — 7)) + 0,1, } dt
Tl
= n + Dl,q + Sl,q + S7[,q + Jnon,l,q + [non,l,q + fnon,l,q (614)

where

e 7 is a Gaussian distributed random variable with mean 0 and variance %

o D, is the desired term for the ¢-th carrier of the [-th user.

® Jouoni, 1s the nonlinear interference term to the ¢-th carrier from the [-th user

itself.

e 5;, is the linear interference from the ¢-th carrier of the other users.

° §l7q is the linear interference from the other (not ¢) carriers of the other users.
® ..., 1s the nonlinear interference from the ¢-th carrier of the other users.

° fnon,l,q is the nonlinear interference from the other (not ¢) carriers of the other

users.

Without loss of generality, if we let 7, = 0, the desired term of the [-th user

P~
Dy = Hl(l) ?lﬁl,ngg)Ts (6.15)
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and the linear interference from the other users

Sty = \/ ﬁk g COS{@k g — (91 g — Wk}

k= 1k¢1

/ taft)aksft = 7)ot = 7
0
and

R K 0 2 M R
S =y, H \/; Y P

k=1,k#l m=1,m#q

Ts
/ ahq(t)ak’m(t — Tk)d]“m(t — Tk)
0

cos{(wy — W)t + (W, + wp )7 + é\m — é\km}dt.

These equations (6.16) and (6 17) can be further simplified as

St \/ ﬁk g COS{@k g — (91 g — Wk}

k=1 k;ﬁl
A Ry, 1, (i) + d) By 1, (72)]

S*\l’q = \/?k Z ﬁkmsmc — ))

k= lk;él m=1,m#q

and

Aw m
Acos{%—I—(wc—kwm)m—l—@;q—ekm}

{di,_yi)[ckm,zq(i +1=N) = Chpu (i — N

A [t i+ 1) = Cpa, (1]}

(6.16)

(6.17)

(6.13)

(6.19)

where ¢ = |7 /T.|, A = 7 — T, the continuous partial cross correlation functions

kaJq(T) = / g (T — T)ag (t)dt
o~ OTS
kaJq(T) = / g (T — T)ag(t)dt

and the discrete aperiodic cross correlation function
STl 0<i< N -1
Crnag() =1 S al el 1-N<i<0

0, otherwise.
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It can be easily shown that the continuous partial and the discrete aperiodic cross

correlation function are related as

kaJq(T) = chkaq(i — N) —|— (T — iTc)[Ckaq(i —|— 1 — N) — Ckaq(i — N)] (623)
Ekaq(T) = chkaq(Z') —|— (T — iTc)[Ckaq(i —|— 1) — Ckm,lq(i)]- (624)

The (6.19) are obtained using the following equality in [27],

" A A
/ d(t — T)agm(t — 7)a4(t) cos(wt + p)dt = Asinc(;) cos(7w + ¢)
0

{dV[Cra(i +1 = N) = Cry(i — N)] + dO[Cry(i + 1) — Cra(i)]} - (6.25)

Finally, the nonlinear interference terms

Jnon,l,q = ‘]75031 l,q + ‘]75031 l,q +o ‘]7507)1 l,q (626)
[non,l,q = [7(1021 l,q + [7(1021 l,q +o [7(107)1 l,q (627)
fnon,l,q = f?(lizz,l,q + fffo?z,l,q +oeee [nzzz,l,q (628)

M M
nond,g ﬁlqzz ZI{A ) dl 1 112 ) dﬁi

I1=11=1 In=1

Ts
COS(@/)L]” — (917(1) 5l7n(t)al7q(t) dt (629)
0
K M
n \/ 2Pk n ~ ~
fiol,l,q = Z 5 2 B Z Z Z Lo, 3 cos{tbry, — O1q — wyTi }
k=1,k#l 1=11>=1 {n=1
Ts .
/ al7q(t)”dk7n(t — Tk)dk,n(t — Tk) dt (630)
0
Hn) QPk
(AN SELCLEAE S IS 5D 950 ST
k=1,k#l m=1,m#q 1=11>=1 {n=1
Ts ~ o~
[ costltn = wa e+ (w4 )t By = D)
0
al7q(t)5k7n(t — Tk)dk,n(t — Tk)dt (631)

where set A} is defined as {(liy oy ) n=q) N A Y and g, =11 + 1o — I3+

ety — 1, In fnon,l,qv the interference from the out-of-band carrier components

are not included, since its effects are negligible.
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Conditional Variance

The conditional variances of the linear interference are obtained as

K

P T 2
VarlSiloial = Y (H)P T (6.32)
k=1 k£l
K s M
5 B ()2 9x P T 1
Var[S1,|01,] = (Hy') AN Z m—qr (6.33)
k=1,k#l m=1,m#q

using the following facts that

IR, () + B ()] = o (6.34)
and
) . o |Z|7
E[Ckmvlq(l)ckmvlq(.])] = (635)
0, i#J
and, from [27],
A Aw T
2. 2/ 2 =% — c 2
E[A%sinc”( 5 ) cos™( 5 + ¢)] [27T(m — q)] . (6.36)

Similar to the derivation of (5.22) in Chapter 5, the conditional variance of Jm

non,l,q

is obtained as

" P[ﬁz T52 .
Va0 = — = H)) (6.37)
(H)? = aZ(2P)"™" Y [Gig(n)]. (6.38)

The summation in (6.38) runs over the set of groups, and |G, ,(n)| denotes the size of
each group, equivalently, the number of index vector (Iy,ls,1s,...,l,) which belong

to the group G ,(n). The notion of group is explained in detail in Section 5.3. Also,
(n)

similar to the derivations of (6.33) and (6.33), the conditional variances of In(m Lq and
ZSZ)LM are derived as
n kL kL, n
Var[I 18 = Y H MY (6.39)
k=1,k#£l
K 2 M H(n) 2
~n) B gx P T (Hy)
Var[[nomhqml,q] = Z AN Z (m— ) (6.40)
k=1,k#l m=1,m#q



Hence, the variance of Z; ,,

NoT,  [?,PT? () & ngk
VarlZig|o,) = = = HE Y 1P+ H)
k=1,kl
T Z LN f LM () (6.41)
4N 72 (m—q)2 k kym '
k=1,k#l m=1,m#q
where
(L)) = (HI)? o (L) - ()Y (642)

and the conditional mean

Zqulq V2P51q quH (6-43)

6.3.2 Bit Error Rate Performance
Uncoded System Performance

If we approximate the multiple access interference and the nonlinear interference
by a Gaussian random variable, the conditional BER of the ¢-th subcarrier of the I-th

user 1s

Poiglp, = @ ( SNR(ﬁz,q)> (6.44)

where Q(z) = (1/v2r) [ exp(—u?®/2)du. The conditional SNR(S,) given 3,

B Zl5) 26,3
VarlZigltha ~ (L + )1+ ofs7) + 52,15

SNR(3,) = (6.45)

where
Y, = [(Hl(l))2 + ([A-jl(z))z]glPlTs/No : average received symbol-energy-to-noise
power density ratio (Es/Ny) on the g-th carrier of the [-th user.
o Y = ﬁ Eé\il Fiqe0 Fs/Ng per carrier of the [-th user.

° 0, = [(ﬁl(z))z]/(Hl(l))z : normalized nonlinear interference variance on a ¢-th

carrier of the [-th user.

_ M . . . .
® 0 = ﬁ qul 01,4: normalized nonlinear interference variance of the [-th user

per carrier.

102



M 140k m
o Ulq = NZk 11@51{(@)(%(1 + Ok,qg) ‘|’7%2 Em:l,m;ﬁq (mikq’y)}-

In (6.45), from the perfect power control assumption, ¥, = 4, = ¥ for all k. The
average received bit-energy-to-noise power density ratio (E,/Ng) per carrier is R7'7.

Hence, the unconditional bit error rate of ¢-th subcarrier of [-th user

Vo u? (1 +o)(1 +vvlq>

(O T M T e R L
and the average BER of [-th user,
| M
= > Py (6.47)
g=1

Upper Bounds on the Bit Error Rate for Coded Systems

For the coded system, we consider a convolutional code of rate R. = 1/2 with
constraint length 7 with maximum likelihood decoding as in Chapter 5. We assume
that a perfect channel estimate is available so that we can weight the output of the

integrate-and-dump filter by the factor
g = E[Z)Budi? =1]/Var[Zi|84). (6.48)

We also assume that we have a sufficiently large sized interleaver so that code symbols
are independent of each other after the deinterlever. Bounds on the BER of user [

can be expressed as follows [85, page 327]

Pb,lg Z deLQ(d) (649)

d=dfyce
where wy is the total number of nonzero information bits on a path with hamming
distance d, dj... is the free distance of the code, and P, 5(d) is the error probabil-
ity between two codewords which differ in d symbols. We use truncated w; up to
approximately d = 30 which are tabulated in [86].
Similar to the derivation of (5.39), the pairwise error probability can be upper
bounded by

Py(d) < L / mfd () do (6.50)

n
T
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where

o 1
nl0) = [ expl=y oy SNRu () o (305 (6:51)
0 2sin” 0
and fp,,(B1:) is a pdf of the Rayleigh random variable, and

2068 A
(L4+a)(d+of3) + 87 %

SNRin(B1:) = (6.52)

The g; and v in the above equation, are taken from the maximum value of o,
and le‘q among the M carriers, respectively. In other words, g; = g4, and v} =
o for 4= (M +1)/2).

By a change of variable (letting SNR,,in(51:) = y), (6.51) becomes

1

o) = oot (e )l 63

2sin% 0

where u = (1 4+ g;)(1 + le""fy)/(Z’fy) and v = g;/(2N).

6.3.3 Approximation of P, ,(d)

In the multiple access systems, the spreading gain N is usually much larger than
the number of users. For large N, (6.52) can be approximated by

2629

SNR in (51) (1+a)(1 +vE7)

(6.54)

and, it can be easily shown that

QL

Pia(d) < S <2Z>A(12_%2) (6.55)

4

[N
[N

Il
=]

7

where

- gl
g \/<1 +o)(L+of ) +7 (6:56)

6.4 Numerical Results and Discussion

In this section, we first describe basic system parameters considered in the per-

formance evaluation. In particular, we discuss user location configuration, and we
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Figure 6.2: AM/AM of the amplifier model.

explain how we set the amplifier operation point (i.e., OBO) of each user, depending
on the user locations. Then, we numerically evaluate BER and F£,/Ny degradation.
Finally, we discuss user power consumption problems and our approach to resolving

them.

6.4.1 System Parameters

The considered amplifier AM-AM model, which was also used in Chapter 5, is
shown in Figure 6.2, where the polynomial coefficients are: a;=1.000, a3 = —0.274,
as = 0.0394, oy = —0.002, and ar = 0 for & > 7. In addition, for the results
to follow, we consider M = 10 subcarriers and denote the spreading gain factor as
N, = MT,/T. instead of N, where N = R.N,.

We assume that every user has an identical amplifier. The amplifier output backoff

(OBO) of user k is defined as the ratio of maximum output power to the average in-
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band output power, which is given by

OBO, — 1/2max{f2(Ak( ))};

Sl A P+ (H))? Py
__max{FAAW)} (6.57)
M P (HV)2(1 + )

It should be noted that F(Ak(t)) is the same for all users, since every user uses

an identical amplifier. However, because of the power control requirement, the user
amplifier operation points are different according to their locations. For example, the

OBO of user [ at r; is related to the OBO of user k at r; by
OBO;/OBO, = (r/m)Y. (6.58)

Since the channel propagation loss factor (¢) in cellular radio environments is usually
4, we use the same factor in our study.

In order to represent general cases, we consider two deterministic locations, r; and
ry, from the base station with ry/ry = 20. The user at r; can operate his amplifier in
very nonlinear regions (for example, OBO in the range 0 - 2 dB). However, the user
at ry; operates virtually in the linear region from the power control requirement: the
OBO of the user at r; should be less than that of the user at ro by 52 dB (40 log 20).
Hence, in the following, we evaluate the performance of the user of interest (User
A) as a function of the OBO of the users located at rq, regardless of the position of
User A (rq or rq).

6.4.2 Performance Evaluation

Figures 6.3(a) and (b), plot the uncoded system BER of User A in AWGN and
AWGN with multipath fading, respectively. The BER performance of each plot is
obtained for the spreading factors (N, = N) 80, 160, and, 300 when all K" = 30 users
(including User A) are located at ;. BER is obtained for OBO = 2.5 dB and linear
amplification. As shown in both figures, the BER degradation, from the nonlinearity
and multiple access interference, decreases as the spreading factor increases. However,
the additional degradations, due to nonlinearities, remain even with higher N,.

Figure 6.4 shows uncoded system BER of User A for different numbers of users
when all users (including User A) are at 5, with N, = 300. Once again, OBO = 2.5 dB
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and linear amplification is considered. As the number of users increases, the BER de-
grades. The nonlinear effects cause additional degradations to the already increased
BER due to the multiple access interference and multipath fading. Figure 6.5 shows
the uncoded system BER of User A for different OBOs when all K = 30 users (in-
cluding User A) are at ry with spreading factor N, = 300. The BER increases as
the OBO decreases due to the increased nonlinear signal distortion. In the fading
channel, the BER decay rate is not as steep as in the AWGN channel. This results in
a higher BER than that in the AWGN channel. In addition, a BER floor occurs for a
large F, /Ny due to the multi-user interference. The results obtained in the uncoded
systems suggest that the degradation from the nonlinearities is not as considerable
as from the multiple access interference and fading alone.

In order to examine the nonlinear effects as a function of user locations, we consider
two more possible configurations: when User A is at ro and K — 1 other users are
at r1, and when User A is at r; and K — 1 other users are at ry. In these scenarios,
the number of users is K = 30, and the spreading factor is N, = 300. Figure 6.6
shows the BER of User A when User A is at ry, and 29 other users are at ;. The
BER performance in this case is very similar to Figure 6.5 when all the users are at
ro. This similarity in BER suggests that the BER of User A does not depend on the
other users’ locations. This interpretation becomes more valid in Figure 6.7 when
User A is at r; and 29 other users are at ry. There is almost no BER degradation
of User A when User A is operating in the linear region (note that User A is at rq),
regardless of the other users’” OBOs. This issue will be discussed in detail when we
examine coded system performance.

As can be seen in the preceding figures, the uncoded system performances can
be poor (BER floor above P, = 107?), especially in the fading channel or when the
number of users in a cell becomes large. Hence, channel coding is usually required
to make communication acceptable. For coded system evaluation, we consider a
convolutional code of rate R. = 1/2 with constraint length 7. Figures 6.8 and 6.9
show the upper bounds on BER of User A for different values of the spreading factor
and the number of users, respectively. In these figures, we examine BER with both

OBO =2.5 dB and linear amplification, when all the users (including User A) are at
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Bit error rate of User A
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Figure 6.3: Uncoded system BER when all 30 users are at ro with OBO = 2.5 dB for
different values of the spreading factor N,: (a) in AWGN and (b) with fading.
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Figure 6.4: Uncoded system BER when all K users are at ro with OBO = 2.5 dB
and N, = 300 for different numbers of user, K: (a) in AWGN and (b) with fading.
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Figure 6.5: Uncoded system BER when all 30 users are at ry for different values of
OBO: (a) in AWGN and (b) with fading.
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Figure 6.6: Uncoded system BER when User A is at ry and 29 other users are at

ry for different values of OBO of users at ro (User A): (a) in AWGN and (b) with
fading.
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Figure 6.7: Uncoded system BER when User A is at r; and 29 other users are at ry
for different values of OBO of users at ro: (a) in AWGN and (b) with fading.
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ry. The results for the coded systems are similar to the uncoded cases, except that
BER is much smaller in the coded systems for a given Fj,/Ny. At E, /Ny =5 dB with
K =30 and N, = 300 in AWGN, the uncoded system BER is about 1072 while it is
about 107° in coded systems.

In order to examine the nonlinear effects on the coded system as a function of
user locations, we consider three possible configurations as we did for the uncoded
systems. The results are shown in Figures 6.10 — 6.12. The trend in the figures
is very similar to that in the uncoded case, that is, the BER of User A does not
depend on the locations of other users. This trend is quantified in Figure 6.13, by
the E,/Ny degradation at the BER of 107*. Again, the E,/Ny degradation is the
increased in required E,/Ng from the linear case at target BER, P, = 107*. The
FEy /Ny degradation of User A is plotted versus the OBO of the users at r,. When the
amplifier OBO is close to 1 dB, the degradation is as large as 2.2 dB and 6.2 dB in
the AWGN and fading channels, respectively. The performances, in both AWGN and
AWGN with fading, are noticeable only when User A has low OBOs (i.e., when User
A is at ry and the OBO of User A is low). The degradation in the fading channel
at low OBOs is a little more sensitive to the low OBOs of other users than in the
AWGN case. This is because our considered BER (107?) is near the BER floor region
of the fading channel so that a slight increase in BER from additional nonlinear effects
causes relatively large Fj, /Ny degradation, unlike in the AWGN case.

The results obtained in both coded and uncoded systems suggest that the main
source of the nonlinear degradation of User A is the self-nonlinear interference of
User A (low OBO of User A) and not the nonlinear interference of other users. This
result can be explained intuitively if we bear in mind that the other users, regardless
of their OBOs, all contribute interference (either linear or nonlinear) to User A. As
long as the interference power from each of the other users is the same, the interference
from the distorted waveforms (from the nonlinearities) of other users is only slightly

more than the interference from their undistorted waveforms.

113



Bit error rate of User A
o

T T

80

80, Linear
160

160, Linear
3

3

00
00, Linear

2222222
c e e T e e
{1 | | | B 1}

o> v o+

10’ 1 1 1

3 4 5 6 7 8

E b/ N 0 (dB) per carrier
(a)
10° ‘
o N, =80
Nu =80, Linear

107 N N, =160 ,

3 > N =160, Linear

E u

i A N, =300
107 - N, =300, Linear |

Bit error rate of User A
o

6 7 8
E b/ N p (dB) per carrier

(b)

Figure 6.8: Upper bounds on BER of the coded systems when all 30 users are at ry
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Figure 6.11: Upper bounds on BER of the coded systems when User A is at ry and

29 other users are at r; for different values of OBO of users at ry: (a) in AWGN and
(b) with fading.

117



o OBO=1dB
x OBO=2dB
o OBO=3 dB
+ OBO=5dB E

Linear (K=30)
—s=—  Linear (K=1)

Bit error rate of User A

-6 I I I I I

3 4 5 6 7 8 9 10
E b/ N p (dB) per carrier
(a)
107'¢ } »
o OBO=1dB
x OBO=2 dB
S o OBO=3 dB
107 + OBO=5 dB E
Linear (K=30)
—s=—  Linear (K=1)

Bit error rate of User A

1‘0 1‘2 1‘4

E b/ N p (dB) per carrier
(b)

Figure 6.12: Upper bounds on BER of the coded systems when User A is at r; and

29 other users are at r for different values of OBO of users at r5: (a) in AWGN and
(b) with fading.
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Figure 6.13: E,/Ny (dB) degradation of User A in the coded systems for different
configuration of user location: (a) in AWGN and (b) with fading.
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6.4.3 Discussion regarding User Power Optimization

In this subsection, we discuss user power optimization in a power controlled single-
cell system. The purpose of this subsection is to present a methodology for finding
the optimum operation points of the user’s amplifiers, which will reduce the overall
power consumption in a cell. Hence, the optimization process is mainly conducted to
find the optimum OBOs for the users, which ensure the minimum power consumption
(i.e. dc power consumption) for a given system. In this thesis, we do not attempt
to reduce power consumption by improving the performance of our communication
systems. We do, however, attempt to do so by intelligent utilization of the amplifier
characteristics. This is accomplished once the optimization with conventional fixed
dc bias amplifiers is completed.

In the considered power controlled single-cell systems, the solution to the opti-
mization problem is simple. In essence, once the average output power of a user at
the maximum cell radius (R,,) is determined, a user’s location will be sufficient to
determine his average output power. In addition, when the user at R,, meets a target
BER, all the other users in a cell will meet the target BER. This occurs because any
user closer to the base station has less nonlinear distortion. Therefore, it is necessary
to find the optimum OBO of the user at R,,. However, this is the optimum method
only in a power control system. One may argue that users operating in linear regions
transmit more power, because of the power control, than necessary to meet the tar-
get BER. Nonetheless, in most cases, the excess power sent is insignificant, since the
FEy /Ny degradation rapidly decreases with increasing OBO.

To make our discussion more concrete, we optimize power consumption in the
coded systems, considered in the previous subsection, when all 30 users are at rs.
We take ry to be R,,. Since we consider a fixed dc bias amplifier, we adopt TD
as our objective function, which is the sum of the OBO (dB) and its corresponding
Ey/No (dB) degradation at the BER of 107*. For this case, TD is shown in Fig-
ure 6.14. The optimum OBO for the user at R,, is about 2 dB in AWGN and 3 dB in
the fading channel. Even when the other 29 users are not at R,,, the obtained OBO
is still the optimum OBO for the user at R,, since the other users’ nonlinearities do

not affect the BER of the user at R,,, as long as the number of users in a cell is 30.

120



8 T
+ AWGN
o FADING
77 -
67 -
[=
2
N
[a~]
o5 B
o]
=
on
3
~4r N
m
o
N
A3t .
[
27 -
1k i
1 1 1 1 1 1
1 2 5 6

3 4
OBO (dB) of users at r

Figure 6.14: TD of the users at r, in AWGN and with fading.

We, now, summarize what we have done so far regarding power optimization
of power controlled cellular systems, and identify power consumption problems of
conventional fixed dc bias amplifiers used in such systems. From the obtained TD,
we found the optimum OBO of the user at R,,. Correspondingly, we determined the
minimum required dc power level Py.., (from (3.7) in Chapter 3) of the amplifier
to be used in the system, given the required average output power Pgr . Once the
desired dc power level of the amplifier is set, any user at distance r transmits output
power Pgr, /{R,./r}¥ as shown in Figure 6.15. However, since all the users use Py,
regardless of their output powers, the average dc power consumption per user is Py .

As a result, with a conventional amplifier, the users in a cell expend equal amounts
of dc power, which is inefficient for users closer to the base station. As we have dis-
cussed in Chapter 4, for the dc bias controlled amplifiers, the dc power can be adjusted
proportionally to the transmitted output power (see the dashed line in Figure 6.15):
an effective method for reducing power consumption in a power controlled cellular
system. We conduct a simplified analysis to gain more insight on further power

minimization from the dc bias schemes in the following.
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Figure 6.15: Amplifier output and dc power of users when the conventional fixed dc

bias amplifiers are used after power optimization.

A dc Bias Controlled Amplifier for Cellular Systems

A circular cell with a radius R,,, as shown in Figure 6.16, is considered for the
cell model. In addition, we assume that the user location (X,Y') is uniform over the

circular cell with joint probability density function (pdf)

1
fxy(z,y) = TR

™m

In terms of the distance R = v X? + Y2, the pdf of R can be represented as

2r

T for 0<r<R,.

fr(r) =

For the amplifier models, we consider the ideal dc bias schemes presented in Chapter 4.
For the readers’ convenience, we reiterate the amplifier dc power characteristics as a

function of output power, given as follows:

Ideal fixed dc bias Piem for 0 < P,(t) < Psat (6.59)
Piewnr /28 for 0< P,(1) < Pr,
Ideal single dc bias o Pre < Bl < B (6.60)
Pdc,m for PL,O S Po(t)
Piem 22t for 0< P,(t) < Pp,
Ideal dual dc bias e P, s b s b, (6.61)
Pdc,m for PL7O(ZL) S Po(t)



v

Figure 6.16: Circular cell shape and the maximum radius of the cell.

where Py, is the maximum amplifier linear output power and is related to the max-

imum dc power Py, and to the saturation output power Py, by

Pdc,m Psat
P, = 5 = (%)2. (6.62)
We denote th user’s OBO at R, as
Psa
OBO* = =2 (6.63)
Rm

As we have mentioned in the previous subsection, when a conventional fixed dc
bias amplifier is used, the average dc power consumed per user is Py, ,,, once the dc
power level Py ., is determined from the TD. In order to examine user power savings
from the dc bias schemes, we perform a simplified analysis, that is, we consider
two extreme cases: constant envelope signals with small OBO™ and nonconstant
multicarrier signals with large OBO™.

In the case of constant envelope signals, when the propagation loss factor ¥» > 0,

and the OBO™ < (%)2, the average dc power consumption per user is

R R}
Pdc = / Pdc’mfR(T)dT —I-/O Pdc(r)fR(r)dr (664)

Ry

where the conditional average dc power is Py.(r) = E[Py.|r] and

. OBO*) /¥
R = {(i)z} R (6.65)
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Figure 6.17: Normalized average dc power per user with different dc bias controlled

schemes and different values of .

Using the following relationships:

Piem for fixed bias
Pictr) = § \/2Picn Pr,[{R[r}* for single bias (6.66)
2PR, [{R,/r}¥ for dual bias
and
>} 4 Pdc m
P = (—)? : )
b = (o (6.67)
we obtain average dc power consumption for the different dc bias schemes as:
Pdc,m for fixed bias
Py = Piemi{l — [(%)ZOBO*]%} for single bias (6.68)

/ 2
Paem{l — %[(%)QOBO*]%} for dual bias.

In the case of nonconstant envelope signals with large OBO™ > ( )2, the average

dc power consumption per user is

P, ~ /0 " Po(r) fa(r)dr. (6.69)
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Using (4.16) and (4.17), the average dc power for different bias schemes are obtained

from derivations similar to (6.68), and are given by

Pdc,m for fixed bias

4

Py Pdc’m{ﬁ (;)ﬁ} for single bias (6.70)

%

Pdc’m{ﬁ(%)zﬁ} for dual bias

where we assume that the input envelope of the signals is Rayleigh distributed, which
is the case when the number of subcarriers is larger than 6.

Figure 6.17 shows the normalized average dc power consumption per user (nor-
malized to the average dc power of the fixed dc bias scheme) for ¢» = 4 and 6 when
the OBO™s are small. When ¢ = 4, even for OBO™ = 0 dB, the dual bias scheme can
reduce dc power consumption by a factor of 2, which in turn doubles the battery life.
When a large OBO™ is required (which is common in multicarrier systems to meet the
ACPR requirement), the power savings from the dc bias scheme can be substantial
as shown in Figure 6.18. When ¢ = 4 and OBO* = 8 dB, the dual bias scheme can

reduce dc power consumption by a factor of 10.
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6.5 Conclusion

In this chapter, we have evaluated the performance of single-cell convolutionally
coded MC-CDMA systems in the presence of multipath fading and nonlinearities. In
particular, we have formulated and examined the problem of the nonlinear effects
from the power control used in a cellular system.

The effect of other users’ nonlinearities on the BER performance of a desired user
has been analytically derived and system power consumption of the users optimized
in a power control system. It was found that the nonlinear degradation effects in
multi-path and multi-user environments are not as significant as the degradation
from multiple access and fading alone. In addition, it was found that the BER for
the desired user is mainly affected by the nonlinearities of the user’s amplifier, not by
the nonlinearities of other users.

We discussed the inherent power consumption problem for conventional amplifiers,
used in conventional cellular systems. We presented dc bias controlled amplifiers as
effective solutions to this problem and quantified realizable power savings. The power
consumption can be about half that of the conventional fixed dc bias scheme, even
with constant envelope signals. More importantly this savings can be increased up

to 10-fold for nonconstant signals when high OBO is needed.
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CHAPTER 7

Conclusions

This thesis has dealt with the performance and power optimization of communica-
tion systems in the presence of amplifier nonlinearities. Although the communication
system models considered in this thesis are mostly multicarrier systems, the optimiza-
tion functions and methodology employed in this thesis can be readily used with other
types of communication systems, including single-carrier systems. In addition, the
insight gained from our numerical results can be very useful for designing low power
communication systems. In this chapter, we summarize the results of this thesis and
discuss some of the interesting future work suggested from our research.

Despite the existence of a trade-off between the degree of nonlinearities and total
system power consumption, to date no justified methods have been offered to opti-
mize power consumption. Only an intuitively justified objective function for power
optimization has been used. However, we have demonstrated that the use of the
conventional objective function is only valid when the amplifier dc power is constant
throughout the entire input power range. We have proposed a general objective
function for optimizing power consumption of communication systems with nonlinear
power amplifiers. Our objective function is an integral part of this thesis because it
allows us to achieve power optimization.

In order to show the usage of our objective function and methodology for power
optimization, we have demonstrated optimization procedures for OFDM systems with
three different dc bias controlled amplifiers: fixed, single, and dual dc bias controlled

amplifiers. The dc power changes according to the envelope in both single and dual
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dc bias schemes; whereas it is constant in the fixed dc bias scheme, typical of the
conventional amplifier. We first quantified the performance (BER in AWGN and
spectral regrowth) and power consumption of OFDM systems with different amplifiers
and amplifier operation points. We then optimized power consumption based on the
quantified performance and objective function.

The presented optimization procedure can serve as a guideline for optimizing
power consumption of amplifiers in communication systems. Furthermore, this op-
timization has enabled us to quantify power consumption with dc bias controlled
amplifiers. As critical by-products, we have demonstrated a significant power reduc-
tion using dc bias control schemes for highly nonconstant envelope signals, such as
OFDM signals. The dc bias control scheme is found to be an effective method for
reducing power consumption when linear amplification is highly desired, such as with
ACPR requirements.

Because of the difficulties in analytical performance evaluation of nonlinear sys-
tems, time-consuming Monte Carlo computer simulation has been extensively con-
ducted to study the effects of amplifier nonlinearities on multicarrier systems. How-
ever, the simulation approach does not provide much insight into the underlying mech-
anism, and becomes impractical in performance evaluation of multi-user systems. In
this thesis, we have analyzed the effect of amplifier nonlinearities on the performance
of multicarrier spread spectrum systems in both single-user and multi-user environ-
ments. Two performance measures, BER and ACPR, were considered to assess the
effects of in-band and out-of-band interference from nonlinear amplification, respec-
tively. A memoryless polynomial model was used to represent the bandpass amplifier
amplitude nonlinearities (AM/AM) and a slow frequency nonselective independent
Rayleigh fading channel was assumed for each modulated carrier.

In the case of single-user environments, we have obtained analytical results for
the BER of uncoded systems and bounds on the BER of convolutionally coded sys-
tems. It was found that BER degradation from the nonlinearities can be reduced
significantly by spread spectrum techniques in single-user systems. This reduction
comes from the interference rejection capabilities of spread spectrum systems, which

in turn reduce the effects of the intermodulation products. In addition, it was ob-
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served that for uncoded MCSS systems in AWGN, with independent, slow, flat fading
for each carrier, the Fj, /Ny degradation from a nonlinearity is smaller than in AWGN
alone. This is especially for those MCSS systems with small spreading factors. The
reason for this may be that when the signals undergo deep fading, which dominates
the BER performance, the intermodulation products from nonlinear amplification are
also faded, reducing their nonlinear effects. The obtained ACPR shows its slow (in-
verse linear) fall-off with the amplifier output backoff. Finally, the optimum amplifier
output power backoffs were determined for both coded and uncoded systems when
the conventional fixed dc bias amplifier is used.

In the case of multi-user environments, we have analyzed the performance of single-
cell MC-CDMA systems, where perfect power control is assumed. More importantly,
we were able to answer the questions of how user location, which determines the
degree of nonlinearity, affects the desired user’s BER as well as to the question of
how to find the set of nonlinearities which minimize user power consumption in a
cell. Tt was found that in a power control system, the BER for the desired user is
mainly affected by the nonlinearities of the user’s amplifier, not by the nonlinearities
of other users. In addition, it was found that nonlinear degradation effects on MC-
CDMA systems in multi-path and multi-user environments are not as significant as
the degradation due to multiple access interference and fading alone.

When we optimized user power consumption with conventional fixed dc bias am-
plifiers in a power control cellular system, we identified an inherent inefficient usage
of power in conventional amplifiers. That is, all the users use equal amounts of dc
power, which is unnecessary in a power control system. We presented dc bias control
schemes as effective methods for solving this problem and quantified realizable power
savings.

There are a number of issues that were not tackled in the course of this research,
which would provide interesting topics for further research. The channel Doppler
and amplifier phase distortion (AM/PM) effects can be significant in high frequency
bands. In the presence of Doppler, the intermodulation products can interfere with
the desired carriers, which does not occur in the absence of Doppler. Hence, the

Doppler effects in a nonlinear channel are expected to degrade system performance
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more severely than in a linear channel. An inclusion of AM/PM effects should be
considered together with predistortion techniques since the AM/PM predistortion [41]
is not as performance-limited as AM/AM predistortion. Note that the best amplifier
characteristics achievable with AM/AM predistortion are those of the soft limiter.

It would be interesting to include multi-user interference cancellation techniques in
the framework of our MC-CDMA system. In particular, the subtractive interference
cancellation techniques [89] can be applied to remove intermodulation products as
well as multiple access interference. Since the interference cancellation techniques
do not require as precise power control as the single user correlation receivers do, it
would be interesting to examine the trade-offs between total user power consumption
and different degree of power control precision.

Finally, it is important to note that the role of the dc bias control scheme, pre-
sented in this thesis, is to reduce the average dc power, not the peak dc power. Since
the peak dc power is proportional to the peak amplifier output power, the bias control
scheme in conjunction with the block coding schemes for reducing PMEPR proposed
by Ochiai [35, 36] and Davis [39], could provide an effective approach to integrate the

issues of peak dc power.
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APPENDIX A

Power Analysis of Class A dc Bias Controlled

Amplifiers

This appendix is a supplement to Chapter 4, and includes a derivation of amplifier
characteristics (output and dc power) of the dual dc bias controlled amplifier. This
is an extension of work done in the fixed and single dc bias scheme of Saleh’s [48]
to the dual dc bias scheme. This is needed because only a summary of the bias
controlled amplifier characteristics is presented in Yang’s work [44], and the actual
derivations are not given in his paper. We first review basic parameters of a power
amplifier circuit, and derive the amplifier characteristics of ideal amplifiers (where

A =0 =¢=0). Then we extend them to non-ideal amplifiers.

A.1 System Model
Let the input signal to the amplifier be
vi(t) = Vi(t)sin(2rf.t 4+ 0(t)) (A.1)

where V;(1) is the voltage envelope of the signal, 6(¢) is the phase, and f. is the carrier

frequency. The output of the amplifier is expressed as
vo(t) = V,(t) sin{2n f.t 4+ 0(1) + ®(1)}. (A.2)

The phase shift ®(¢) of the considered amplifiers is 7/2 (which has no effect on power

characteristics), and the maximum input and output voltages of the linear region are
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Figure A.1: Input and output RF envelope characteristics.

denoted by V,,,, and V,,, as shown in Figure A.1. The normalized input and output

envelopes are defined as

e(t) = r(t)< 1. (A.5)

Note that 1/r2(¢) is the PMEPR, where the overbar indicates averaging over signal

envelope variations, i.e. r(?).

A.1.1 Basic Circuit Parameters

A simplified FET (Field Effect Transistor) amplifier circuit is shown in Figure A.2,
and the ideal I-V characteristics of the considered FET are shown in Figure A.3. The
elements L and ' in Figure A.2 represent an inductor and a capacitor, respectively.
The inductor is selected so that it approximates an open circuit for the input carrier

frequency and a short circuit for de [90, page 243], that is

2nf.L > Ryp (A.6)
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Figure A.2: Simple FET circuit model.

where R denotes load resistance. The capacitor (' is assumed to be large enough to

be a short circuit for ac signals and an open circuit for de. In other words,

i, = —ig = —(ip—Ip) (A7)
Vo = Uqg = UD—VD (AS)

where Ip and Vp denote the de components of 1p and vp, respectively.

In Figure A.3, the gate pinch off voltage is denoted by V,,. The maximum allowable
drain voltage and current are denoted by V,, and [,,, respectively. We can set the
(-point (dc operation point) by biasing the gate and the drain. The gate and drain
biasing voltage are denoted by FEg and Ep, respectively. This biasing determines
dc drain current Ip and dc drain voltage Vp. By convention, the AC load line and
the bias point Q(Vp, Ip) are chosen in such a way as to maximize the linear output
voltage swing v,(t). Note that the slope of the AC load line is always —1/ Ry, and the

AC load line should cross the Q-point Q(Vp, Ip).
Finally, the RF output power and dc drain power are given by

Py(t) = Vi()I.(t)/2 = V2(t)/(2RL) (A.9)
Po(t) = Ep(t)Ip(t) (A.10)

where the output drain current [,(¢t) = V,(¢)/Ry.
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Figure A.3: Ideal FET transistor characteristics.

A.2 1Ideal dc bias Controlled Amplifiers

A.2.1 Circuit Parameters

The equivalent circuit for the ideal dc bias controlled amplifier is shown in Figure A.4
and the transistor characteristics are shown in Figure A.5. The drain current ip is
related to the gate voltage vg by

Ly,

Vp(vg—l-Vp) (A.11)

ip =

where the maximum allowable drain current [, is the drain current when vg = 0.

The resistance load Ry, 1s set to
R, = V,/L, (A.12)

to maximize vp (a possible swing range of V). The dc biases for fixed, single, and dual
bias schemes are listed in Table A.1. These biases set the Q(Vp, Ip) and Vp = Ep in

the considered amplifier models.
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Figure A.4: An ideal FET amplifier equivalent circuit model.

Table A.1: dc bias for different bias schemes.

Bias| fixed single dual
P Vo —Vp/2 if Vi(t) > 2| —V,/2 i Vi) > &
Y ’ —V, +Vi(t)  otherwise —V, +Vi(t)  otherwise
Vin/2 it v, > =
V, otherwise
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Figure A.5: An ideal FET amplifier characteristics.
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A.2.2 Output Power and dc Power Analysis

Since the bias schemes do not affect the amplifier output signal, the RF output
power is the same for all bias schemes and is derived as follows
VI (Vi) [V Vil

P(t) = 2~ = 2T ) = ()= A3

== (P90) (Gi) = (A1)

where V,,, = V,,/2 (from Figure A.5), and I,, = V,,,/Rr. The dc power (i.e. drain

power) for the dual bias scheme is derived as follows

Pp(t) = Ep(t)Ip(t) = (V,) (M)

Vo
- o (1) - (405

vo| 55

- (r(t) ><r(t)%n>. (A.14)

Note that dec power in the fixed bias scheme is given by (A.14) with r(¢) = 1, and
the dc power in the single bias scheme is given by (A.14) with r(¢) = 1 only in the

first set of parentheses. Power efficiency (dc conversion efficiency) of the amplifier is

defined by
nm = P,/Pp. (A.15)

With a fixed dc¢ bias scheme (conventional class A amplifier), the power efficiency in
the case of perfect linear amplification (i.e. r(t) < 1)

_ 1
— 9 = - Al
D v/ SPMEPR (A.16)

which is an inverse linear function of the peak-to-mean-envelope-power ratio (PMEPR).

A.3 Non-ideal dc bias Controlled Amplifiers

A.3.1 Circuit Parameters

In this section, we consider a more realistic FET amplifier model shown in

Figures A.6 and A.7, which includes the following dimensionless parameters [48]:

e A (output knee voltage parameter): The ip vs. vp characteristic for Vi = 0

has a knee at 1p = [,,, and vp = AV,,.
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e ¢ (output conductance parameter): A constant drain conductance Gp = €el,, [V,

exists in the region vp > AV,,.

e o (nonlinear soft cut-off/pinch-off parameter at low output current levels): The
relation vg vs. jp is assumed to be linear only between vg = —(1 — €)V, and

UGZO.

The drain current ¢p is related to the gate voltage vg by

iD == jD—I-GDUD (Al?)
where

) I

Jp = 7(vG+Vp) (A.18)

p

and .J,, is the drain current when vg = 0. In addition,
Jn = (1 —€eA)l, (A.19)

from I, = J, + GpAV,,. Note that for linear amplification, vg should be in
[—(1 —€)V,,0]. This clearly shows a reduced linear amplification range.

The load resistance Rj, 1s set to be

V., (1-A)
- A2
1t Iy (1 —e€— o0+ Aeo) (A.20)

and the dc biases for the fixed, single, and dual bias schemes, which set the ) points,
are listed in Table A.2. From the fact that iy = —vg/ Ry, and iy = (J,,v;)/V, + Gpua,

we obtain the following:

voo Vabili-A)
Vi (1-o0)
Ve 2V;
Vi — (1=0)V,
2V;
L (A21)
Vi

which will be used in the following subsection.
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Figure A.6: A non-ideal FET amplifier equivalent circuit model

Table A.2: dc bias for different schemes.

Bias| fixed single dual
i V(o) _w if ‘/Z(t) > VP(lQ_U) _Vp(12—cr) if Vz(t) > Vp(lz—cr)
’ ’ —V,(1—=0)4Vi(t) otherwise | —=V,(1—0)+Vi(t) otherwise
V(148)  gp yy s Vml44)
Ep | w2 V(1 +A)/2 ? E
AV, +V, otherwise
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A.3.2 Output Power and dc Power Analysis

Similar to the derivation of the ideal amplifier characteristics, the RF output

power is the same for all bias schemes and is given by

Bo(t) = ‘;O;E? = (‘(/(i)>2<;/]£> _ rz(t)<(1—2A)Vm>z<2]1%L>
<L_{?ﬂz><éiu_255gfkd>
b

1 —
mdm
(1 —=A)1 —e—0+ Aco) (A.22)

r*(t)
r*(t)

where V, ., = V(1 — A)/2 (from Figure A.7) has been used.
In order to derive the dc power of the dual bias scheme, we need to find FEp(t)

and Ip(t). The dc drain voltage Ep(t) is obtained as

Ep(t) = AV, +V, = AV, +V,.r(t)
— m@+92§ﬂ@ﬁ): %@A+Q—Ay@y (A.23)

The dc drain current Ip(t) can be obtained using (A.17) and (A.19) as follows. With
the gate bias Eg = V(1) — V,(1 — o) we get

Vii | Jnvi
D = Jn — A.24
Jp @+%H'% (A.24)
and if we substitute jp in (A.17) with (A.24),
Vi L Vi
Ip(t) = Jnlo+ =)+ e——[2A+ (1 — A)r(t)]. (A.25)
V, Vi 2
With (A.19), Ip(t) becomes
Vi L
Ip(t) = L,(1—cA)(o+ 7) + 76[2A + (1 = A)r(t)] (A.26)

P
L,

= 7{(1 —eA) 20+ (1 —o)r(t)) + e2A+ (1 — A)yr(t)]} (A.27)
L,

= 7{2(0(1 —eA)+ eA)+r(t) (1 —o—2eA+e+oeA)}  (A.28)

where (A.21) is used in going from (A.26) to (A.27). Hence, the dc power of the dual

dc bias scheme, Pp(t) = Ep(t)Ip(t), is
Vil

RA+ (1 =A)r(t){2(c(1 — eA) + eA) + r(t)(1 — 0 — 2eA + e+ oeA). (A.29)

Furthermore, by letting, VT’"IT’" = 1 and r(t) = e(t) in (A.29), the normalized dc

power, in (4.11) for e(t) < 1, is obtained.
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Figure A.7: A non-ideal dual bias FET model.
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APPENDIX B

The Lowpass Equivalent Signal Model of (5.1) and
Derivation of (5.7)

First, we represent the signal x(¢) in (5.1) by its lowpss equivalent signal xp(¢).

Then based on this representation, we derive (5.7).

B.1 Lowpass equivalent model of (5.1)

The modulated signal x(t) in (5.1) can be represented by its lowpass equivalent

signal x,(t) as follows:

x(t) = V2P Z t) cos{(w. + wy)t + 0,}
= Al )COS{(wct +¢(t)} = Re{(ar(1)) ™'} (B.1)
where Re{ X} denotes the real part of X, and
ri(t) = A = V2P Y " ay(t)d,(t)e’ a0 (B.2)
The envelope of x(t) is A(t) = \/22(t) + 22(1), and its phase is ¢(¢) = tan™"(a(t)/x.(1)),
where
z(t) = @Z 1) cos{w,t + 0,} (B.3)
z,(t) = V2P Z t) sinfw,t + 0,}. (B.4)
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B.2 Derivation of (5.7)

We can derive x,(t) in (5.7), where n is odd, as follows:

l’n(t) = anAn_l(t)A(t) COS{U)JL + qb(t)} = «a,Re {An_l(t)A(t)ej(wct-l-(b(t))}
= o,Re {A”—l(t)A(t)GM(t)ejwct} — o,Re {An_l(t)xL(t)ejwct}

= a,Re {A”‘l(t) (@ iw: all(t)dll(t)ej(wh“'ell)) ef‘wcf} (B.5)

=1

where the (n — 1)/2-th power of A%(¢) is

AT = {en(tey ()}

sy
= 2P (n=1) /222 Z Z al2 dl2 als )dls( ) In— 1(t)dln—1(t)

lp=113=1 lp_1=11,=1
aln(t)dln( )ej{(wz2 Wiy +ee by, g —wiy, )tH01, =0, 4 +9zn_1—9zn}‘ (B.6)

2
(n—1)/2
<t>dh<t>a13<t>dls<t>ef{<w12—w13>t+%—ezs}}

Hence, from (B.5) and (B.6),

) = aled PEYDY Y Y ai

li=11s=115=1 lno1=11p=1

G wewn, Fwny —wiy ftwn,, _ —wr, )00 0, =0y o0, =01, ) }

= V2P)" Z Z Z an(t)d, () cos{(w, +w, )t +0;} (B.7)

l1=11=1 ln=1

where w,, = w;, +w;, —wy, + - +wy,_, —wy,, the phase 8, =0, +0, — 0, +---+
eln—l — (gln, and

an(t) = an(t) ap(t) - a,(1) (B.8)
d(t) = di(t)di(t) - dy, (1) (B.9)
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APPENDIX C

Size of the Union of Sets and Lists of Aj/(n)

Size of the union of sets is given by [84, page 37],

P

|51ngu...USp| = Z|SZ| — Z|S¢1m5i2| + -+
=1 11 <t2

(=Y s, NS, NS,

il <Z2<<Z’I‘

4o+ (—1)p+1|52'1 N 52'2 n---N Sip|-

The summation ) Sy NS, N---NS;

i\ <y <oy | is taken over all of the (f) possible

subsets of size r of the set 1,2,...,p.

Av(3) =2M — 1, Ay (5) = 6M? —9M + 4, Ap(7) = 24M°3 — 72M? + 82M — 33,
Ap(9) = 120M* — 600M° + 1250M? — 1225M + 456, and Ap(n) ~ M{(n + 1)/2}
Ar(n — 2) for large n.
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APPENDIX D

S Gign)? forn=3and 1<q¢< M

For n = 3, there are 2 different types of groups, based on whether the indices
[y and [y are equal or not. For each group of the first type, which is the case of
[y = ly, one index vector (Iy,(3,[3) itself constitutes a group as shown in the example
(lh, = 2,13 = 2,13 = 3) in Section 5.3.1. For groups of the other type, {; # l3, two index
vector (Iq,13,13) and (I3, 11, 3) constitute a same group. Hence, the total variance from
the groups in first type is the number of groups X (M, g) in first type and the total
variance from the second type is the 4 times the number groups Y (M, ¢) in the second
type. This is because (Iy,ls,(3) and (l2,[1,3) yield the same terms and these terms
are added coherently. Then

S 1G B = X(M.q)+4Y (M (D.1)

where

Jd
z

Il
WE

o~

11, Is=1

—_

1

M M
Z Z I{{ll-l-lz—13Zq}/\{lssﬁll}/\{137512}/\{11212}}
M

|

WE

{ton-ts=a a1} }

o~

—_

1=11l3=

M=2 if M is even

2
= . (D.2)
MZAEDT S5 M s odd
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and
M M M

Y(M7q) = Z Z ZI{{ll+12—13:q}/\{13;ﬁl1}/\{137512}}

h=1l=l+113=1
1

M M M
- 5 (Z Z Z I{{11-I-lz—13=q}/\{137511}/\{137512}/\{117512}})

hh=1l=113=1

M M M
(Z Z Z I{{ll‘Hz—lszq}/\{lg;ﬁll}/\{ls;éb}} — X(M, Q)> (D.3)

hh=1l=113=1

(NN

where

Z Z Z I{{11+12—lszq}A{zsqézl}A{zS;ézQ}} = (¢—1)(M —q) + (M - 2)2(M ly (D.4)

hh=11=113=1

Since derivation of (D.2) is similar to and easier than that of (D.4), we only derive
(D.4). The calculation of (D.4) is the same as finding the number of index vectors
(I1,12,15) that satisfy the following conditions:

—_

Al £ L} and {l3 # [}

3. {l1—|—l2—l3:Q}

[N]

.

Al < g < My

From condition 3, for a fixed [; = j, [ = ¢ — 7 + {3 and from condition 1,

1<qg—j54103< M. Hence,
max(l,j—q+1) <l <min(M,M+j —q) (D.5)

but note that l3 # j from condition 2, and ¢ # j from conditions 2 and 3. Hence, for
j<q,l3canbel,2,...,7—1,7+1,... M4+j5—qg—1,M+j—qgandfor j>gq,l;
canbe j—qg+1,5—qg+2,...,5—1,75+1,... ,M — 1, M. It follows that for each
value of [y = j < ¢ there are M 4+ j — g — 1 possible values of (l3,l3) and [y =7 > ¢,
there are M — j + g — 1 possible values of (I3,l3). Thus, the number of possible index
vector (Iy,1s,13)’s is

(M —2)(M — 1)
2

z_:{MJrj—q—l}Jr o AM —j+q—1}=(q—1)(M —q) +

J=q+1

which is desired from (D.3). Thus, from (D.2), (D.3), and (D.4), we obtain (D.1).
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APPENDIX E

Derivation of (5.28)

Since 5, = (1+ 2,)(HD)PT./No,

M
1 - PT ~
W = (HOP ).
q=1

The equality in (5.28) can be derived as follows:

262(H >2PT o
A 2 (§>
4 4N 0fs
_ 2B(HOPEL
14 Bl <H§”>>2}
202(H )“?VT

|4 GO RPE (AL

282 {5/(1+ o)} <1+g>
1+ 205/(1+0)}o, \1 T2
2532

L+o+98:%

where (E.1) is used in (E.4) to (E.5).
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