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Abstract—There have been extensive studies on the perfor- Bianchi in [1] first proposed a Markov chain based modeling
mance and behavior of 802.11 networks. These studies primarily scheme to estimate the saturation throughput, which was then
focus on the so-calledsaturation regime, where all clients/user used to optimize the backoff window size. This model has

queues always have packets to send. A prominent study is theb built d refined b thors: for inst
work by Bianchi [1], as well as numerous subsequent studies. This een built upon and retined by many authors, for instance,

saturation operating regime may be viewed as the limiting case Chatzimisios et al. [3] built upon the model to compute delays
when all the arrival rates in the system approach infinity. This in the saturation case. A different approach to saturation
paper departs from this class of study in that we focus on @on-  throughput was followed by Cali et al. [2] who used a p-

saturationregime, where user queues are finite with arrival rates persistent CSMA model to study saturation throughput. More

below the saturation level. We demonstrate that the widely stud- tiv in 141 K t al. furth tudied th turati
ied saturation throughput is inherently a pessimistic notion and recently, in [4], Kumar et al. further studie e saturaton

deserves better understanding. We provide examples of systemsthroughput as a fixed point problem and examined its existence
of users with finite arrival rates where the total throughput of and uniqueness.

the system is significantly greater than the saturation throughput. By contrast, in this paper we consider a very different

Furthermore, we study the throughput and delay performance of . . e
an 802.11 network in a non-saturation scenario, and show that for system operating regime, where user queues are fed with finite

arrival rates very close to the saturation throughput, the system ar.rival rates and they do not always hgve a packet tO_ sgnd. We
behavior is qualitatively very different from that in the saturation ~ Will refer to these types of queues fisite sourcedo distin-

case. We attempt to explain these observations by constructing guish them from the infinite sources/queues used in saturation
and analyzing a number of both realistic and idealized MAC  gydies. Our interest is in studying how the system behaves
schemes. We also argue that under realistic channel models andWhen the arrival rates approach the saturation rate (throughput)

user asymmetry, the conventional measures of fairness (defined .
in terms of throughput) are distinct from fairess in terms of {Tom below Since the system may become unstable once the

delay. arrival rate exceeds the saturation throughput, our study here
Index Terms—802.11, saturation throughput, non-saturation, N & Way concentrates on a critically loaded system where the
delay, fairess, simulation system remains stable but the arrival rate is very close to the

saturation point (e.g., 99.99% of the saturation throughput).
l. INTRODUCTION For this reason, we will .re.fer tp our study in thi; paper as a
non-saturationstudy to distinguish it from saturation studies.

With the wide deployment of wireless LANS, its core In particular, we examine the following interrelated ques-
enabling technology the IEEE 802.11 medium access contﬁ%lns_p ' 9 q

(MAC) protocol has been very extensively and intensively
studied in recent years. These studies have focused on through- How does the average delay increase when the arrival
put, delay, and fairness properties of the 802.11 MAC. rate increases to the saturation level?

Many of these studies examine the behavior of a fixeds When there is a mixture of infinite and finite sources
number of users (or stations/clients) using 802.11 under a (with arrival rates very close to saturation), how is the

special operating regime known as tkaturation regime; bandwidth shared and traded off among different users?
notable examples include [1]. This is a scenario where alle Does the notion of fairness change in terms of delay as
users in the system arimfinite sources i.e., they always opposed to fairness in terms of throughput?

have a packet to send or equivalently they have infinitely we show that with the finite source model, the queues
many packets waiting in the queues, thus the term saturatigQnipit very different qualitative and quantitative behavior
Saturation studies focus on deriving thegturation throughpyt compared to that observed under saturation. Whereas sat-
the throughput that each queue, and the system as a whglegion studies use infinite sources to induce a saturation
can achieve under the saturation scenario. These. are quantifies,ghput, our study examines finite sources with arrival rates
that vary with the number of users in the system; they reflegh,oaching the saturation throughput. In the latter there exists
in a sense the capacity of the system and provide significapfinteraction between traffic arrival (which can be bursty) and
insights in understanding the limiting behavior of 802.1%nannel access, which is absent when all queues are infinite
R. Vijayakumar is with the Department of Electrical Engineering at thgOUlC€S. 'ln th'$ sense our study complements saturatpn studies
University of Washington, Seattle, rajiv@ee.washington.edu. T. Javidi is with revealing different aspects of the system and points to a
the Department of Electrical and Computer Engineering at the University gltter understanding of the notion of saturation throughput. To
California, San Diego, tara@ece.ucsd.edu. M. Liu is with the Departmentﬁ‘fIe best of our knowledge, this is the first comprehensive study

Electrical Engineering and Computer Science at the University of Michigah, . | g -
Ann Arbor, mingyan@eecs.umich.edu. of non-saturation behavior (particularly in terms of delay) of



an 802.11 system. a decrease in the number of backlogged users.
Our main results and observations are summarized as fol-The rest of the paper is organized as follows. In Section

lows.

1)

2)

3)

4)

Il we describe the network scenarios studied as well as our

simulation methodology. Section Ill presents detailed results
The queues have very good delay performance evgf the delay behavior of the system operating below (and
when all queues have arrival rates approaching the safisproaching) saturation with symmetric users. Section IV
ration throughput. This is shown to be closely connectefiudies an asymmetric scenario where there is a mixture of
to the fact that there are very few backlogged queugfite and infinite sources. In Section V we present a number
on average under the same scenario. It is generajgyMAC schemes in an attempt to interpret results presented in
held that random access techniques sacrifice aggreggtévious sections. Section VI discusses how results obtained in
throughput to achieve desirable delay performance. Opifevious sections can be used to address the 802.11 anomaly

study strengthens this result in that it shows that thgtroblem due to varying channel quality. Section VII concludes
average delay in 802.11 networks remains extremedye paper.

low even at arrival rates as high as 99.99% of the
saturation throughput. More interestingly, there seems {9 N ETwWORK MODEL AND SIMULATION METHODOLOGY
be a “phase transition” in the delay performance as the

arrival rate approaches the saturation throughput. T isﬁ‘t".s'rggéai'(l)gsmv;zreel r;nclésT?oOg:?;E‘Relee?; ](-);) :mic')tns
observation suggests that the notion of saturation ne ! i - EXceptior certain speci Ses i

to be better understood within the context of delay. sidered in Section VI, the following holds for all simulations:

The achievable throughput of a single infinite sourc-ghs ;:hs/scljcal Ia;;girnratte :JnSdEd Wr?j' rlnll\F/)Iprs Eat? packets \{vereh
gqueue when the rest are finite source queues ( eralec according o Independe 0ISSON processes at eac

with arrival rates approaching their respective saturati jent atr;]d were pasIStta_d directly tod t.he”MACk I?yehr S'e' f_n 0 d
throughput) significantly exceeds that achieved when all or other encapsulation was used); all packets had a fixe
gueues are infinite sources. This is an example wheé® of 1024 by'Fes. The values (.)f all the relevant MAC.: Iaygr
the total throughput of the system is significantly great rameters (which we left at their default values) are listed in
. : ble I; note that the physical layer headers and ACKs were
than the total saturation throughput achieved by the samg : .
uratl ughpu eV y ﬁ.lways transmitted at 1Mbps. We did not use RTS/CTS for

number of users. In particular, the unused bandwid S ; . . o
from low rate users is efficiently used to improve the F)elg;}ny transmissions. All nodes in the simulation were within 50

formance of high rate users. This observation sugge%‘I (;t(-i/r\'/stof o ottrf:etr, e:nd the. bgckground nmsefle;\{l?l W;S s]et
that saturation throughput is inherently a pessimist 0 ensure that a ransmission was successiu It and only

notion, and does not fully reflect the capability of Ahthi;iév?re nrobotlffflerr amulta??OL:rs]ﬁt;?[nsrglsskl]ogs.t Theif]'tzﬁ]Of
realistic system with user asymmetry and statistic%,lle ayer butier was set o infinity. £ach data po

multiplexing. e resglts was obtained by averaging over a S|mu_lat|0n run
Using similar scenarios with a mixture of finite sourcegf 60 minutes. For more detailed simulation results, including

with fixed arrival rate and aggressive sources with rat&Ots showing confidence intervals, see [6].
increasing beyond saturation level, we show that the

slot time 20 us
increase in delay for a finite source caused by an aggres- SIFS 10 us
sive source is bounded. Furthermore, the delay increase DIFS 50 ps
experienced by an aggressive user as it increases its rate gwnn::x 1323
is far greater than that experienced by a finite source Physical layer headers 192 bits
with fixed rate. This suggests that the commonly used MAC layer headers | 224 bits
measures of fairness in terms of throughput have very Q(e:tf er"’l‘mlf 3047b'ts
different implications in terms of delay. In particular, g ABLE1

802.11 appears to provide little incentive (in terms of
delay) for a user to increase its demand. Using this
observation we also show how to effectively handle the
now well-known 802.11 anomaly problem when users
have different data rates [5]. )
We construct a number of MAC schemes, both practicAt Saturation Throughput

and idealized, in an attempt to interpret the above obser-For the values of the system parameters that we use, the
vations and to identify a tractable system that shares kgnsmission time for a single packet (including the physi-

features with 802.11, and gives rise to such observatiomsl and MAC layer headers) is 0.957ms; if we add in the

We show that the low delay observed in a criticallynterframe spaces and ACK durations, the minimum time

loaded 802.11 network is closely related to the fact thatcupied by a single transmission is 1.321ms. If there is a
the throughput increases with a decrease in the numlisémngle client in the system the mean time spent in backing

of backlogged users, causing a strong negative drift off between successive transmissions is 0.31ms (15.5 slots);
the number backlogged. This is in drastic contrast witlne bit rate obtained by a single saturated client is therefore
systems like Aloha, where the throughput decreases with92/(1.321 + 0.31) = 5.02 Mbps.

802.11B PARAMETERS
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Fig. 1. Saturation throughput as a function of the total number of clients Fig. 2. HOL delay in the saturation and non-saturation cases as a function
the system of the total number of clients in the system. In the non-saturation case the
throughput of the clients wa89.99% of saturation throughput.

Figure 1 plots the aggregate saturation throughput (i.e. the
total number of bits received successfully per unit time acrossWe consider two types of delays. The first is the head-of-line
all clients) as a function of the total number of clients in théHOL) packet delay, defined as the time from when a packet
system. The aggregate throughput initially increases from 5.fd&t reaches the head of its queue until it is either successfully
Mbps to 5.35 Mbps as the number of clients increases frontrhnsmitted or dropped. The second is the end-to-end (E2E)
to 3, but then decreases as the number of clients increadeky, defined as the time from when a packet enters a queue
beyond 3. The initial increase is attributable to the corremtil it is successfully transmitted (E2E delay is not defined for
sponding decrease in time spent in the backing off betwedropped packets). Therefore the end-to-end delay is the sum
successive transmissions. Similar saturation throughput cureéghe head-of-line delay and the queueing delay. Note that
for 802.11b at 11Mbps have been presented by various authiorg saturated system the only meaningful notion of delay is
(e.g. [7]). We use the notationmax(n) for the saturation HOL delay, whereas both HOL and E2E delays can be defined
throughput of a single client when there ateclients in all and measured for a non-saturated system.
in the system. In this notation, Figure 1 is a plotrofyax(n) We first contrast HOL delay for the saturated case with HOL
againstn. delay for the symmetric non-saturated case where the arrival

Note that the departure rate from the queue of a saturatates A equal 99.99% of \,,...(n), i.e. the arrival rates are
client exceeds its saturation throughput by a small amount hery close to the saturation throughput. The HOL delays for
cause the 802.11 MAC drops packets which exceed their rebgth these systems are plotted in Figure 2 for different values
limit. For example, with 20 clients, the measured saturati@f the total number of clients in the system To place the
throughput was 4.611 Mbps (with &% confidence interval delay values in context, note that since the transmission time
of £0.0066%), whereas the departure rate from all the queuésr each packet is itself about 1 ms (1KB @ 11Mbps), the
was 4.619 Mbps. In cases where we are interested in drivingnimum possible delay is about 1ms.
a client's queue near saturation, we use the departure rate athe difference between the two delay curves in Figure 2 is
saturation instead of saturation throughput as our referengfiking. The delay in the saturation case increases linearly
point. However for simplicity of exposition, we use the ternyith the number of clientsq, but the delay in the non-

“saturation throughput” for both quantities. saturation case varies relatively little, and in fact actually drops
asn grows large; consequently the non-saturation delay is
[ll. SYMMETRIC USERS significantly smaller than the saturation delay for larger

In this section we study a symmetric scenario where all Figure 2 shows that the delays in the non-saturation case
clients in the system have the same arrival rates. Specificafifgy low even when the arrival rate is close to the saturation
we consider a system with users each with arrival ratethroughput. For lower arrival rates, the delays are correspond-
A < Amaz(n), where,,..(n) is the saturation throughput asingly lower, as illustrated in Figure 3 where we plot the
defined in the previous section. As mentioned in the introduddlOL and E2E delays in the symmetric non-saturation case
tion, the case with arrival rates strictly below,...(n) will be  for a system with 20 clients as the arrival rates increase from
referred to as th@on-saturationscenario to be distinguishedlow values up to the saturation throughput. The aggregate
from thesaturationscenario where queues are always full angaturation throughput is marked - Anax(20) = 4.61 Mbps.
each client gets a throughput of,..(n). The goal of this  We see here that even at very high loads (el@,Mbps)
section is to study the delay behavior of these queues in theth delays are only about 4 or 5 packet transmission times.
non-saturation scenario when the arrival rates approach fee closeness of the two curves also shows that there is very
saturation rate. little queueing until we reach close to saturation.
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Fig. 3. Head of line and end to end delay as functions of the aggregddig. 4. Individual throughputs of the saturated client andithe 1 finite

arrival rate to a system of 20 clients. The aggregate saturation throughpusasirce clients as a function of the total number of cliemtsThroughputs

4.61Mbps. are shown for two values of the arrival rates of the finite source clients,
corresponding t®0% and99.99% of Amax(n).

user is saturated (always backlogged). We are interested in
stigating the rate of service obtained by this saturated user.
re we can think of the throughput obtained by the saturated
ent as thefreed up bandwidttdue to ane drop in arrivals

Figures 2 and 3 show that an 802.11 system with symme\tjic
users and arrival rates very close to the saturation rate has v
interesting delay behavior. By definition, the saturation rafgV/e
Amaz (1) 1S the highest throughput that a queue can obtain in?
system ofn. symmetric, saturated queues. One might therefo . . :
expect that delays will grow large as the arrival rates approa% others. One might expect this freed up bandW|dt_h to be no
Amax(n). However what we see here is that if we stay beloW'°'¢ than(n — 1)eAmax(n). More generally, one might not
this rate, then the queues have very good delay performa &%;)ect the saturated user to qbtam a through_put significantly
even when the arrival rates approach the saturation throughﬁﬂ?re thaMmax(n) Whe_n the arrival rate of the first 1 user

In particular, the HOL packet delay remains nearly constalfit close to the saturation throughput (i.e. faoclo;e to zerg).
with respect to the number of clients in the system even wh wever, we shall see that the freed up bandwidth can in fact

operating at arrival rates very close to saturation. € §|gn|f|cantly higher. )
It is generally held that random access techniques sacrificd 19Ure 4 shows the throughput obtained by the saturated

aggregate throughput in order to achieve desirable delay pgy_ent apd the (per-client) throughpgt of the finite rate clients as
formance. Our observation here strengthens this belief in tifafunction of the total number of clients ferc {0.0001,0.1}.
it shows that the average delay in 802.11 networks remaiﬁ@_ce the f|n|te_rate clients obtain a thr_oughput equal to their
extremely low even at arrival rates as high as 99.99% of tR&ival rate, their throughput decays with the total number
saturation throughput. More interestingly, our observation al§§ the saturation throughput does. But the throughput obtained
appears to suggest a certaliscontinuityas we go from non- bY the saturated client remains much higher thaa,(n) and
saturation toward saturation. In other words, there seemsagually increases after a point as the total number of clients
be a “phase transition” in the delay performance as the arrif@freases. From the figure we see that, in general, the freed
rate approaches the saturation rate. This also suggests thath@andwidth consumed by the saturated user can be much
notion of saturation needs to be better understood within tger than 19 times the throughput each unsaturated user has
context of delay. We defer further discussion of this issue §ven up. More importantly, the gap between the consumed
Section V where we tie the observed delay behavior to th@ndwidth and the bandwidth given up depends on the total
number of backlogged users in the system. number of users, as well as

In the next section we examimsymmetricscenarios where In Figure 5 we consider the case ef= .9, i.e. when

some of the clients have higher arrival rates than the otif8e non-saturated clients have a throughput which is 10%
clients. of their saturation throughput. In this figure, notice that the

throughput for the saturated user is only slightly less than the
IV. ASYMMETRIC USERS toj[al saturati_on th_roughput fora one user system. To app_reciate
this better, imagine a system with one user transmitting or
nr«*’i\‘ceiving a large volume of data at 4.6 Mbps (which is about
92% of Amax(1)). Then what Figure 5 shows is that this exact
system can serve an additional 19 low rate users at 23 kbps
A. Increased Aggregate Throughput each, with no significant loss to the first user.

Consider a system with users in all wherex — 1 users Figure 6 shows the aggregate throughput (i.e. the combined
have a traffic arrival rate dfl —e)Amax(n), 0 < € < 1, and the throughput of the saturated client and all finite rate clients)

In this section we examine throughputs and delays i
system with finite arrival rates and asymmetric users.



5 MQ‘ T T Satarated Gt that in the case 099.99% of A\nax(20). This shows that the
45 - ‘ "Non-satlrated clients - - aggregate throughput is not a monotonic increasing function
aL ] of ¢, suggesting that asgrows beyond a threshold, the freed
. up bandwidth remain unused. In other words, no one user
g 351 1 can consume too much bandwidth. In reality, however, the
i 3r T number of high-rate users (those willing to consume as much
:a 25 - . bandwidth as possible, hence acting like a saturated user)
5 ol 4 would likely be more than one. So we need to investigate
£ sl i the issue of freed-up bandwidth in the presence of multiple
- saturated users. Figure 7 addresses this question. Here we
r T consider a system with 20 clients in all, and examine the
05 . aggregate throughput as the number of these clients who are
0 oS SRR T I " M- " saturated increases. As seen from this figure, the overall freed
0 5 10 15 20 25 30 up bandwidth that is consumed by the saturated clients is an

Total number of clients increasing function of if at least 3 or 4 users are saturated

Fig. 5. Individual throughputs of the saturated client andsthe 1 finite but decreases as the number of saturated users increases.
source clients as a function of the total number of clientS'he arrival rate

of the finite source clients i$0%Amax(n). 54 . . : : : :
99.99% —+—
*o 90% ---x---
531 /0 Tk 10% ---%--- 7]
5.4 @
& /
53 | ) s 52 X -
™ 52 | . SR I Sommmmmmoo - AN i
é. . 5 51F 0 “
51 < N
£ 4 5+ X i
= 5 [ \
5 £
& = 49 F 4
S 49t o 4
3 S
= 48 [ 48 | i
(= j
o 47 %
5 a7t o .
o 46 ’
2 i \ e
< 4.5 || Saturation 4.6 . . g —
s 99.88:? 0 2 4 6 8 10 12 14 16 18 20
T 10%‘: Number of saturated clients (out of 20 total)
43 I I 1 1 1
0 5 10 15 20 25 30

Fig. 7. Aggregate throughput as a function of the number of saturated clients
Total number of clients (out of 20). Throughputs are shown for three values of the arrival rates of the
finite source clients, corresponding 10%, 90% and 99.99% of Amax(n).
Fig. 6. Aggregate throughput as a function of the total number of
clients.Throughputs are shown for three values of the arrival rates of the
finite source clients, corresponding 10%, 90% and 99.99% of Amax(n).
The throughput wherll users are saturated is also shown for comparison.

B. Bounded Delay Degradation

A natural question that follows from the results above is
as a function of the number of clients. Note that there is\ghether the increased throughput for some clients is obtained
significant gain in the total throughput far > 10. This gain at the cost of increased delays for other clients. We next
in aggregate throughput may have been expected considegggimine how the increase in the throughput of one user can
the reduction in the rate of arrivals for some clients and thepact the delay characteristics of low rate users. To do this,
statistical multiplexing nature of the system. Indeed, in anye consider the following scenarios: — 1 of the n nodes
contention based MAC scheme the collisions (or mechanisméave a fixed arrival rate ofl — €)Amax(n), and we increase
devised to avoid it) are the root causes of the inefficiengie arrival rate of thexth user (starting fron{l — ¢) Amax(n))
in bandwidth use. The result here means that the unifosd observe the delays experienced by the first1 as well
distribution of the load to many users is much less efficiegk the last user.
than asymmetric loading of only one user (where the packetsFrom Figure 4, we see that, far= 20, the saturated node
do not contend/collide). What is perhaps more surprisingets a throughput of about 6 times that of the non-saturated
is the significance of this increase even when there is 8fients when the 19 non-saturated clients have arrival rates
significant reduction in the arrival rates of the finite sourcequal to 90% of their saturation rate (which works outxto
queues e.g. when the finite rate clients have throughputs 2gf0Kbps). To study the impact on delay, we set all 20 nodes
99.99% Amax(n). to initially have an arrival rate of 200 kbps, and then increase

It is also worth noting that the aggregate throughput whehe rate of one of the nodes (which we’ll call the “high-rate”
19 users have throughput demand$% of Amax(20) is lower node) up to and beyond the 1.23 Mbps limit that we expect
than that in the case di0% of Amax(20), but higher than to see based on Figure 4.



Figures 8 and 9 plot the delays experienced by high rate amidthe low rate clients only increases by a factor of about two
low rate users, respectively, as a function of arrival rate of tlewen when the high rate client is driven into saturation and
high rate user. The two delays are plotted in different figureghieves a throughput of 4.85 Mbps.
due to the differing scales on the y-axis. The main observation

here is that the high-rate node can obtain a throughput of 2- 35 . . . . .
3 times that of the other nodes without a significant impacfg

on their delays. As the high-rate node approaches saturatign 3
(which is at 1.23 Mbps in this case), its own delay as well2
as other nodes’ delay grow significantly; when the high-rat%
node achieves 1 Mbps (close to saturation), the delay at tfg
other nodes increases by a factor of 3-4 times over the deldy
in the symmetric case. Note that the delay for the high-rate 15
node is much larger than the delay for the low rate nodes, ar%l

that the delay of the low rate clients remains bounded eve.iié 1F a

when the high rate client reaches saturation.
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Fig. 10. Delay for the 19 fixed rate clients as the rate of the high-rate client
increases. The fixed rate clients throughput is 10% of saturation, which is
0.023 Mbps. The high rate client's throughput saturates at 4.85 Mbps.

Some important conclusions to be drawn from our obser-
vations are as follows. When the demand of some users is
below the achievable rate, the unused bandwidth is efficiently
traded off to improve performance for other users with higher
demand. In addition, for the most part, such resource multi-
plexing causes minimal impact on the service provided to the
low demand users. In fact, as the demand of the high rate
user increases beyond the admissible traffic pattern, the delay

Fig. 8. Delay for the 19 fixed rate clients as the rate of the high-rate cliedegradation experienced by low rate users remains bounded.
increases. The fixed rate clients throughput is 90% of saturation, which is §£re importantly such performance degradation (increased

Mbps. The high rate client’s throughput saturates at 1.23 Mbps.
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delay) experienced by low rate users is orders of magnitude
less than the degradation experienced by the high rate user.
This in turn implies an extremely desirable incentive structure
in the following sense: a user has little incentive in increasing
its demand, as unacceptably high demand severely decreases
his own received quality of service long before it degrades the
environment for others.

V. DISCUSSION ANDANALYSIS

In this section, we attempt to explain the qualitative differ-
ences between the finite source and saturation scenarios. In
order to do so, we refer back to Figure 2 showing the HOL
delay.

The head of line delay at a given queue is essentially
the time between successive departures from that queue and
is therefore inversely proportional to the service rate at the
gueue. In the saturation case, the service rate is the satu-
ration throughput and hence the mean HOL delay can be

Fig. 9. Delay (in seconds) for the high-rate client as its rate increases. T88timated from the saturation throughput EYTHOL (n)} —
fixed rate clients throughput is 90% of saturation, which is 0.2 Mbps.

packet sizé\nax(n). For example, whem = 20, Amax(n)
is 0.23 Mbps and therefor&{Tror(n)} = 8192/0.23 =

Figure 10 shows the delays for the low-rate clients when t36ms, which is indeed the empirical saturation HOL delay
experiment is repeated with the low rate clients’ throughput Figure 2. Sincelmax(n) is inversely proportional ton,
set to 10% of saturation (about 23 kbps). In this case, the dethis explains the linear increase in mean HOL delay versus



10 . . . . . . schemes and observe the service rate as a functiah. afle
observe that the service rate in an 802.11 network does, in fact,
drop with the number of backlogged users. Then in Section V-
B we provide a simple queuing model which abstracts out
the details of each MAC scheme to isolate impact of varying
6 . T service rate on the mean number of backlogged users. We
T demonstrate, via the simplified queuing model, the validity of
4l . + 4 our hypothesis.

* One could argue that another (or maybe even more) in-
+ teresting question is how the service rates in 802.11 are
2r 7 regulated to have the desirable properties discussed. This is
+ especially significant since the access scheme in 802.11 does
0 ! ! ! ! | | not explicitly estimate the number of backlogged users at any

0 5 10 15 20 25 30 point. This question remains a topic of future study.
Number of clients

Mean number backlogged
+

Fig. 11. Mean number of clients backlogged at the start of a cycle=( A. Number of Backlogged Users and the Aggregate Service
99.99% Amax) Rates

In this section we attempt to understand the mechanism

. .which enables 802.11 to “stabilize” the number of contenders

n for the saturation case. The low values of HOL delay in : :
i ) . at and around 2-4. To do so, we refer to Figure 12, plotting

the non-saturation case suggest that in this case, the queyes LS o
o . . . . € expected number of successful transmissions per unit time

are receiving a higher service rate than in the saturation case.

On the other hand, the level of service in 802.11 systemsas a function of the backlogged users (out of 20 clients) for

IS . X .
determined by the level of contention, which in turn depen(]jcgur Tm."t"acc_ess schemes. We refer to this quantity ),
on the number of backlogged users in the system. and it is nothing but the departure rate of the system when
. . . there arek backlogged users. The four MAC schemes are as
In general, if there aré& users who are contending S|mul-f0"0WS:
taneously for the channel, then there will be on averagel . .
transmissions interspersed between two successive traer%%l (p-Per§|stent Slotted Aloha): At gach time slot, each user
sions of a given queue. In other words, the HOL delay is transmits a packet with probability/n = 1/20.
always proportional td. Now this combined with the shai(ﬂACZ (p-P'erS|sten.t CSMA SIOttEd. Aloha.):. Each user uses
variation in HOL from non-saturation to saturation suggests carrier sensing; if idle st_ate IS identified by a user, the
that the number of backlogged useks,has a similar sharp user attempts to transmit W'%SMA(QO)’ a quantity
transition, i.e.k is kept low even for arrival rates very close chosen to maximize the saturation throughput of the
to that of saturation. This rather counter-intuitive fact is baorne CSMA system with 20 users [2]. .
out by Figure 11, which plots the mean number of backloj\A]égS (Optimal Slotted Aloha): At each time slot, eac.h user
clients in the non-saturation case with arrival rates equal to knows e>§actly the _c_urrent ba_ckl_olg anpl tra_nsm|ts a
99.99% of saturation. It shows that the expected number of FSE]‘Cket with probabilityl /k. This is an idealized case
backlogged users first grows linearly in but aftern > 7 it : . . .
drops to much lower values than and remains steady aroulf\¢4 (802.11): Eagh user acts like ‘an 802.11 client with
2-4 asn increases. We believe that this unexpected character- parameters given in Section Il )
istic of 802.11 is essential in understanding the desirable delayPUr choices of MACs represent adaptive (3 and 4) as well
properties of the system at moderate loads (remember thategiinon-adaptive (1 and 2) schemes. In addition, schemes 2 and
contention-based access schemes sacrifice some throughghtyS€ carrier sensing while 1 and 3 do not. From Figure 12, we
We believe that the tendency to keep number of contend&fgke the following observations: The optimal slotted Aloha
at low numbers (such as 4 or 5) is the key mechanism behif®l well as 802.11 have a similar trait in that, in both systems,
the observed behavioral characteristics of 802.11 which W expected number of successfully transmitted packets per
provided in Sections Il and IV. In order to fully understand!Nit of time drops as the number of backlogged users increases
the system behavior, we need to studyy and howthe mean (for & > 2). We hypothesize thahe decreasing property of
number of backlogged clients in an 802.11 system is kept Id#nctionps(k), in the adaptive MAC schemes MC3 and MC4,
even at rates close to the saturation rate. is key to keeping the mean number of backlogged users in the

Our hypothesis is that the number of backlogged users ¥Stem low even at arrival rates close to saturatigve argue
a multi-queue system would be “stabilized” at lower valuetg'at the negative slope of the graph implies a negative drift in

if a system has the property that the total rate of servié@e number of _backlogged clients when the arrival rate is kept
increases as the number of backlogged users decrease (cre2f hthe maximum departure ratg(.j del bstant

a negative drift). The remainder of this section is our attempt " the next sc;ctlonhwe_try.to provi efa model to substantiate
to verify this hypothesis by introducing simple queuein(jmd verify our hypothesis via study of a queuing system. We
models . which isolate a”‘?' capture the ab0_V9 phenomenonys 5 mac is not contention-based, and packet sizes are all equal, then the
In Section V-A we describe a few contention-based MAGervice rate becomes independent of number of backlogged users.
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Fig. 12. Expected number of successful transmissions per unit tirigg. 13. Mean number of backlogged clients (out of 20) versus load for
(throughput) as a function of the number of backlogged clients for variosgstems QM1-QM4
schemes. The total number of clients is 20 clients in each case.

QM4 This is the queue model corresponding to 802.11 curve

feon:?)TZ(S:;FCZItrlsﬂa,ict:hgeIsr:gr?dgl(jte?a?hl:aerutlggser?\?ed?rzelspﬂ:);o?:anhgure 13 plots the expected number of clients backlogged
ilustrating the above claim, gs a function of the load for the case of 20 clients for QM1-
QM4. We see that QM3 and QM4 show a much sharper knee
close to their saturation throughput. This is a result of the
B. A Multi-Queue Model with Random Service strong negative pull away from 20 toward O in both systems.
Consider a slotted Aloha system withclients in which a  Furthermore, we notice that functign (k) associated with
backlogged client attempts to transmit a packet in a slot witMAC1 is always less than all other schemes, and at the same
probability p. In such a system, the probability that there iime total number of backlogged servers under slotted Aloha is
a successful transmission in a slot in which there are a totalich greater than the number of backlogged users for other
of k backlogged clients ig,(k) = kp(1 — p)*~!. Further, MAC schemes. We formalize this observation via a sample
if there is a successful transmission then it is equally likelyath argument in the appendix.
to have come from any of the backlogged clients. In what
follows, we use these two characteristics to provide a geneMl. FAIRNESS, ANOMALOUS BEHAVIOR, AND PRACTICAL
multi-queue model with a single server whose availability to DESIGN

serve is random and state dependent. We use such a modglesults shown in the previous sections have significant im-
to investigate the impact of functiops(k) on the delay plications in the context of practical design and improvements
performance of MAC schemes we studied in Section V.  to existing 802.11 systems and the existing transport layer
Consider a single server system consistingrofjueues mechanisms operating and interacting on top of an 802.11
buffering jobs of equal length. We assume a finite arrivalystem. For example, the above study can shed light on the
rate A and we assume that given the server is allocated fenefits of scheduling at higher layers (proxy-level) as studied
a queue, one job is served (departs) from that queue. Tlegently in the literature (see for example [9]). Similarly, as
main difference of our model with a regular single serveje will see next, these results can also significantly alter our
multi-queue system is that we allow for a random and statgnderstanding of the impact of wireless channel conditions on
dependent availability for server, i.e. a server is availabige performance of 802.11.
with probability 0 < p,(k) < 1, wherek is the number of  |n this section we restrict our attention to what has be-
backlogged clients. Now we use each curve given in Figure ¢8me known as the “anomalous behavior of 802.11" [5]
to obtain what we call queue models 1 to 4 (QM1-QM4)yhen considering the impact of asymmetric wireless channel
corresponding to MAC schemes 1-4 introduced in Section ¥onditions. The behavior of 802.11 in the presence of channel
A: asymmetry (sometimes called rate diversity) has been studied
QM1 This is the queueing model corresponding to p-Persistent [5], [10], [11], and [12]. It has been shown that when
Slotted Aloha, i.ep, (k) is chosen from the very bottomthe packet transmission duration varies with the quality of
curve in Figure 12 channel, the low quality of one user’s channel reduces the
QM2 This is the queueing model corresponding to p-Persisteadgregate throughput, and hence individual users’ throughput,
CSMA Slotted Aloha, i.e.p;(k) is chosen from the by a factor of 10%-16%. Intuitively this is because 802.11
CSMA curve (with the highest throughput) in Figure 1Achieves long-term fair channel access for all participating
QM3 This is the queue model corresponding to Optimalsers (in terms of their probability of successfully reserving
Slotted Aloha and the construction similarly uge$k) the channel for transmission). As low-quality users occupy the
from Figure 12 channel for longer periods of time (due to fixed packet size



and low bit rate), whenever they get hold of the channel, equatpacketing scheme will demonstrate the same desirable delay
channel access in effect reduces the actual amount of tiotearacteristics
a high-quality user gets to occupy the channel, thus causingn the remainder of this section, we provide simulations to
the reduction in aggregate throughput. This is an undesirablenfirm the above statement in a realistic setting. Notice that
property since it in effect can force some users to an unstabler proposed re-packeting scheme guarantees 100% through-
operating point. In addition, this creates an incentive for ut for users with high PHY rate and stable arrival rates (less
rational user to drive the system to an inefficient equilibriunthan Anay), hence bounding the impact on their delay. We go

It can be argued that it is beneficial to provide fairnessven further and predict that the delay degradation of high
in terms of access-time. The authors in [10] guarantee thi$lY rate users due to the drop in one user’s PHY rate, is in
access-time fairness via a time-based regulator. Another alt@@any cases fairly insignificant.
native would be if packet durations are kept equal to guarante€lhe following simulation setting, approximately, illustrates
equal channel access time among users. Here we propose dheabove prediction. We consider a simple example ef 20
packeting of arriving packets according to the requirements wsers. We assume that the first- 1 = 19 users have good
the channel to ensure a fixed time duration for each packelhannel quality, allowing them to operate at 11Mbps PHY
which will be referred to as theeference transmission timin  rate, while the last user's channel degradation is such that
particular, we suggest that the anomalous behavior of 802 dHysical layer transmission is only possible at 5.5 Mbps PHY
can be resolved if the notion of maximum packet size irate. We assume that the first 19 users have an arrival rate
the standards is refined to be dependent on the bit rateegual to 228 Kbps (99% 0Xmax(20)). Figure 14 shows that,
PHY rate determined by the channel quality. This, in factinder the re-packeting scheme, the user with 5.5 Mbps PHY
is consistent with the second condition for an “ideal MAQate is able to sustain an arrival rate of 228 Kbps (same as
protocol” proposed by Tan et. al. in [12]. It would guarantethe others) without significant delay degradations caused to
service to each user at a rate greater than or equal to ttker users (around 20ms). Moreover, if the client with a bad
saturation throughpuknax(n) (in terms of packets/sec). Thischannel adapts to its channel conditions and reduces its arrival
achieves similar fairness properties as the schemes proposesia to around 120Kbps (almost half of its previous rate when
[10] in that it avoids any reduction in the aggregate throughpitithad a good channel), not only is the delay degradation to
while guaranteeing that users transmitting at a lower PHY ratéher users minimal (14ms), but also the delays of this client
receive a throughput higher than what they would achieve innall stay reasonable in the 20ms range. Notice that in the
single-rate system where all users are at the lower PHY rashasence of re-packeting, the drop in the overall throughput

Below we show how the proposed re-packeting schemuld be sufficient to drive all users into the saturation regime
impacts the system under realistic arrival traffic (where mofhcluding the user with the bad channel) where E2E delay
users have finite rate of arrivals). Our delay results presente@duld grow without bound. This situation is an instance where
earlier can be used to provide unintuitive predictions regardifigirness improves the performance of individual users, even
the delay characteristics and fairness (in terms of delay) of tti@ugh it might at first appear that re-packeting a user’s packets
proposed system. Assuming tiormation rate(this is the into many packets would mean increasing its delay compared
arrival rate measured in information bits per second) at eatththe case when it did not split up its packets.
user is independent of the channel conditions (we ignore the
overhead associated with re-packeting and ignore the impact of 90
the transport layer’s rate control mechanisms, at least on short
time scales), the question is how the channel degradation for
one user affects the delay characteristics of others. Under the 7° y
proposed re-packeting scheme, newly arrived packets are syt o | 4
and reassembled into smaller equal-sized packets (of Iowér '
information content) such that the resulting transmission timg ;
of such a smaller packet, under the lower channel quality and 40 T
lower PHY rate, would remain at the reference transmissiog 30 L X i
time (thus higher channel quality leads to bigger packets). &
is thus not hard to see that when the arrival rate (in bits per
second) is fixed, a user with channel degradation is equivalent 10
to one with a higher arrival rate in packets per second (but each ! ! ! ! . . . . .
packet is smaller in data bits) and burstier packet arrivals. Let 004 0.06 0.08 01 012 0.14 0.6 0.18 02 022 024
us, for a moment, neglect the increased burstiness associated Arrival rate for client with 5.5Mbps PHY (in Mbps)
with re'paCketmg and consider only the impact of ,mcreaS'rffi_’g. 14. End to end delays (in milliseconds) as a function of the arrival
the rate. From Figures 8 and 9, we know that an increaseréfe of a user with lower channel quality. Here 19 clients transmit at 11Mbps,
one user’s arrival rate (in packets per second) has mininydiile the channel conditions of one client necessitates that it drops its physical
impact on the delay performance of the other fixed arrivile" da@ rate down to 5.5 Mbps.
rate users within a certain region, and this impact in the worst
case is bounded. It is, then, not hard to convince oneself thatnfortunately such an insignificant delay degradation to
(modulo our neglecting the increased burstinglse)proposed high PHY rate users is not always possible. In fact, if the low

1|1 Mbpls clien{s T I I I I X
80 5.5 Mbps client ---x--- /
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PHY rate user has to drop its rate to 1Mbps rather than 5SMbps, 80
it can cause much more significant performance degradation
to others. As mentioned before, such a drop, under the re-
packeting scenario, does not impact the throughput of the high 60 - .
PHY rate users (still at 228 Kbps), but it does significantlyg
increase their delay (see Figures 15 and 16). Now the loy
PHY rate node’s delay and throughput under the re-packetirg 4o - .
scheme can potentially be worse than those under the currest
802.11 implementation. This is because such a drop in th§
current 802.11 MAC (with no re-packeting) might or might® 2 | 1
not cause instability for the original users with low quality
channel, despite its impact on all other users who will certainly
experience an unbounded delay degradation due to instability. L | | ! ! !
For instance, we know that at low PHY rates (say less than 0 001 002 003 004 005 006 007

100 Kbps), this user will not be saturated (as all users will get Arival rate for client with  Mbps PHY (in Mbps)

around 160 Kbps), even though the drop in its channel qualif}y 16, End to end delays (in milliseconds) for the clients with higher
will saturate all others. What we do know is that re-packetingpannel quality as a function of the arrival rate of the client with lower channel
would not decrease the original users’ throughput beyond tﬁglity. Here 19 clients transmit at 11Mbps, and one client transmits at 1
throughput it would achieve in a single rate system with ps.

Mbps PHY rates (32 Kbps). In other words, the re-packeting

scheme and standard 802.11 provide very different notions of

fairness in this system. In such a scenario, investigating ttiwestigated how unused bandwidth from finite source queues
trade-off between fairness and overall system performanceSsshared among saturated sources. We also showed that the
rather subjective and beyond the scope of this paper (we refé@gative impact an aggressive user has on finite source queues

the reader to the very thorough discussions provided in [1i§] bounded and that the system provides little incentive for a
and [12]). user to increase its demand. We also presented a sequence

of MAC schemes in an attempt to isolate the key mechanism
1 : : : : : : responsible for the above observations.
1 Mbps client —— As mentioned earlier, our study in the non-saturation regime
complements the numerous studies in the saturation regime of
08 T 802.11 networks. We believe that there remain many open
issues in this direction and that this paper serves as a first step
0.6 - i toward fully understanding the intricate dynamics of 802.11
networks. In summary, we believe that our study points out
the necessity of further studies in the following directions:

« The notion of saturation is pessimistic as it arrives at the
maximum possible contention; instead notions of capacity
0.2 - T regions, similar to the same notions in Aloha ([13], [14],
and [15]), must be developed and considered.
o ! ! ! . . . « The delay performance for 802.11 networks in the satura-
0 001 002 003 004 005 006 007 tion regime is distinctly (orders of magnitude) worse than
Arrival rate for client with 1 Mbps PHY  (in Mops) in realistic settings; any useful delay studies of the system
should address the performance under finite arrival rates.

11 IIVIbps clierlﬁs —»—'
70 R

50 -

30 1

10 -

Delay (in seconds)

Fig. 15. End to end delay (in seconds) for the client with lower channel
quality as a function of its arrival rate. Here 19 clients transmit at 11Mbps,

nd one client transmi 1 Mbps.
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gueues undelS; is less than or equal to the length of the
APPENDIX correspondlng queue undél. Note that since _thls implies
that every arriving packet leaves no later than it leaves,

In this appendix, we attempt to formalize our observatiollg follows that the average delay undgs is no more than the
regarding the relationship between(k) curves and the ex- average delay undef,

pected number of users backlogged. This is, in particular, 5 -«
relevant to explain the poor performance of regular slotted Proceed by induction. Suppose that the claim holds up to

Aloha. slott — 1. The arrivals to both systems are identical (and we

We propose ar! alt?hrnate lct:_onstructlon tOf th%.StOChaiégsume that new arrivals cannot be transmitted until the slot
groctgsse\? Bgo_\lfﬁ.mm% € tmu |—qtueut9 Sys emj Iscusse o'Iﬂawing their arrival), and therefore we only need to show
ection v-b. IS alternaté construction provides a way W\at if there is a successful transmission from clieninder

make sample path comparisons of wo systems which hagleand clients is also backlogged undé;, then clienti must

different values for the (k). :
The probability space is defined by the following indepenqlso transmit successfully undet.

dent h of which ists of id Ifet k1 (resp. k2) denote the number backlogged under
ent processes, e.ac of which consists ot an il sequences? (resp. S2) in slot t. By the induction hypothesis;2 <
random variables:

. . k1. If k2 = 0, we are done; so suppose the? # 0.

1) Aggregate arrival processi(t) is the aggregate numbertpa conditions we impose op, (k) and ¢, (k) ensure that
of arrivals to the system in slet it is Poisson distributed ;o ~ 11 — 0.(k2) > py(k1). Therefore if there is a
W'th parameten. L .y successful transmission undsf, i.e. Y(t) < ps(kl), then

2) _Spllttlng of arrivals:X (k) is uniformly o!lstrl_buted on the e must havey (t) < g,(k2), i.e. we also have a successful
integersl . .. n; the k-th aggregate arrival is assigned (Qqansmission undes,. Further, the construction of the choice
client X (k). of the successful transmitter via th&, ensures that if the

3) Successful transmission procesSt) is a continuous g,ccessful client unde$; is also backlogged undef, then
random variable uniformly distributed o, 1). There i \vill also be the successful client undss.

is a successful transmission in sloff Y (¢) < ps(k), -
wherek is the number of clients backlogged in stot

4) Selection of successful transmitter: Roughly speaking,
we want a process that will select which of the
backlogged clients was successful if there is a successful
transmission, i.e. i (¢) < ps(k). It will be convenient
to construct this as follows: For each time slotlet
Zu1, Zyo, ... be aniid integer valued sequence uniformly
distributed onl ...n. Let B, C {1...n} denote the set
of backlogged clients in slot. We pick the successful
transmitter to be the first of th&,;; which actually lies
in the setB;, i.e. the successful transmitter4s;, where
j = argmin; Z;; € By. It is easy to see that this
construction picks the successful transmitter uniformly
among the set of backlogged clients.



