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Abstract

In this paper we study an optimal server allocation problem, where a single server is shared among multiple queues
based on the queue backlog information. Due to the physical nature of the system this information is delayed, in that
when the allocation decision is made, the server only has the backlog information from an earlier time. This results in
imperfect and partial state observation. Queues have different arrival processes as well as different buffering/holding
costs to differentiate heterogeneous classes of traffic/service. The objective of the dynamic server allocation is to
minimize the expected total discounted holding cost over a finite or infinite horizon. We introduce an index policy
where the index of a queue is a function of the state of the queue. More specifically, an index is defined as the one
step reward of serving the queue. Our primary interest in this paper is to characterize conditions under which this
index policy is optimal. We present a fairly general method bounding the reward of serving one queue instead of
another. Using this result, sufficient conditions on the optimality of the index policy can be derived for a variety of
arrival processes and packet holding costs (limited to convex functions). These conditions are in general in the form
of sufficient separation among indices, and they characterize the part of the state space where the index policy is
optimal. We also provide some examples and derive the indices and illustrate the region where the index policy is
optimal. Although in this paper we consider the specific scenario of delayed observations, the method itself is quite
general and can be extended to many different scenarios as discussed in the paper.

Index Terms

Optimal server allocation, resource allocation, optimization, index policy, delayed state observation, differentiated
services, restless bandit, sufficient separation

I. INTRODUCTION

The optimal use of available resources is a key element to ensure the efficiency of any system, wireless networks

in particular, as resources (e.g., bandwidth) are shared and tend to be rare. A simple way of sharing bandwidth

between users is to assign a fixed portion to each user according to some criteria [1]. Although this might be a

good solution for constant bit rate systems, it cannot respond to the time-dependent nature of different services [2].

Dynamic bandwidth allocation is therefore preferred as it can adjust allocated resources to each user according to

their needs and the amount of resources available at each instant of time, thus increasing the system utilization and

quality of service.

In this paper we study a class of bandwidth/resource allocation problems, where allocation decisions are based on

partial and delayed information of the system state. Consider the problem of N users/queues competing for shares of

a common channel to transmit packets. The channel consists of time frames of a fixed number of M time slots. Each

slot is equivalent to one packet transmission time. A bandwidth allocation policy determines which slot to assign to
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which user within a frame, as shown in Fig. 1. The allocation decision is made once per frame based on backlog

information, i.e., instantaneous queue occupancy, given by the users/queues at the beginning of each frame. Due to

non-negligible delay (e.g., propagation delay), such information reaches the server only in time for the allocation

decision to be made for the next frame, by which time the queue occupancies likely have changed due to packet

arrivals within the current frame. In other words, the state information is delayed and partially obsolete. This results

in possible over-allocation or under-allocation. Thus in this case the allocation needs to take into account unknown

random arrivals that occur in between observations or state information updates. Every queued packet incurs a cost

at the beginning of each frame, known as the buffering or holding cost. This cost may depend on the queue-size

and may vary from one queue to another, allowing us to consider differentiated service classes, i.e., some queues are

more expensive or of a higher priority than others. The objective of the problem is to minimize the total expected

discounted cost over a finite or an infinite horizon. While in general reducing holding cost has the effect of reducing

packet delay, different forms of the cost function lead to different performance criteria. For example, under a linear

cost function equal to all queues (i.e., each packet incurs a constant unit cost) minimizing the cost is equivalent to

maximizing system throughput. Similarly, a linear cost function with different unit costs for different queues leads

to a weighted throughput criterion.
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Fig. 1. The bandwidth allocation problem

This optimal bandwidth allocation problem is primarily motivated by wireless communication systems that either

have large propagation delay (e.g., in satellite data communication), or where resource allocation is done relatively

infrequently compared to packet transmission time, due to cost or design constraint such as energy (e.g., under the

IEEE 802.15.4 standard for low-power indoor wireless networks). In the case of a satellite network, users/terminals

transmitting to the satellite are assumed to follow a dynamic TDMA schedule, each assigned a certain number of

slots within a TDMA frame that consists of a fixed number of slots. Users also inform the satellite their current

backlog, carried in packet headers. The assignment is made based on the backlog information and broadcast to the

users over a non-interfering channel. An allocation specifies which slot in the upcoming frame is reserved for/to

be used by which user. Due to the long propagation delay of the satellite channel (250ms one way), the allocation

decision for a particular frame is made based on the backlog information collected during the previous frame, which

is partially obsolete by the time the allocation is used since by that time the backlog situation may have changed.

In this paper, we will largely focus on a class of policies known as index policies. Under an index policy, each

user is assigned an index, which is a function of its own backlog and/or channel state, and does not depend on other
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users’ states. The index is also updated as the user’s state changes.

Definition 1: An index policy is defined as the policy that serves the user with the highest index at each instance

of time.

If the indices are chosen properly, the index policy can be shown to be optimal in certain scenarios or under certain

conditions [3].

Optimal resource allocation problems under various scenarios have been extensively and intensively studied in

the literature. Here we review those most relevant to the one under consideration in this paper. In [4], [5], [6] the

problem of assigning a single server to parallel queues with different holding costs was considered, where packet

transmissions are successful with a certain probability (or equivalently the transmission time follows a geometric

distribution) and that the state information on queue backlogs are perfectly observed. It was shown that the cμ rule

was optimal, where c is the unit holding cost and μ is the probability of transmission success. This can be viewed as

an index policy in that the server is always allocated to the non-empty queue with the highest cμ value, the index.

[7], [8], [9] considered the server allocation problem to multiple queues with varying connectivity probability but

of the same service class. In each of these papers policies that maximize throughput over an infinite horizon were

determined. In particular, [7] derived the sufficient condition for stability and showed that the Longest Connected

Queue (LCQ) policy stabilizes the system if the system is stabilizable and that the same policy minimizes the delay

in the special case of symmetric queues. The LCQ policy can also be viewed as an index policy in that the index

of a queue is defined as the queue size if it is connected and 0 otherwise. [10] further considered a similar problem

but with differentiated service classes where different queues have different holding costs, with the objective being

to minimize total discounted holding cost over a finite horizon. An interesting result is that the optimality of an

index policy does not hold in general, but holds when the indices are sufficiently separated. The intuition, as pointed

out in [10] is that due to different holding costs, allocation to shorter but more costly queues (which runs the risk

of emptying the queue) is only justified (or compensated) if it is sufficiently more expensive than a longer but less

costly queue. [11], [12] studied the stability of power allocation policies. In all of the above work the state of the

system, i.e., connectivity and the number of packets in each queue, is precisely known before server allocation is

made. This is a major difference between the above cited work and the problem considered here.

[13], [14] considered a server allocation problem with the assumption that the transmission times are asynchronous.

[15] considered the problem of routing arriving packets to a set of queues each having its own server. The structures

of these problems are quite different from the one examined in this paper and they lead to different solutions.

The problem studied in this paper (in the case of an infinite horizon) can also be cast as a special case of the

restless bandit problem [16], [17], [18], [19], where projects undergo state transitions even when they are not played

or selected. This is because in our case the backlog of each queue continues to change as packets arrive. [16] and

[17] studied the asymptotic behavior of this class of problems when the number of projects (queues in this case) and

servers (slots in a frame in this case) go to infinity with a fixed ratio. A general optimal solution is not known for this

class of problems. However, an index policy can be defined based on the Whittle’s heuristic, which is sub-optimal

in the finite (number of servers and projects) case and asymptotically optimal in the infinite case.

In [20] we considered a special case of the problem studied here, with single slot allocation (M = 1) and the
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simplification that the holding costs are linear (but differentiated), and that the arrival processes are Bernoulli. We

introduced an index policy and showed that similar in spirit to [10], under sufficient separation of the indices the index

policy is optimal. We also showed examples where the policy is not optimal when the conditions are not satisfied.

Given this prior work, a question naturally arises as to whether a method exists so that similar index policies along

with their sufficient optimality conditions may be derived for cases of more general holding cost functions and arrival

processes. Motivated by this question, our primary interest in this paper is to develop such a method. We will limit

our attention to the special case of allocating frames consisting of a single slot (i.e., M = 1) in this paper, resulting

in a single server allocation scenario for every allocation period. Further discussion on batch assignment (M > 1)

can be found in [21].

Remark 1: In this paper we use the term index policy to denote all the policies that satisfy Definition 1. With

this definition a greedy policy can be considered as an index policy as will be shown later. In [20], for linear cost

functions, we have shown the relation between the greedy policy and Whittle’s heuristic indices defined in [16]. For

more discussion on the relation between these policies see [3], [20].

In subsequent sections we present a fairly general method that achieves the above goal. We start by bounding the

reward of serving one queue instead of another. We then introduce an index policy where the index of a queue is

defined as the one step immediate reward of serving the queue, and depends only on its state and arrival statistics.

The resulting index policy is greedy or myopic in nature.

Using those bounds, sufficient conditions on the optimality of the index policy are derived for a variety of arrival

processes and packet holding costs (limited to convex functions). These sufficient conditions are in the form of

sufficient separation among indices, and they characterize the part of the state space where the index policy is

optimal. We emphasis that although we have considered a very specific problem scenario in this paper (delayed state

information) the method itself is quite general and can be applied in a broader class of server allocation problems (for

example it can be used to extend the results in [10] to the more general case of convex cost functions and arbitrary

arrival and channel state processes).

The rest of the paper is organized as follows. In the next section we formulate the problem and state our assumptions.

Section III summarizes some preliminary results from earlier work. In Section IV we derive the sufficient conditions

on the optimality of serving one queue versus another, and apply these conditions to specific examples in Section V.

We study these cases for both finite and infinite horizon. In Section VI we introduce an index based on the one step

reward and show by using the results from the previous sections that if the indices are sufficiently separated, then

the corresponding index policy is optimal. Section VII concludes the paper.

II. PROBLEM FORMULATION AND ASSUMPTIONS

In this section we present the network model used as an abstraction of the bandwidth allocation problem described

in the previous section, and formally formulate the optimization problem along with a summary of assumptions and

notations.
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A. Problem Formulation

Consider a set of N = {1, 2, · · · , N} queues that need to transmit packets to a single server/receiver and compete

for shares of a common channel. Time is slotted, and packets are of equal length and one packet transmission time

equals one slot time. Transmissions are assumed to be always successful.

M consecutive slots constitute a frame, The bandwidth allocation decision is based on the backlog information of

each queue (number of packets waiting/existing in the queue) provided by the queues at the beginning of a frame.

We will ignore the transmission time of such information. This is reasonable since one can always increase the frame

length with dedicated fixed number of slots at the beginning for the transmission of such information, which does not

affect our discussion of optimal allocation. Based on this information an allocation decision is made by the server

and broadcast to all queues over a non-interfering channel. This broadcast is received by the queues at the end of

that frame, in time to be used for the next frame. The same procedure then repeats, as shown in Fig. 2.

Each user advertises to the server its buffer size at the beginning of the tth frame, denoted by the N-vector bt,

with bi,t, i ∈ N being the queue size of queue i at time t. The server allocates slots to be used for transmission in the

next time frame, denoted by the N-vector xt+1, with xi,t+1 being the allocation to queue i. 0 ≤ xi,t+1 ≤ M, i ∈ N
and

∑N
i=1 xi,t+1 = M . This procedure starts from t = 0 and ends at t = T (T can be infinite). Note that in this

scenario queues do not transmit during the first frame and only start transmitting in the second frame (starting t = 1).

Similarly, the state information update is not shown for the last frame (starting t = T − 1) since the horizon ends at

t = T for the finite horizon case.

0 T−1 T2

Decision? Decision?

1

xT−1b0 1 x2 b2x1 b

M slots

......

Fig. 2. The bandwidth allocation dynamics

As mentioned before, for the rest of this paper we will only consider the special case where each frame consists

of exactly one slot, i.e., M = 1, and the allocation decision is made once for every slot. Consequently, xi,t+1 ∈
{0, 1}, i ∈ N and

∑N
i=1 xi,t+1 = 1. For more discussion of multiple slot assignment, see [21].

Let bi,t denote the number of packets in queue i at time t, incurring a cost ci(bi,t) for that time slot, with the

total cost of the system being the summation over all queues, i.e., c(bt) =
∑N

i=1 ci(bi,t). We will further assume

that functions ci(.) are non-decreasing and convex. The objective is to find an allocation policy π that minimizes the

following cost function:

Jπ
T = Eπ[C|F0], (1)

C =
T∑

t=1

βt−1
N∑

i=1

ci(bi,t),
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where F0 summarizes all the information available at time t = 0, and 0 < β ≤ 1 is the discount factor.

B. Assumptions

Below we summarize important assumptions underlying our network model.

1) We assume that each user has an infinite buffer. Without this assumption we need to introduce penalty for

packet dropping/blocking. This is an important extension to work presented here but is out of the scope of this

paper and will be considered in a separate study.

2) We assume that if for some i and t we have xi,t > bi,t (which implies bi,t = 0 and xi,t = 1), then the one

slot allocation cannot be used to transmit packets that may have arrived during the tth frame/slot, i.e., within

[t, t + 1). This is because the exact arrival time of this packet is random, and unless it arrives right before t it

cannot be transmitted during that slot.

3) We assume that the arrivals to each queue are mutually independent and they are also independent and identically

distributed in each frame. The arrival process statistics are assumed known to the server.

4) The server recalls the latest allocation it has made.

5) We will also adopt the trivial assumption that x0 = 0 for simplicity of discussion. It does not affect our results

on optimal policy and can be easily relaxed in a straightforward way.

C. Notations

We consider time evolution in discrete time steps indexed by t = 0, 1, · · ·T , with each increment representing a

frame length. Frame t refers to the frame defined by the time interval [t, t + 1). In subsequent discussion we will

use terms frames, slots, steps and stages interchangeably.

As a general rule, boldface letters represent column vectors and normal letters represent scalars/random variables.

Whenever we need to distinguish between two policies, we show the policy as a superscript. For example bπ
i,t means

the buffer size of the i-th queue at time t under policy π. If w is a scalar, [w]+ takes value w or 0, whichever is

greater. For a vector w, we define [w]+ in the same way for each component.

A list of notations are as follows.

bt = [b1,t, b2,t, · · · bN,t]′: The column vector of all queue occupancies at time t.

xt = [x1,t, x2,t, · · · , xN,t]′: The number of slots (amount of bandwidth) allocated to users, xi(t) ∈ {0, 1}, i =

1, · · · , N, t = 1, · · · , T − 1.

dt = [bt−1 − xt−1]+. This value is completely determined from the buffer occupancy and allocation information

of the (t − 1)th frame. We will call this amount the existing backlog since this is the amount carried over from the

previous slot due to under-allocation (as opposed to new arrivals occurred during the previous slot). Alternatively we

will also call this value the amount of deterministic packets to be distinguished from the random arrivals occurred

during that frame.

at = [a1,t, a2,t, · · · aN,t]′: The number of packet arrivals during frame t. We sometimes use the notation ai to

denote the random arrivals in queue i during a time frame whenever it does not cause any confusion.

pi(k) = P[ai,t = k], ∀t (note that the arrivals are independent and identically distributed in each frame).
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di+
t := dt + ei where ei is an N -dimensional vector with all entries zero except for a 1 in the i-th position.

di−
t := [dt − ei]+.

ci(bi): The holding cost function for having bi packets in queue i.

Ct =
∑T

u=t βu−1
∑N

i=1 ci(bi,u): The cost to go, from time t on (note that C1 = C).

Ft: The σ-field of the information available up to time t.

Remark 2: The information available for making the allocation at time t is the queue occupancy of the previous

frame bt−1 and the allocation made earlier, xt−1. This will determine the number of deterministic packets in the

buffer at time t, dt. The total number of packets in the queue at time t is the sum of this deterministic part plus the

random arrival during slot t − 1, i.e.,

bt = dt + at−1 . (2)

Separating the queue size into deterministic part and random part will prove convenient in our analysis of the optimal

policy.

Given that the server knows the arrival statistics and that the server recalls its last allocation decision, the state of

a queue at time t is completely described by its deterministic part, di,t.

III. PRELIMINARIES

In [20] we studied the problem outlined above with the following simplifying assumptions.

(i) The cost is linear for all users, i.e. ci(bi,t) = cibi,t for some ci > 0, ∀i ∈ N .

(ii) Arrivals are Bernoulli. At each time frame there is one arrival to queue i with probability pi and no arrival with

probability 1 − pi.

An index for user i is defined as follows:

Ii,t =

{
ci if di,t > 0,

ci · pi if di,t = 0.
(3)

The index defined in (3) is essentially the expected one-step gain obtained by serving queue i. The index policy

then allocates the slot to the highest-indexed queue. This policy is myopic/greedy in nature, and is not always optimal

in minimizing the objective cost function (1). However, if the indices are sufficiently separated, then this policy is

guaranteed to be optimal, as proved in [20] cited below:

Theorem 1: (From [20]) Let the time horizon be T . Suppose that at time t (1 ≤ t ≤ T − 1) for some queue i,

Ii,t ≥ Ij,t, ∀j �= i. We have

1) if T = 2, then it is optimal to allocate the slot at time t to queue i;

2) for arbitrary T , if di,t > 0, then it is optimal to allocate the slot at time t to queue i;

3) for arbitrary T , if di,t = 0, then it is optimal to allocate the slot at time t to queue i if for all j �= i we have:

Ii,t(
1 − (βpi)T−t

1 − βpi
) ≥ Ij,t(

1 − βT−t

1 − β
) . (4)

The intuition behind this sufficient condition is that due to the randomness in packet arrivals, which is unobservable

at the time of decision making, assigning the slot to an empty queue, rather than another non-empty or empty queue,
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can be optimal if this queue is sufficiently “costly”, so that the gain sufficiently compensates the loss due to potential

over-allocating (i.e., a wasted slot if there is no packet arrival and the deterministic part is also zero).

The above intuition is obviously not limited to the specific linear cost and Bernoulli arrival assumptions, as it

simply illustrates the assurance one needs in order for a myopic policy to be optimal in minimizing the total cost

over a period. Rather it should hold for a more generally defined index policy that aims at minimizing/maximizing

the immediate cost/reward.

This motivated us to look for a unifying method with which similar sufficient conditions on an index policy may

be derived for more general assumptions on the cost functions and arrival processes 1. In this paper we relax both

assumptions made in [20] and consider general separable convex functions and arbitrary arrival processes. We will

also derive the sufficient condition in Theorem 1 as a result of applying this method to the special case of linear cost

and Bernoulli arrivals.

IV. SUFFICIENT CONDITIONS ON OPTIMALITY

In this section we derive a sufficient condition under which serving a particular queue i is optimal. We start by

introducing an upper and lower bound on the cost difference in assigning the slot to different queues. We then show

how these bounds may be calculated to produce the desired sufficient condition.

A. Sufficient Conditions

We are interested in sufficient conditions under which it is optimal to assign the slot to one queue instead of

another. Therefore the key is to find bounds on the cost difference between the two allocations. The following

definition characterizes these bounds.

Definition 2: Let π, π′ be the optimal policies given the states dt+1,di−
t+1 respectively. Suppose there exist

functions Si(d, u) and Ri(d, u) such that

βtSi(dt+1, T − t) ≤ Eπ[Ct+1|dt+1,Ft+1] − Eπ′
[Ct+1|di−

t+1,Ft+1] ≤ βtRi(dt+1, T − t) a.s., (5)

where T is the time horizon. We call function Si the lower bound on cost increase for having one more packet in

queue i or in short the lower bound on queue i. We call function Ri the upper bound on cost increase for having

one more packet in queue i or in short the upper bound on queue i.

Functions Ri and Si are not unique. We will focus on those that only depend on the state of queue i, i.e di. This

is possible, as we will show later via Lemmas 2 and 3.

Suppose at time t we want to allocate the slot to one of the queues. The following lemma compares the allocation

to two different queues.

Lemma 1: Let T be the time horizon and suppose dt is the state at time t. Let π be the policy that assigns the

slot at time t to queue i and assigns optimally thereafter. Let π′ be the policy that assigns the slot at t to queue j

and assigns optimally thereafter. Suppose there exist functions Ri(., .), Si(., .), i ∈ N that satisfy (5). If the following

condition holds:

Eat−1 [Rj(dt + at−1, T − t) − Si(dt + at−1, T − t)] ≤ 0, (6)

1The techniques used to prove Theorem 1 in [20] took advantage of the simplifying assumptions of linear cost and Bernoulli arrivals.
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then we have:

Eπ[Ct|dt,Ft] ≤ Eπ′
[Ct|dt,Ft] a.s..

The proof of this lemma can be found in Appendix A. This lemma immediately leads to the following theorem.

Theorem 2: Suppose the state at time t is dt. Then it is optimal to allocate the slot at t to queue i if the following

condition holds:

Eat−1 [Rj(dt + at−1, T − t) − Si(dt + at−1, T − t)] ≤ 0 ∀j �= i . (7)

Proof: This is a direct result of Lemma 1, by comparing allocation to queue i with allocation to all other queues.

B. Calculating The Bounds

In this part we present a general method for finding functions Si(., .), Ri(., .) for an arbitrary arrival process. We

make the following assumption on the cost function.

Assumption 1: The cost function ci(bi) is non-decreasing and convex in bi.

Definition 3: For any user i and deterministic queue size di, define the cost ĉi(.) to be

ĉi(di) =
∞∑

a=0

pi(a)ci(di + a) .

ĉi is essentially the expected holding cost of queue i given that the deterministic part is di. This definition connects

cost as a function of the deterministic queue and cost as a function of the actual buffer occupancy. Note that by

Assumption 1, function ĉi is also non-decreasing and convex in di.

Definition 4: For any user i and bi, di > 0 define αi(bi) and α̂i(di) to be:

αi(bi) = inf{α ∈ R|α ≥ 0, (ci(bi + 1) − ci(bi)) ≤ (1 + α)(ci(bi) − ci(bi − 1))} ,

α̂i(di) = inf{α̂ ∈ R|α̂ ≥ 0, (ĉi(di + 1) − ĉi(di)) ≤ (1 + α̂)(ĉi(di) − ĉi(di − 1))} . (8)

The above definitions are introduced primarily for technical reasons. Note that if ci(bi) is linear in bi, then ĉi(di)

is linear in di (from Definition 3). In this case (linear cost functions) we have αi(bi) = α̂i(di) = 0, ∀bi, di ≥ 1.

When ci is strictly convex, then from the above definition we have the following relation between αi and α̂i:

α̂i(di) =
∑∞

a=0 pi(a)αi(di + a)[ci(di + a) − ci(di + a − 1)]∑∞
a=0 pi(a)[ci(di + a) − ci(di + a − 1)]

. (9)

For simplicity of our discussion in the next few lemmas, we further introduce the following random processes.

Let {Xi,t} be a Markov chain taking values in the set Z
+ = {0, 1, 2, · · · } with transition probabilities

P(Xi,t+1 = l|Xi,t = k) = pi(l − k), (10)

where pi(l− k) = 0 for all l < k. Note that if Xi,t0 = di,t0 , then Xi,t represents the number of deterministic packets

in queue i at time t ≥ t0 if it is never served or allocated a slot.

Let {Yi,t} be a Markov chain taking values in the set Z
+ with transition probabilities

P(Yi,t+1 = l|Yi,t = k) = pi(l − k + 1), ∀k �= 0 , (11)
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where pi(l− k +1) = 0 for all l < k− 1, and P(Yi,t+1 = 0|Yi,t = 0) = 1 so that 0 is an absorbing state. Note that if

Yi,t0 = di,t0 , then Yi,t represents the number of deterministic packets in queue i at time t ≥ t0 if queue i is assigned

every slot until its deterministic part becomes zero.

Note that the transition probabilities of both processes Xi,t and Yi,t are functions of the i-th queue’s arrival process.

When di = 0, then it is easy to see that Ri(d, u) = Si(d, u) = 0 satisfies (5). In the following lemmas we calculate

these bounds when di > 0.

Lemma 2: Let π be the optimal policy given dt+1 where di,t+1 > 0 and let π′ be the optimal policy given di−
t+1.

Then we have

Eπ[Ct+1|dt+1,Ft+1] − Eπ′
[Ct+1|di−

t+1,Ft+1]

≥ βt
∞∑

k=1

(ĉi(k) − ĉi(k − 1))
T−t−1∑

u=0

βu
P(Yi,u = k|Yi,0 = di,t+1) . (12)

Proof of this lemma can be found in Appendix B. This result shows that we can find function Si that satisfies (5)

and is a function of the state of queue i, di rather than the whole vector d.

Remark 3: Although Lemma 2 gives a good lower bound for the cost difference of starting from state d rather

than di−, we will use the following bound instead. It is not as tight as that given in Lemma 2, but has a more explicit

expression and will be more useful in the examples presented in the next section. Since di,t+1 > 0, we have:

βt
∞∑

k=1

(ĉi(k) − ĉi(k − 1))
T−t−1∑

u=0

βu
P(Yi,u = k|Yi,0 = di,t+1)

≥ βt
∞∑

k=di,t+1

(ĉi(k) − ĉi(k − 1))
T−t−1∑

u=0

βu
P(Yi,u = k|Yi,0 = di,t+1)

≥ βt(ĉi(di,t+1) − ĉi(di,t+1 − 1))
T−t−1∑

u=0

βu
∞∑

k=di,t+1

P(Yi,u = k|Yi,0 = di,t+1)

= βtΔĉi(di,t+1)
T−t−1∑

u=0

βu
P(Yi,u ≥ di,t+1|Yi,0 = di,t+1)

≥ βtΔĉi(di,t+1)
T−t−1∑

u=0

βu
P(ai,t′ > 0, t ≤ t′ ≤ t + u)

= βtΔĉi(di,t+1)
T−t−1∑

u=0

βu(1 − pi(0))u

= βtΔĉi(di,t+1)
1 − (β(1 − pi(0)))T−t

1 − β(1 − pi(0))
, (13)

where Δĉi(di) = ĉi(di) − ĉi([di − 1]+). Note that the first and the second inequalities result from the convexity of

ĉi as a consequence of Assumption 1. The third inequality is due to the fact that {ai,t′ > 0, t ≤ t′ ≤ t + u} is only

one of the events resulting in Yi,u ≥ di,t+1 given Yi,0 = di,t+1.

Next we want to find function Ri(d, T ). We consider non-decreasing and convex cost functions that also satisfy

the following assumption.

Assumption 2: α̂i(di) is a non-increasing function of di for di > 0 for any queue i.
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Fig. 3. The effect of cost function and arrival processes on α̂ (the Y -axis in both figures is α̂i). (a) K = 1 fixed, n variable; (b) n = 2 fixed,
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A few comments are needed on this additional assumption before we proceed. Firstly, as long as ĉi does not

grow faster than exponential in di then Assumption 2 is true. In fact under many commonly used cost functions α̂i

decreases with di, e.g., when the cost function is a polynomial of any degree and arrivals in each time frame are

finite with probability one. For instance, consider ci(bi) = cib
n
i where n is a positive integer and assume that packets

arrive in batches of K packets. During each frame a batch of K packets arrive with probability pi and there will be

no arrivals with probability 1− pi. In this case we have ĉi(di) = ci(1− pi)dn
i + cipi(di + K)n. If we let ci = 1 and

pi = 0.2, Figure 3-a plots α̂i as a function of di for different values of n where K = 1 is fixed. Figure 3-b plots α̂i

as a function of di for different values of K where n = 2 is fixed. It can be seen from these figures that α̂i decays

rapidly and approaches zero. Therefore we will also try to find simpler expressions from time to time for a class of

convex cost functions where α̂i(di) → 0 as di → ∞.

Lemma 3: Let π be the optimal policy given dt+1 where di,t+1 > 0 and let π′ be the optimal policy given di−
t+1.

If Assumptions 1 and 2 hold, then we have:

Eπ[Ct+1|dt+1,Ft+1] − Eπ′
[Ct+1|di−

t+1,Ft+1]

≤ βt(ĉi(di,t+1) − ĉi(di,t+1 − 1))
T−t−1∑

u=0

βu
∞∑
l=0

P[Xi,u = l|Xi,0 = 0] · (1 + α̂i(di,t+1))l . (14)

Proof of this lemma can be found in Appendix C. Again we see from this lemma that there exist function Ri that

satisfies (5) and is only a function of the state of queue i, di rather than d.
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We can find an approximation to the above expression for the case where α̂ is small. As α̂ → 0 we have

(1 + α̂)l ≈ 1 + lα̂. Therefore when α is close to zero we can write:

βt(ĉi(di,t+1) − ĉi(di,t+1 − 1))
T−t−1∑

u=0

βu
∞∑
l=0

P[Xi,u = l|Xi,0 = 0] · (1 + α̂i(di,t+1))l

≈ βtΔĉi(di,t+1)
T−t−1∑

u=0

βu{
∞∑
l=0

P[Xi,u = l|Xi,0 = 0] + α̂i(di,t+1)
∞∑
l=0

lP[Xi,u = l|Xi,0 = 0]}

= βtΔĉi(di,t+1)[
1 − βT−t

1 − β
+ α̂i(di,t+1)

T−t−1∑
u=0

βuE(Xi,u|Xi,0 = 0)] . (15)

To summarize, in this section we derived a sufficient condition under which serving a particular queue i is optimal.

This sufficient condition is characterized by upper and lower bounds on the cost difference between serving one of

two queues. In the next section we derive these bounds in specific example scenarios.

V. APPLICATIONS IN SPECIFIC SCENARIOS

In the previous section we proved that it is optimal to allocate the slot at time t to queue i if (7) holds. Using

Lemmas 2 and 3 we can define functions Si and Ri that satisfy (5) when di > 0 as follows (note that we have used

the bound defined in Remark 3 to calculate Si):

Ri(d, u) = Δci(di)
u−1∑
u′=0

βu′
∞∑
l=0

P[Xi,u′ = l|Xi,0 = 0] · (1 + α̂i(di))l , (16)

Si(d, u) = Δci(di)
1 − (β(1 − pi(0)))u

1 − β(1 − pi(0))
, (17)

and when di = 0 we have Ri(d, u) = Si(d, u) = 0.

Remark 4: Note that in this case both functions depend on di rather than the whole vector d, i.e. we have

Si(d, u) = Si(di, u) and Rj(d, u) = Ri(dj , u). In this case condition (7) reduces to:

∞∑
k=0

pi(k)Si(di,t + k, T − t) ≥
∞∑
l=0

pj(l)Rj(dj,t + l, T − t) ∀j �= i . (18)

Therefore for the rest of this paper we will use functions Ri and Si defined above and use (18) as the sufficient

condition for the optimality of allocating to queue i at time t.

For finite T the sufficient condition in (18) depends on T . In this section we apply these results to two scenarios

to derive more specific sufficient conditions for the optimality of assigning the slot to a certain queue.

A. Batch and Bernoulli Arrivals

Suppose that the arrivals occur in batches of K packets. During each time frame, with probability pi there are

K arrivals in queue i and with probability 1 − pi there are no arrivals in queue i. Note that K = 1 represents the

Bernoulli arrival process.
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We denote by SB
i (di) and RB

i (di) the lower and upper bounds satisfying (5). We have that pi(0) = 1−pi, therefore

we can calculate SB
i (di, u) (for di > 0) using (17) as follows:

SB
i (di, u) = Δĉi(di)

1 − (βpi)u

1 − βpi
. (19)

RB
i (di, u) can be calculated (for di > 0) using (16). We have

RB
i (di, u) = Δĉi(di)

u−1∑
u′=0

βu′
∞∑
l=0

P[Xi,u′ = l|Xi,0 = 0] · (1 + α̂i(di))l

= Δĉi(di)
u−1∑
u′=0

βu′
u′∑

h=0

P[Xi,u′ = h · K|Xi,0 = 0] · (1 + α̂i(di))h·K

= Δĉi(di)
u−1∑
u′=0

βu′
u′∑

h=0

(
u′

h

)
ph

i (1 − pi)u′−h(1 + α̂i(di))h·K

= Δĉi(di)
u−1∑
u′=0

βu′
[(1 − pi) + pi(1 + α̂i(di))K ]u

′

= Δĉi(di)
1 − [β((1 − pi) + pi(1 + α̂i(di))K)]u

1 − β[(1 − pi) + pi(1 + α̂i(di))K ]
. (20)

Using Theorem 2 for Batch arrivals as defined above we have the following result. It is optimal to allocate the

packet at time slot t to queue i if

pjR
B
j (dj,t + K, T − t) + (1 − pj)RB

j (dj,t, T − t)

≤ piS
B
i (di,t + K, T − t) + (1 − pi)SB

i (di,t, T − t) , ∀j ∈ N . (21)

By replacing the expressions for SB
i and RB

j for this special case we get the following result.

Theorem 3: Let T be the time horizon. Consider batch arrivals where during each time frame queue i has K

arrivals with probability pi and no arrivals with probability 1−pi. Suppose the state at time t is dt, then it is optimal

to allocate the slot at time t to queue i if the following two conditions hold.

i) For all j �= i where dj,t > 0 we have,

1 − (βpi)T−t

1 − βpi
{piΔĉi(di,t + K) + (1 − pi)Δĉi(di,t)}

≥ pj(1 − γj(dj,t + K)T−t)Δĉi(dj,t + K)
1 − γj(dj,t + K)

+
(1 − pj)(1 − γj(dj,t)T−t)Δĉj(dj,t)

1 − γj(dj,t)
if dj,t > 0 .

(22)

ii) For all j �= i where dj,t = 0 we have,

1 − (βpi)T−t

1 − βpi
piΔĉi(di,t + K) ≥ 1 − γj(dj,t + K)T−t

1 − γj(dj,t + K)
pjΔĉi(dj,t + K) ,

where γj(dj,t) = β[(1 − pj) + pj(1 + α̂j(dj,t))K ].

Theorem 3 holds true for all values of T . Therefore one can let T → ∞ to get the following result.
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Theorem 4: Consider an infinite horizon and batch arrivals where during each time frame queue i has K arrivals

with probability pi and no arrivals with probability 1− pi. Suppose the state at time t is dt. It is optimal to allocate

the slot at time t to queue i if the following two conditions hold.

i) For all j �= i such that dj,t > 0 we have γj(dj,t) < 1 and,

1
1 − βpi

{piΔĉi(di,t + K) + (1 − pi)Δĉi(di,t)}

≥ pjΔĉi(dj,t + K)
1 − β[(1 − pj) + pj(1 + α̂j(dj,t + K))K ]

+
(1 − pj)Δĉj(dj,t)

1 − β[(1 − pj) + pj(1 + α̂j(dj,t))K ]
,

(23)

ii) For all j �= i such that dj,t = 0 we have γj(K) < 1 and,

pi

1 − βpi
Δĉi(di,t + K) ≥ pj

1 − β[(1 − pj) + pj(1 + α̂j(dj,t + K))K ]
Δĉi(dj,t + K) .

B. Poisson Arrivals

Suppose that arrivals occur according to a Poisson distribution with rate λi packets per frame, i.e. we have

pi(k) = e−λi
λk

i

k!
.

We denote by SP
i (di) and RP

i (di) the lower and upper bounds satisfying (5). We have that pi(0) = 1 − e−λi ,

therefore we can calculate SP
i (di, u) using (17) as follows:

SP
i (di, u) = Δĉi(di)

1 − (β(1 − e−λi))u

1 − β(1 − e−λi)
. (24)

A lower bound for the right hand side of (18) can be calculated as follows. First assume that di > 0.
∞∑

k=0

e−λi
λk

i

k!
SP

i (di + k, T − t)

=
1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)

∞∑
k=0

Δĉi(di + k)e−λi
λk

i

k!

≥ 1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)
Δĉi(di) , (25)

where the inequality is due to the fact that Δĉi is non-decreasing as ĉi is convex.

Similarly when di = 0 it can be shown that:
∞∑

k=0

e−λi
λk

i

k!
SP

i (di + k, T − t) ≥ 1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)
(1 − e−λi)Δĉi(1) . (26)
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On the other hand, RP
j (., .) can be calculated using (16) as follows:

RP
j (dj , u) = Δĉj(dj)

u−1∑
u′=0

βu′
∞∑
l=0

P[Xj,u′ = l|Xj,0 = 0] · (1 + α̂j(dj))l

= Δĉj(dj)
u−1∑
u′=0

βu′
∞∑
l=0

e−λju′ (λju
′)l

l!
(1 + α̂j(dj))l

= Δĉj(dj)
u−1∑
u′=0

βu′
eλiu′α̂j(dj)

= Δĉj(dj)
1 − (βeλjα̂j(dj))u

1 − βeλjα̂j(dj)
. (27)

Now the left hand side of Equation (18) can be upper bounded as follows, again considering the two cases dj > 0

and dj = 0 separately.

In the case of dj > 0:
∞∑
l=0

pj(l)Rj(dj + l, T − t)

=
∞∑
l=0

e−λj
λl

j

l!
Rj(dj + l, T − t)

=
∞∑
l=0

e−λj
λl

j

l!
Δĉj(dj + l)

1 − (βeλjα̂j(dj+l))T−t

1 − βeλjα̂j(dj+l)

≤ Δĉj(dj)
1 − (βeλjα̂j(dj))T−t

1 − βeλjα̂j(dj)

∞∑
l=0

e−λj
λl

j

l!
(1 + α̂j(dj))l

= Δĉj(dj)
1 − (βeλjα̂j(dj))T−t

1 − βeλjα̂j(dj)
eλjα̂j(dj) ,

where the second equality is due to the calculation given in (27), and the inequality is due to the definition of α̂

given in Definition 4, and the assumption that α̂ is non-increasing.

In the case of dj = 0:
∞∑
l=0

pj(l)Rj(dj + l, T − t)

=
∞∑
l=0

e−λj
λl

j

l!
Rj(dj + l, T − t)

=
∞∑
l=1

e−λj
λl

j

l!
Δĉj(l)

1 − (βeλjα̂j(l))T−t

1 − βeλjα̂j(l)

≤ Δĉj(1)
1 − (βeλjα̂j(1))T−t

1 − βeλjα̂j(1)

∞∑
l=1

e−λj
λl

j

l!
(1 + α̂j(1))l−1

= Δĉj(1)
(1 − (βeλjα̂j(1))T−t)(eλjαj(1) − e−λj )

(1 − βeλjα̂j(1))(1 + αj(1))
.

The above derivation leads to the following result.



16

Theorem 5: Let T be the time horizon. Consider Poisson arrivals where during each time frame the number of

arrivals to queue i follows a Poisson distribution with mean λi. Suppose the state at time t is dt, then it is optimal

to allocate the slot at time t to queue i if the following two conditions hold.

i) For all j �= i such that dj,t > 0 we have,

1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)
Δĉi(di) ≥ 1 − (βeλjα̂j(dj))T−t

1 − βeλjα̂j(dj)
eλjα̂j(dj)Δĉj(dj) .

ii) For all j �= i such that dj,t = 0 we have,

1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)
(1 − e−λi)Δĉi(1) ≥ (1 − (βeλjα̂j(1))T−t)(eλjαj(1) − e−λj )

(1 − βeλjα̂j(1))(1 + αj(1))
Δĉj(1) .

Since Theorem 5 holds true for all T we can let T go to infinity and get the following result.

Theorem 6: Consider an infinite horizon and Poisson arrivals where during each time frame the number of arrivals

to queue i follows a Poisson distribution with mean λi. Suppose the state at time t is dt, then it is optimal to allocate

the slot at time t to queue i if the following two conditions hold:

i) For all j �= i such that dj,t > 0 we have βeλjα̂j(dj) < 1 and,

Δĉi(di)
1 − β(1 − e−λi)

≥ eλjα̂j(dj)Δĉj(dj)
1 − βeλjα̂j(dj)

.

ii) For all j �= i such that dj,t = 0 we have βeλjα̂j(1) < 1 and,

(1 − e−λi)Δĉi(1)
1 − β(1 − e−λi)

≥ Δĉj(1)(eλjαj(1) − e−λj )
(1 − βeλjα̂j(1))(1 + αj(1))

.

In this section we considered two specific examples and derived the upper and lower bound gain for allocating to a

queue. Using these bounds we were able to find sufficient conditions for the optimality of a policy. These conditions

although easy to verify, are not simple to interpret. Therefore in the next section we derive alternative sufficient

conditions that appear as separation between the one step gain of allocating to a queue.

VI. OPTIMALITY OF AN INDEX POLICY AND EXAMPLES

In this section we will use the sufficient conditions derived in previous sections to study the optimality of an index

policy that is myopic/greedy in nature defined as follows.

Definition 5: The index of queue i at state di is defined as the immediate expected reward from assigning the

slot to the queue:

Ii(di) =
∞∑

k=0

pi(k)[ĉi(di + k) − ĉi([di + k − 1]+)] =
∞∑

k=0

pi(k)Δĉi(di + k) . (28)

Note that Δĉi(di) = 0 when di = 0. The corresponding index policy is defined as one that assigns the slot to the

queue with the highest index at each step.

This index policy is a natural one in that it compares the benefit in allocating the next slot to a user based on the

expected reward gained in the next time slot. Results from previous sections can be utilized in the following way in

the context of this index policy. Theorem 2 gives the sufficient condition under which it is optimal to assign a slot

to queue i. By deriving appropriate functions R and S for given arrival process and cost functions, as shown in the
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previous section, we can obtain sufficient conditions under which the above index policy is optimal. We shall see

that this sufficient condition appears as a separation condition in that the index policy is optimal when the highest

index is sufficiently larger than the other indices.

Remark 5: The required separation exists only if the loss from not allocating to queue j is bounded for all j �= i.

Assumption 2 can be viewed as the condition required for this loss to be bounded.

In the remainder of this section we derive the sufficient conditions under which this index policy is optimal for

the two special cases of batch and Poisson arrivals.

A. Batch and Bernoulli Arrivals

Consider the model of batch arrivals. The index in this case is reduced to

Ii(di) = piΔĉi(di + K) + (1 − pi)Δĉi(di) . (29)

Using Theorem 3 and the above index definition, we immediately obtain the following result.

Theorem 7: Let T be the time horizon. Consider batch arrivals where during each time frame queue i has K

arrivals with probability pi and no arrivals with probability 1−pi. Suppose the state at time t is dt, then it is optimal

to allocate the slot at time t to queue i if both of the following conditions hold.

i) For all j �= i such that dj,t > 0 we have,

1 − (βpi)T−t

1 − βpi
Ii(di,t) ≥ max{(1 − γj(dj,t + K)T−t)

1 − γj(dj,t + K)
,
(1 − γj(dj,t)T−t)

1 − γj(dj,t)
}Ij(dj,t) .

ii) For all j �= i such that dj,t = 0 we have,

1 − (βpi)T−t

1 − βpi
Ii(di,t) ≥ (1 − γj(dj,t + K)T−t)

1 − γj(dj,t + K)
Ij(dj,t) .

Remark 6: Note that for αj = 0 (e.g., when the costs are linear) and K = 1 (Bernoulli arrival), γ(·) reduces to

β. Thus the condition in Theorem 7 reduces to the following. It is optimal to allocate to queue i at time t if for all

j �= i we have:

Ii(di,t)(
1 − (piβ)T−t

1 − piβ
) ≥ Ij(dj,t)(

1 − βT−t

1 − β
) . (30)

This is the same condition derived in [20] for linear cost and Bernoulli arrivals (when di,t = 0) as presented in

Section III. In this case with linear cost function ci(bi) = cibi, the index for queue i reduces to ci when di �= 0, and

the index is pici when di = 0. Note that when di,t > 0 the above condition is stronger than the one derived in [20],

but the weaker sufficient condition there cannot be applied to the more general case of strictly convex cost functions.

Using Theorem 4 and the index definition, we obtain the following result, noting that α̂j(dj,t + K) ≤ α̂j(dj,t).

Theorem 8: Consider an infinite horizon and batch arrivals where during each time frame queue i has K arrivals

with probability pi and no arrivals with probability 1− pi. Suppose the state at time t is dt. It is optimal to allocate

the slot at time t to queue i if the following two conditions hold.

i) For all j �= i such that dj,t > 0 we have γj(dj,t) < 1 and:
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Fig. 4. Required separation between the indices of two queues (a) β = 0.8, (b) β = 0.6

1
1 − βpi

Ii(di,t) ≥ 1
1 − β[(1 − pj) + pj(1 + α̂j(dj,t))K ]

Ij(dj,t) .

(31)

ii) For all j �= i such that dj,t = 0 we have γj(K) < 1:

1
1 − βpi

Ii(di,t) ≥ 1
1 − β[(1 − pj) + pj(1 + α̂j(dj,t + K))K ]

Ij(dj,t) .

(32)

Example 1: Consider two queues i, j and let p1 = 0.5, p2 = 0.3, c1 = 1, c2 = 2 and let c(b) = c1b
2
1 + c2b

2
2.

Figure 4 illustrates the separation discussed above with two values of β = 0.6 and β = 0.8. Below the dot-dash line

is the region where it is optimal to allocate the slot to queue 1 and to the left of the dash line is the region where it

is optimal to allocate to the second queue. The solid line shows the boundary determined by the index policy (above

the boundary allocate to queue 2 and below the boundary allocate to queue 1).

B. Poisson Arrivals

Consider the case where queue i has a Poisson arrival process with parameter λi. The index in this case is

Ii(di) =
∞∑

k=0

pi(k)Δĉi(di + k) =
∞∑

k=0

eλi
λk

i

k!
Δĉi(di + k) . (33)

Theorem 9: Let T be the time horizon. Consider Poisson arrivals where during each time frame, arrivals to queue

i follow a Poisson distribution with rate λi. Suppose the state at time t is dt, then it is optimal to allocate the slot

at time t to queue i if for all j �= i we have

1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)
Ii(di,t) ≥ 1 − (βeλjα̂j(dj,t+ξj,t))T−t

1 − βeλjα̂j(dj,t+ξj,t)
Ij(dj,t) , (34)

where ξj,t =
{

0, if dj,t > 0
1, if dj,t = 0 .
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Proof: Let SP
i and RP

i be the functions satisfying (5), then by Theorem 2 it is optimal to allocate the next slot to

queue i if we have
∞∑

k=0

pj(k)RP
j (dj,t + k, T − t) ≤

∞∑
l=0

pi(l)SP
i (di,t + l, T − t), ∀j �= i . (35)

As derived in the previous section we have for dj > 0,

RP
j (dj , u) = Δĉj(dj)

1 − (βeλjα̂j(dj))u

1 − βeλjα̂j(dj)
,

SP
i (di, u) = Δĉi(di)

1 − (β(1 − e−λi))u

1 − β(1 − e−λi)
.

Therefore by considering both cases where dj,t > 0 and dj,t = 0 we have the following results, noting that α̂i(·)
is non-increasing (note also that since Rj(dj , u) = 0 whenever dj = 0, the summation starts from k = 1).

∞∑
k=0

pj(k)RP
j (dj,t + k, T − t) ≤ 1 − (βeλjα̂j(dj,t+ξj,t))T−t

1 − βeλjα̂j(dj,t+ξj,t)
Ij(dj,t) , (36)

∞∑
l=0

pi(l)SP
i (di,t + l, T − t) =

1 − (β(1 − e−λi))T−t

1 − β(1 − e−λi)
Ii(di,t) . (37)

Therefore if (34) holds, then (35) holds, thus completing the proof.

Letting T go to infinity we immediately obtain the next result.

Theorem 10: Let T be the time horizon. Consider Poisson arrivals where during each time frame, arrivals to

queue i follow a Poisson distribution with rate λi. Suppose the state at time t is dt, then it is optimal to allocate the

slot at time t to queue i if for all j �= i we have βeλjα̂j(dj,t+ξj,t) < 1 and,

Ii(di,t)
1 − β(1 − e−λi)

≥ Ij(dj,t)
1 − βeλjα̂j(dj,t+ξj,t)

,

where ξj,t is the same as defined in Theorem 9.

The above theorems illustrate the required separation between the indices to ensure the optimality of the index

policy. It’s worth mentioning that even when the index cannot be explicitly derived, the results obtained in previous

section (Theorems 5 and 6) can still be applied to find the region where it is optimal to allocate to any of the queues.

We next illustrate the separation between indices via an example in the case of Poisson arrivals. Finding a closed

form expression for the index for all cost functions does not seem straightforward. We therefore consider a special

cost function.

Example 2: Consider the cost function ci(bi) = cib
2
i . We have:

ĉi(di) = ci

∞∑
k=0

pi(k)(di + k)2

= ci[d2
i + 2λidi + (λ2 + λ)] (38)
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Fig. 5. Required separation between the indices of two queues for Poisson arrivals (a) β = 0.8, (b) β = 0.6

The index can be derived as follows. For di ≥ 1 we have

Ii(di) =
∞∑

k=0

pi(k)[ĉi(di + k) − ĉi(di + k − 1)]

= ci

∞∑
k=0

pi(k)(2k + 2di + 2λi − 1)

= ci[
∞∑

k=0

2kpi(k) + (2di + 2λi − 1)]

= ci(4λi + 2di − 1) . (39)

For di = 0 we have

Ii(di) =
∞∑

k=1

pi(k)[ĉi(di + k) − ĉi(di + k − 1)]

= ci

∞∑
k=1

pi(k)(2k + 2di + 2λi − 1)

= ci[
∞∑

k=1

2kpi(k) + (2di + 2λi − 1)
∞∑

k=1

pi(k)]

= ci[2λi + (2di + 2λi − 1)(1 − e−λi)] . (40)

Therefore an index can be defined as Ii(di) =
{

ci[4λi + 2di − 1], if di �= 0
ci[2λi + (2di + 2λi − 1)(1 − e−λi)], if di = 0

.

Figure 5 illustrates the separation condition given by Theorem 10 in the infinite horizon case. We have assumed

that c1(b1) = b2
1 and c2(b2) = 2b2

2. Other parameters are λ1 = 0.5, λ2 = 0.3, and results are shown for β = 0.6 and

β = 0.8, respectively. Below the dot-dash line is the region where it is optimal to allocate the slot to queue 1 and to

the left of the dash line is the region where it is optimal to allocate to the second queue. The solid line shows the

boundary determined by the index policy (above the boundary allocate to queue 2 and below the boundary allocate

to queue 1).
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The results presented in this section can be summarized as follows. If the one step reward for serving a queue is

sufficiently larger than the one step reward of the other queues, then it is optimal to serve the former. Note that this

separation is sufficient but not necessary. However characterizing the tightness of these bounds can be very complex,

since they depend on the specific cost functions, arrival processes and time horizon considered. For the case of linear

cost functions, Bernoulli arrivals and infinite horizon the tightness of such bounds has been discussed in [20].

VII. DISCUSSION AND CONCLUSION

In this paper we considered the problem of sharing a single server among multiple queues when the queue backlog

information is one step delayed. The goal for the optimal policy is to minimize the total discounted holding cost

over a finite or infinite horizon.

We introduced an index policy that is myopic in nature, and derived sufficient conditions under which it is optimal.

This is done by bounding the difference in reward/cost between serving one or the other of any two queues. It is

shown that the sufficient condition corresponds to having sufficient separation among the indices. This result is then

applied to two specific cases where the arrivals are of the batch and Poisson types.

The frame work established here is fairly general and can be applied to a broad range of queueing systems. For

example consider the following server allocation problem. N users compete for a single server. If the server is

allocated to the i-th user it can transmit with success probability μi. Each user may be connected or disconnected

at each instant of time. If the user is disconnected it cannot be served. The queue size and the connectivity of each

queue is perfectly observed at any time instant. The objective is to minimize the total discounted cost over a finite

horizon. This problem has been studied in [10] for the case of linear cost functions (ci(bi) = cibi) and it has been

shown that in this case the policy that serves the non-empty queue with the highest cμ is optimal if its index (cμ)

is sufficiently larger than the index of all other non-empty queues. In [3] the same problem has been solved using

the idea of bounding the rewards (but taking advantage of the linearity of the cost function). We can use the method

introduced in this paper to further extend those results to the case of non-linear convex cost functions.

As an extension, it would be interesting to derive similar results for the more general case of restless bandit

problems. The results would then help characterize sufficient conditions for the existence of an index policy where

the index of each queue is based solely on the property and state of that queue.

APPENDIX - A

Proof of Lemma 1: We can write,

Eπ[Ct|dt,Ft] − Eπ′
[Ct|dt,Ft]

= Eat−1{Eπ[Ct+1|dt+1 = [dt + at−1 − ei]+,Ft+1]

− Eπ′
[Ct+1|dt+1 = [dt + at−1 − ej ]+,Ft+1]}

≤ Eat−1{Eπ[Ct+1|dt+1 = dt + at−1,Ft+1] − Si(dt + at−1, T − t)

+ Rj(dt + at−1, T − t) − Eπ′
[Ct+1|dt+1 = dt + at−1,Ft+1]}

= Eat−1 [Rj(dt + at−1, T − t) − Si(dt + at−1, T − t)] .
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Note that in deriving the inequality, we have used Definition 2. For the last equality we have used the fact that

both π and π′ are optimal from time t + 1 on.

Therefore if (7) holds then we have,

Eπ[C|dt,Ft] ≤ Eπ′
[C|dt,Ft] a.s.,

thus proving the lemma.

APPENDIX - B

Proof of Lemma 2: Let π be the optimal policy from time t + 1 on given dt+1. Define policy π̂ for the starting

condition di−
t+1 as follows. Policy π̂ assigns slots to the same queue as policy π does under the starting condition

dt+1 for every slot. The “best case”, in the sense of minimizing the difference in cost between the two policies, is

if both policies assign to queue i until (the deterministic part of the queue is) empty. If the slot is assigned to queue

i in all the subsequent time intervals (starting with di,t+1 + 1 deterministic packets in the queue), the number of

deterministic packets in queue i at any time t′ ≥ t + 1 will have the same distribution as the random process Yi,t′ ,

conditioned on Yi,t+1 = di,t+1 + 1. This is true until the deterministic part of the queue hits zero. From that point

on both policies π and π̂ will have the same performance and are both optimal (since π is optimal). Therefore we

can write:

Eπ[Ct+1|dt+1,Ft+1] − Eπ′
[Ct+1|di−

t+1,Ft+1] ≥ Eπ[Ct+1|dt+1,Ft+1] − Eπ̂′
[Ct+1|di−

t+1,Ft+1]

≥
T∑

t′=t+1

βt′−1
∞∑

k=1

P(Yi,t′ = k|Yi,t+1 = di,t+1 + 1) · (ĉi(k) − ĉi(k − 1))

=
∞∑

k=1

(ĉi(k) − ĉi(k − 1))
T∑

t′=t+1

βt′−1
P(Yi,t′ = k|Yi,t+1 = di,t+1 + 1)

=
∞∑

k=1

(ĉi(k) − ĉi(k − 1))
T−t−1∑

u=0

βu+t
P(Yi,t+u+1 = k|Yi,t+1 = di,t+1 + 1)

= βt
∞∑

k=1

(ĉi(k) − ĉi(k − 1))
T−t−1∑

u=0

βu
P(Yi,u = k|Yi,0 = di,t+1 + 1) . (B-1)

The first inequality is due to the fact that the policy π̂ is not necessarily optimal for the initial state di−
t+1 and the

second inequality results from the evolution of the random process Y as the best case. The rest of the equalities are

simple algebra, thus proving the lemma.

APPENDIX - C

Proof of Lemma 3: Let π′ be the optimal policy given di−
t+1. Define policy π̂ for the initial state dt+1 as follows.

Policy π̂ assigns the slot to the same queue as policy π′ does under the starting condition di−
t+1 at time t + 1. The

“worst case”, in the sense of maximizing the difference between the cost of two policies, is that queue i is never

served again. Therefore the process for the number of packets in queue i at any time t′ ≥ t + 1 (given the initial

deterministic packets di,t+1 +1) has the same distribution as Xi,t′ given that Xi,t+1 = di,t+1. Therefore we can write:
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Eπ[Ct+1|dt+1,Ft+1] − Eπ′
[Ct+1|di−

t+1,Ft+1] ≤ Eπ̂[Ct+1|dt+1,Ft+1] − Eπ′
[Ct+1|di−

t+1,Ft+1]

≤
T∑

t′=t+1

βt′−1
∞∑

k=di,t+1

P[Xi,t′ = k|Xi,t+1 = di,t+1] · (ĉ(k) − ĉ(k − 1))

=
T∑

t′=t+1

βt′−1
∞∑
l=0

P[Xi,t′ = l + di,t+1|Xi,t+1 = di,t+1] · (ĉ(l + di,t+1) − ĉ(l + di,t+1 − 1))

≤
T∑

t′=t+1

βt′−1
∞∑
l=0

P[Xi,t′ = l|Xi,t+1 = 0] · (1 + α̂i(di,t+1))l(ĉi(di,t+1) − ĉi(di,t+1 − 1))

≤ Δĉi(di,t+1)
T∑

t′=t+1

βt′−1
∞∑
l=0

P[Xi,t′ = l|Xi,t+1 = 0] · (1 + α̂i(di,t+1))l

= βtΔĉi(di,t+1)
T−t−1∑

u=0

βu
∞∑
l=0

P[Xi,u = l|Xi,0 = 0] · (1 + α̂i(di,t+1))l . (C-1)

The first inequality is obtained since π̂ is not necessarily the optimal policy. The second inequality is due to the fact

that we are considering the worst case when policy π̂ is being used. The next equality is just a change of variables

l = k−di. The third inequality is obtained by using the definition of α̂i, by which we have: ĉi(di+l)− ĉi(di+l−1) ≤
(1 + α̂i(di))l(ĉ(di) − ĉ(di − 1)) for di,t+1 > 0 .
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