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ABSTRACT

System Design and Outage Analysis for Cooperative Diversity Wireless Networks

by

Sungjoon Park

Chair: Wayne E. Stark

Relay communication systems have recently been gaining momentum as an alternative

to cellular architectures because of the ability to provide cost-efficient high spectral

efficiency communications. The goal of this thesis is to investigate opportunistic relay

communication strategies in various network configurations. We derive the outage

probability of opportunistic multi-hop multiple relay networks with nodes having

single or multiple antennas. The challenge in the analysis of the outage probability

are in incorporating realistic channel effects such as path loss, shadowing, and fast

fading. With these effects, the outage probability depends on the energy transmitted,

and also the shadow fading characteristics. We incorporate the channel dynamics in

analyzing opportunistic relay selection schemes and determine the optimal selection

period.

As an extension of a conventional relay network, we explore a buffer-equipped relay

network, where the network allows relays to delay transmission and transmit when

the channel conditions are favorable. As a relay selection method, we suggest dual-

timer relay selection (DTRS), which adopts the timer algorithm in reception and

transmission relay selections. This algorithm reduces channel estimation overhead

x



and solves the full-buffer problem of a reception relay and the empty-buffer problem

of a transmission relay in buffer-equipped networks. We further consider a spatial

reuse multi-hop relay network, and propose a full spatial reuse multi-hop (FSRM)

relay communication scheme, which allows relays to transmit their data using every

other time slot. With the FSRM scheme, the end-to-end rate reduction factor of a

multi-hop relay communication is fixed at 1/2, regardless of the number of hops. We

provide a comprehensive analysis of the outage probability of the proposed scheme

for a directional antenna system and an omnidirectional antenna system.
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CHAPTER I

Introduction and Goals

1.1 Introduction

1.1.1 Cooperative Wireless Communication

Wireless communication is limited by the propagation characteristics of the environ-

ment. Generally, there are three effects that capture the propagation characteristics

including path loss, shadowing, and fast fading [43]. Path loss is the attenuation

of the signal strength with distance. This is usually modeled as an inverse power

law where the received power decreases as the power of the distance between the

transmitter and receiver. The second effect is the shadowing due to obstacles in the

environment. This is usually modeled as a variation of the received signal power that

has a lognormal distribution. This is sometimes called slow fading since its effect

varies slowly due to a mobile node moving in relation to various obstacles. The third

effect is fast fading in which the signal amplitude varies because of constructive and

destructive interference between signals received along various propagation paths.

Various wireless communication schemes have been developed to overcome and

exploit the wireless channel effects. If multiple paths, either using different time, fre-

quency or space are possible, the probability of packet loss due to fading is significantly

reduced. For instance, multiple paths with different delays gives rise to frequency se-
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lective fading, which can be exploited to increase the transmission reliability in a

wideband system such as orthogonal frequency division multiplexing (OFDM) and

code division multiple access (CDMA). In multi-input-multi-output (MIMO) com-

munication systems, spatial diversity gain can be achieved by generating signals with

the same information at multiple antennas. However, in spite of the evolution of the

wireless cellular technologies, the increase in the system complexity and the power

consumption of modern wireless communication devices become practical issues.

Because of the increasing demand for cost-efficient high-rate wireless services, co-

operative communication, which allows sharing use of common communication chan-

nels by multiple users, has been widely investigated. Cooperative communication is

possible when there is at least one additional node willing to help in communication.

In cooperative communication, such as relay communication, the signals are trans-

mitted from multiple relays, which renders spatial diversity as in MIMO systems. In

addition to the diversity gain, another advantage of relaying is that the total amount

of radiated power necessary to communicate can be significantly reduced. The amount

of power necessary to communicate a distance d is generally proportional to dη where

the path loss exponent η is typically 3 or 4. If a relay between the source and desti-

nation is available, then the distance between the source and the relay could be half

the distance, which could require 1/16th of the power when η is 4. Of course the

relay to the destination requires a similar amount of power. So the total transmitted

power might get reduced by a factor of 8 by relaying.

The focus of this thesis is to study cooperative strategies and to investigate the

advantages of various extensions of cooperative system. More specifically, we describe

the architecture of a various cooperative systems and analyze the outage probabil-

ity which helps us to understand the end-to-end system throughput incorporating

potentially additional overhead for upper layers. Furthermore, as extensions of con-

ventional cooperative systems, we employ a buffering and spatial-reuse concept to

2



improve overall system throughput.

1.1.2 Opportuistic Relay Communication

In cooperative networks, the outage probability of a channel is influenced by the num-

ber of relay nodes available in the network and the relaying protocol used. One of

the widely investigated cooperative schemes is the distributed antenna system, which

refers to a virtual MIMO comprising multiple antennas at the relays. In virtual

MIMO systems, cooperative beamforming is investigated by weighting the virtual

transmit and receive antenna patterns to be focused into a specific angular direc-

tion [31] [29]. In this protocol, beamforming the signals requires exchanging channel

state information (CSI) between each relay, which needs additional resources and this

overhead can be overwhelming in networks with many relays. To avoid this expense

and achieve a diversity gain without knowing the global CSI, distributed space-time

coding (DSTC) has been applied [25] [42]. However, in the absence of the global CSI

at each node, using a single relay that provides the best end-to-end path between

source and destination, which is called opportunistic relaying, achives the higher ca-

pacity than DSTC [10]. In addition, the opportunistic relaying simplifies receiver

design and allows implementation with low-cost RF front-ends. In this regard, con-

trary to the multiple transmissions from several relay nodes, opportunistic relaying

have been widely investigated for practical implementation [44] [8]. Research done

to address issues in opportunistic relaying such as identifying the performance limits

and selecting the best relay is described in [10] [40] and references therein. However,

the channel model assumed in those papers only takes into account fast fading effects,

and the selection method provided is not optimized to minimize the selection time.

Since the opportunistic relay communication strategies use a single relay, one

could assume that an opportunistic relay selection requires CSI estimation of all

relay links, and exchanging its information to a central controller or all involved
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cooperating nodes. However, discovering the maximum channel gain relay among the

set of multiple relays does not require the information of individual channel gain.

Instead, a comparison logic is sufficient to discover the maximum or the minimum of

the set. This observation naturally raises a problem of how to choose a maximum

channel gain relay without exchanging exact CSI information.

There have been various approaches to select the optimal relay with local chan-

nel knowledge. One of the well received relay selection scheme is the splitting-based

selection scheme [35][22]. In it, only the relays whose metrics lie between a threshold

transmit in a slot. At the end of every time slot, a central controller broadcasts the

outcome such as an idle, success, or collision to all the nodes. According to the out-

come, the threshold is adjusted for the next time slot, and the algorithm continues

until the outcome is a success. However, the algorithm complexity can be increased

in a scale of the number of relays in the network. Another widely investigated al-

gorithm is based on the distributed timer [9]. From the request-to-send (RTS) and

clear-to-send (CTS) signals, each relay obtains their own channel gains. According

to their channel gains, each relay sets a timer inversely proportional to their channel

gains. The timer of the relay with the highest channel gain expires first, and that

relay broadcasts a control signal that lets the other nodes know its timer has expired.

Then the relay forwards the data to the destination. However, this algorithm also

suffers from a collision in the relay selection phase when there are multiple relays with

similarly high channel gains. The collision can be avoided by increasing differences

between each relay’s initial timer values. This is possible by increasing the initial

timer scaling factor. However, as the scaling factor increases, the average relay selec-

tion time also increases, which potentially degrades the overall system throughput.

Therefore, the initial timer scaling factor should be carefully chosen considering this

tradeoff between the collision probability and the relay selection time. Research that

has adopted the timer algorithm is presented in [10] and [19]. However, in [19] the
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initial timer scaling factor is a constant set to be the length of distributed interframe

space (DIFS).

Wireless communication not only occurs in short range scenarios, but also in wide

area environment like a moving car in a rural environment. Thus, wireless services

require a ubiquitous mobile radio system that considers mobility of mobile users.

Since the mobility of users affects the channel dynamics, incorporating the channel

dynamics, determining how often a relay selection algorithm should be executed be-

comes a crucial issue in a relay selection mechanism. For the channel model that we

are assuming, the mobility affects the shadow fading time correlation. If the shadow

fading is highly correlated across codewords, once the maximum channel gain relay

is chosen, where it is optimal in terms of the outage probability, it is likely to be

chosen again in the next transmission sequence. In this case, executing the selection

algorithm at every packet transmission will be a waste of resources. Also, even if

the selected relay is not optimal in the following transmission, if the channel gain

difference between the optimal one and the previously selected one is small, using

the previously selected one may still be optimal in the sense of throughput. This is

because selecting a relay requires time resources and this could degrade the overall

throughput. These observations indicate there is a throughput maximizing optimal

time period in a relay selection to be performed. However, in most of literature on

networks with multiple relays, consideration of the relay selection period is lacking.

For instance, in [9], it is mentioned that their suggested distributed relay selection

algorithm should be executed as often as the channel changes. However, the channel

they are considering is a simple block fading and the corresponding selection period

considering the channel dynamics is not addressed. In [38], a splitting-based algo-

rithm for relay selection is analyzed and the tradeoff between the relay selection and

the selection energy consumption is found. However, the analysis focuses on the opti-

mal time duration for relay selection, because the suggested algorithm could be more
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accurate if more time is allowed in the selection. The issue of how often does the

algorithm have to be executed is lacking as well.

In this thesis, we find the exact point-to-point outage probability of the oppor-

tunistic relay communication considering the aforementioned channel effects. We will

also find a high signal-to-noise ratio (SNR) approximation to the outage probability.

We extend the findings of the single antenna relay network into a multi-antenna relay

network incorporating the aforementioned mixed channel effects. Based on the un-

derstanding of point-to-point communication fundamental limits, we investigate the

limits of a relay communication system. It has been proved in [10] that the proac-

tive (relay selection before the source transmission) and the reactive (relay selection

after the source transmission) relay selection have the same outage probability on

a Rayleigh block fading channel. We show this result is valid also for the channel

model with the mixed fading effects. We further analyze the collision probability

of the distributed timer algorithm suggested in [9], and propose a collision resolving

protocol. Considering the collision probability and the collision resolving protocol,

we find the optimal timer scaling factor and the corresponding average relay selection

time. We also find the optimal relay selection period that maximizes the end-to-end

system throughput considering the average relay selection time and the shadow fading

correlation property.

1.1.3 Buffer-equipped Relay Communication

Conventional relaying protocols employ a fixed schedule for reception and transmis-

sion. Thus, the relay selection scheme chooses a relay that maximizes the minimum

of the channel gains between the source to relay and relay to the destination link

where this selection method is called best relay selection (BRS) in [23]. However,

there can be other relays with a higher source to relay or relay to destination channel

gain than the relay that BRS selects. For the delay-unconstrained case, adaptive link
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selection is possible using buffers where data can be queued until the relay to desti-

nation link is selected for transmission. As a link selection protocol, max-max relay

selection (MMRS) has been suggested in buffer-equipped relay networks [23]. In the

MMRS adopted network, the selected relay for the reception receives the source data

and stores the data in a buffer. The selected relay for the transmission forwards the

data in its buffer to the destination. For MMRS to work, the reception relay’s buffer

must not be filled and the transmission relay’s buffer must not be empty. To resolve

this restriction, hybrid relay selection (HRS) has been suggested in [23], so that when

the aforementioned two cases occur, MMRS is adopted; otherwise, BRS is adopted.

However, between the relay with the maximum source to relay channel gain and the

relay that BRS selects, there can be other relays without the buffer issue. The same

holds true for the relay to destination link. The performance of using one of those

relays is lower bounded by using BRS because the buffer of the relay that BRS selects

is never full or empty. Furthermore, in [23], relay selection is made by incorporating

all the links’ CSI, which involves feedback overhead from relays.

In this thesis, we address the issues of centralized relay selection and the full or

empty buffer problem in MMRS by using the timer-based relay selection algorithm

[10]. To the best of our knowledge, this algorithm has never been incorporated in the

MMRS protocol. We call the timer-based MMRS a DTRS algorithm since it requires

two timers at each node. In the DTRS algorithm, the receiver relay selection (RRS)

is executed using the source to relay channel gain, and the transmitter relay selection

(TRS) is performed by using the relay to destination channel gain. Each selection is

based on the distributed timer algorithm, but the difference is that relays with a full

buffer do not set their timer in the RRS phase and relays with an empty buffer are

excluded in the TRS phase. Therefore, the DTRS algorithm resolves buffer issues in

the MMRS protocol and does not require the overhead of CSI feedback from relays.
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1.1.4 Spatial Reuse Multi-hop Relay Communication

In conventional multi-hop networks, each node in the network accesses the channel

in a different time slot. However, because wireless channel resources are limited,

multi-hop relay networks that allow for spatial reuse have been investigated [2][20]. In

spatial reuse multi-hop relay networks, the system capacity is improved by scheduling

of multiple nodes to transmit in a same time slot. Research conducted to address

issues in spatial reuse multi-hop relay communication strategy is described in [5]

[45] and references therein. For instance, in [5], the end-to-end energy consumption

and bandwidth efficiency are analyzed, and the optimal energy-bandwidth tradeoff

with a spatial reuse strategy is examined. The spatial reuse strategy suggested in [5]

allows concurrent transmissions to relays separated by at least 3 hops, which does

not maximize channel utilization. In addition, the end-to-end bandwidth efficiency

analysis is restricted to an AWGN channel. In [45], the authors find the optimal

spatial reuse factor that maximizes the network throughput. However, according to

their findings, when the spatial reuse factor is 2 (allowing concurrent transmissions

to relays separated by 2 hops), the network throughput is close to zero because of

the high interference level. Research on more aggressive spatial reuse strategies with

a realistic channel model has not yet been undertaken.

As an aggressive spatial reuse strategies, we suggest a FSRM relaying scheme

which allows simultaneous transmissions to relays separated by 2 hops. However,

simultaneous transmission by nearby nodes gives rise to co-channel interference, which

is a key factor in system performance degradation. To overcome this limitation, we

investigate an interference management scheme with a power allocation strategy.
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1.2 Outline of Thesis

In the following chapters, we present our proposal for a practical cooperative diversity

scheme and analyze its performance. The model for the channel that we consider

includes path loss, shadowing, and fast fading. For this channel model, in chapter

II, we first aim to study the point-to-point outage probability of a single antenna

network. As an extension of a single antenna network, we explore a multi-antenna

network incorporating the mixed channel effects. Based on the point-to-point outage

probability analysis, we derive an outage probability of opportunistic two-hop multiple

relay network.

We study the optimization over a relay selection in chapter III. This relay selection

can cause additional transmission of control signals in medium access control (MAC)

layer. To minimize the outage probability and MAC layer overhead, we consider an

opportunistic timer based relay selection algorithm suggested by A. Bletsas [10]. We

find the optimal parameter for the algorithm that minimizes the relay selection time

and suggest a collision resolving mechanism. Considering the channel dynamics, we

further investigate the optimal relay selection period to maximize the throughput

while avoiding selection overhead.

In chapter IV, we analyze a multi-hop relay network performance in terms of

throughput maximizing optimal number of hops and optimal rate. We first find

the outage probability for the multi-hop relay communication strategy that allows a

packet to follow any path through the relays in the network. Based on the outage

probability and the rate that is used in the network, we find the exact throughput of

the system. From this understanding of the system throughput, we find the optimal

operating rate and the optimal number of hops that maximize the throughput.

In chapter V, we explore benefits of a buffer-equipped multi-hop relay network and

compare the system throughput with the conventional multi-hop relay network with-

out buffers. We also present a spatial reuse multi-hop relay scheme in this chapter.
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We provide a comprehensive analysis of the outage probability of the proposed scheme

for a directional antenna system and an omnidirectional antenna system. For an om-

nidirectional antenna system, we find the SNR region of the proposed scheme that

achieves better performance. We further analyze various power allocation methods

to manage interference and determine the optimal operation scheme in terms of the

signal-to-interference-and-noise ratio (SINR). Our conclusions with useful insights

and open research issues are identified and discussed in chapter VI.
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CHAPTER II

Opportunistic Relay Communication in Fast and

Slow Fading Channels

2.1 Introduction

Communication of a single source to a single destination without the cooperation of

any other communicating nodes is called direct or point-to-point communication. As

in point-to-point communication systems, it is important to understand the funda-

mental limit of relay communication systems. That is, what is the maximum rate

that reliable communications can take place between a source and destination pair

when using a relay. The challenges in the analysis of the fundamental limit are in

incorporating realistic channel effects such as propagation loss, shadowing, and fast

fading. With these effects, the fundamental limit on the rate of communication is a

function of the energy transmitted, but it is also a function of the particular shad-

owing between the source, relay and destination. Since the shadowing can change

from one codeword to another, the probability that the rate of the code used exceeds

the capacity is a useful measure of performance. This is called the outage probabil-

ity. There have been attempts to find a simple formula for the outage probability

of the channel with the aforementioned three effects [32][27]. For instance, in [27],

the suggested outage formula assumes that fast and slow fading are both random but
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constant over an entire codeword. However, it is more realistic to assume that the fast

fading varies within a codeword because the coherence time or coherence bandwidth

is much smaller than the packet length or signal bandwidth.

The use of multiple antennas in point-to-point communication is one of the most

important techniques for increasing the data rate of existing wireless systems and also

for emerging wireless systems such relay communication. We first need a good under-

standing of the MIMO propagation channel that also incorporates realistic channel

effects. In a MIMO channel, the performance depends on knowledge at the trans-

mitter or receiver about the state of the channel. Further, whether the information

is the instantaneous channel gain or a statistical knowledge of the channel, the ana-

lytical framework can be different. The fundamental limits of a MIMO channel were

addressed in [21] [13] and references therein. However, the channel model assumed

only captures fast fading effects, and the analysis is restricted to the maximum trans-

mission rate. For the channel model that we assume in this thesis, the fundamental

limit is a function of shadow fading level, as in single antenna networks. Thus, an

outage probability is a meaningful performance measure.

In recent years, interest in relay networks with multiple-antenna nodes has in-

creased, because of the significant enhancement of spectral efficiency and link reli-

ability compared to MIMO networks without relays and to relay networks without

multiple-antenna nodes [7] [46]. There have been efforts to find a capacity achieving

MIMO relay communication protocol with low complexity. In [11], for example, a

maximum capacity achieving protocol was proposed in which relays fully cooperate

to orthogonalize the MIMO channel by joint decoding and interstream interference

cancellation at the relay nodes. In this protocol, however, this relay cooperation re-

quires that all the nodes know the global CSI, necessitating additional resources to

forward CSI. To avoid this expense, a near-optimal low-complexity antenna selection

scheme has been investigated [46]. This cooperation protocol finds the optimal anten-
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nas set distributed on multiple relays, where the selection is made opportunistically

by sorting the singular values of every relay’s channel gain matrix. However, in the

channel and system model that we are assuming, where the nodes have the same

number of antennas, using the best relay minimizes the outage probability of the net-

work since the outage probability depends solely on the shadow fading level and the

statistics of the fast fading (a detailed proof is provided in Section 2.3.2). Therefore,

opportunistic relaying strategy needs to be investigated in MIMO relay networks.

In this chapter we focus on the outage probability of a point-to-point communica-

tion where the mixed channel effects are accounted. We show how the mixed channel

effects are included in a MIMO implementation. We analyze the outage probability of

an opportunistic relay network and present a numerical analysis for various network

configurations.

2.2 Single Antenna Point-to-Point Communication

2.2.1 Channel Model

The channel model considered takes into account path loss, shadowing and fast fading

effects. We assume the transmitter nodes have knowledge of channel statistics but not

the channel realization information. Suppose that the number of coherence periods

in a codeword is K as shown in Fig. 2.1, then the transmitted signal and received

signal are related as

y[k] =
h[k]
√
L

d
η
2

√
Ex[k] + w[k], k = 1, ..., K (2.1)

where k = 1, ..., K represents an index of the coherence period, x[k] and y[k] are k-th

transmitted and received symbols, respectively. There can be multiple symbols per

coherence period, but we are assuming that coding is done over K such coherence

periods, thus consecutive symbols will experience different coherence periods. The
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Figure 2.1: Example of channel dynamics

constant d is the distance between the transmitter and receiver, η is the path loss

exponent, and E is the average energy per transmitted symbol. The noise component

w[k] is i.i.d. CN (0, N0). The fast fading component, |h[k]|2, is a Rayleigh distributed

random variable (r.v.) with E[|h[k]|2] = 1. Also, |h[k]|2 is constant over the k-th

coherence period and i.i.d. across different coherence periods. The r.v. L represents

the slow fading component and is modeled as a lognormal r.v., where ln(L), we denote

Γ, is N (0, σ2). The corresponding mean and the variance of L is defined as follows

E[L] = eσ
2/2, Var[L] = e2σ2 − eσ2

.

We will denote the shadow fading level of m-th codeword from node i to j by Lm,ij,

and drop subscripts when there is no confusion. The slow fading component can be

modeled as a first order autoregressive discrete time random process, where we assume

that the shadow fading level L remains constant over a codeword, but is correlated

from one codeword to another codeword. The correlation coefficient of Γ1 = ln(L1)

and Γm = ln(Lm), is modeled as [17],

ρ((m− 1)τ) = E

[
Γ1Γm
σ2

]
= εd

(m−1)τv/d, (2.2)
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where σ is the standard deviation of Γ1 and Γm, τ is the duration of a codeword

transmission, v is the velocity of a mobile node, and εd is the correlation between two

points separated by distance d. Since εd is less than 1, we observe that the correlation

decreases as the velocity increases.

In Fig. 2.1 the solid line represents an example of the combination of fast and slow

fading channel dynamics |h[k]|2L, and the dotted line represents slow fading channel

dynamics L. According to this channel dynamics, the average received SNR, denoted

by γ, is defined as

γ = E|h[k]|2,L

[
E|h[k]|2L
dηN0

]
=

EE[L]

dηN0

.

2.2.2 Outage Probability Analysis

In this section a closed form expression for the capacity and the outage probability of

the channel model described in the previous section is derived. Suppose information

is coded and the coded symbols are separated over a coherence period. We can view

the channel as K parallel sub-channels that fade independently given the slow fading

level. An outage occurs when the target rate R (in bits/s/Hz) per sub-channel is

greater than the capacity of the channel. When the codeword is long, thus K is large,

the law of large numbers can be invoked to approximate the outage probability of the

channel as follows (dropping index k) [43]

Pout(R) = Pr
(
E|h|2

{
log
(
1 + |h|2 Lγ

)}
< R

)
. (2.3)

The expectation in (2.3) is only taken with respect to the fast fading |h|. Here we

assume the destination knows the fast fading and the slow fading realization, and

the transmitter knows the statistical information of both fadings. We denote the
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expectation term in (2.3) as C(L). This expectation can be computed as

C(L) = E|h|2
{

log
(
1 + |h|2 Lγ

)}
=

∞∫
0

log (1 + xLγ) e−xdx

= −e
1
Lγ

ln 2
Ei

(
− 1

Lγ

)
, (2.4)

where Ei(x) is exponential integral defined by

Ei(x) = −
∞∫
−x

e−t

t
dt. (2.5)

Using a Taylor series expansion for the exponential term e−t/t, the exponential inte-

gral can be written as

Ei(x) = α + ln |x|+
∞∑
l=1

xl

l · l!
, (2.6)

where α is the Euler-Mascheroni constant, which is approximately 0.58. In the high

SNR regime, the argument of the exponential integral of (2.6) become small. Thus

we can approximate the series by a finite number of terms. By substituting (2.6) into

(2.4) and approximating the series by terms up to the second order, (2.4) becomes

C(L) = E|h|2
{

log
(
1 + |h|2 Lγ

)}
≈ e

1
Lγ

ln 2

(
ln(Lγ) +

1

Lγ
− 1

4(Lγ)2
− α

)
= C̃(L), (2.7)

where we denote the capacity approximation (2.7) as C̃(L). Then the corresponding

outage probability (2.3) is approximately given by

Pout(R) ≈ Pr(C̃(L) < R).
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Although finding the algebraic expression for the inverse function of C(L) and C̃(L) is

difficult, we can find them numerically since they are monotonic increasing functions.

We denote the inverse functions as g(R) and g̃(R) respectively. Then, the outage

probability for a single link can be approximated as

Pout(R) = Pr(C(L) < R)

= Pr(L < g(R))

= 1−Q
(

ln(g(R))

σ

)
≈ 1−Q

(
ln(g̃(R))

σ

)
.

The accuracy of the approximation is analyzed in Section 2.5, where we show it

matches the exact outage probability in the high SNR region as well as in the low

SNR region.

2.3 Multiple Antenna Point-to-Point Communication

2.3.1 Channel Model

For the channel model, we assume that the number of antennas at every node is

the same, but we will use NS,NR and ND to denote the number of antennas at the

source, relays, and destination, respectively, n to denote max (NS, ND), and m to

denote min (NS, ND) for analysis purposes. Given the channel effects, the received

signal vector y at the destination node can be written as

y =

√
L

dη/2
Hx + w, (2.8)

where x is the transmitted symbol vector, and w is the noise which is i.i.d. CN (0, N0IND).

The ND×NS matrix H is composed of hij, which is the fast fading channel gain from
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transmitter antenna j to receiver antenna i. Each of hij is i.i.d. complex Gaussian

r.v. with E[|hij|2] = 1. The i.i.d. assumption is valid when the antenna is separated

more than the coherence distance [41]. The random matrix HH† (if ND ≤ NS and

H†H if ND > NS) has full rank with probability 1 [43], and it has a complex central

Wishart distribution. As in the single antenna channel model in (2.1), d is the dis-

tance between two nodes, η is the path loss exponent, and the shadow fading effect

is captured by L with the same probabilistic character. We assume that the shadow

fading affects all antennas equally since shadowing occurs in large spatial scales. This

shadow fading component is modeled as a first order autoregressive discrete time

random process, where the correlation coefficient is modeled as (2.2).

2.3.2 Outage Probability Analysis

In this section, we derive a closed form expression for the capacity and the outage

probability of the point-to-point MIMO communication network. We assume that the

CSI is available at the source and the destination. We also assume that there exists

an average power constraint rather than a constraint for each channel realization.

Power allocation, therefore, can be performed with respect to time and space. Since

the contributions of shadowing effects at different antennas are the same, for the

channel model that we are assuming, the achievable rate of MIMO communication is

a function of the shadow fading level. We denote the achievable rate of the MIMO

communication using the same notation C(L) as a single antenna network as follows

[16]

C(L) = max
E[tr(Q)]≤E

EH

[
log det

(
IND +

L

dηNo

HQH†
)]

, (2.9)

where Q = E[xx†], and E is the average power constraint. The outage probability is

the probability that the achievable rate is smaller than the rate of the code used in
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transmission [33], which is given as follows

Pout(R) = Pr(C(L) < R),

where R (in bits/s/Hz) is the rate of the code. To orthogonalize the channel vector,

we apply singular value decomposition (SVD) of H = UΛV ∗ to (2.8). Then the

received signal y is alternatively described as follows

ỹ =

√
L

dη
Λx̃ + w̃,

where ỹ = U∗y, x̃ = V ∗x, w̃ = U∗w and Λ = diag[λ1, λ2, ...λm], where λi is ith

singular value of the matrix H. Then the power allocation can be carried over Q̃ =

E[x̃x̃†] instead of Q. The achievable rate (2.9) then becomes

C(L) = max
E[tr(Q̃]≤E

m∑
k=1

E

[
log

(
1 +

λkLQ̃kk(λk)

dηNo

)]

= max
E[tr(Q̃)]≤E

m

∫
λ

log

(
1 +

λLQ̃(λ)

dηNo

)
fλ(λ)dλ, (2.10)

where Q̃kk(λk) is the kth row and column element of matrix Q̃, and fλ(λ) denotes

the pdf of any unordered λk, which is derived in [41] as follows

fλ(λ) =
e−λλn−m

m

m∑
k=1

(k − 1)!

(n−m+ k − 1)!

[
Ψn−m
k−1 (λ)

]2
. (2.11)

In (2.11) Ψa
k(λ) is the associated Laguerre polynomial of order k defined as

Ψa
k(λ) =

1

k!
eλλ−a

dk

dλk
(e−λλa+k)

=
k∑
i=0

(−1)i
(
k + a

k − i

)
λi

i!
. (2.12)
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Using (2.12), the pdf of λ (2.11) can be expressed as follows

fλ(λ) =
e−λλn−m

m

m∑
k=1

(k − 1)!

(n−m+ k − 1)!
×
[
Ψn−m
k−1 (λ)

]2
=
e−λλn−m

m

m∑
k=1

(k − 1)!

(n−m+ k − 1)!

×

[
k−1∑
i=0

k−1∑
j=0

(−1)i+j
(
n−m+ k − 1

k − i

)(
n−m+ k − 1

k − j

)
λi+j

i!j!

]
. (2.13)

Given the power constraint E[tr(Q)] ≤ E, the maximizing power allocation rule is

shown to be the water-filling algorithm [16] which yields

Q̃(λ)

E/m
=

[
1

γo
− 1

γ

]+

⇒ LQ̃(λ)

dηNo

=

[
1

λo
− 1

λ

]+

, (2.14)

where x+ denotes max {0, x}, and λo and λ are the normalization of γo and γ by

LE/dηNom. Applying (2.14) to (2.10) renders

C(L) = m

∞∫
λo

log

(
λ

λo

)
fλ(λ)dλ, (2.15)

where the cutoff value λo is obtained by solving the integral equation

∞∫
λo

(
1

λo
− 1

λ

)
fλ(λ)dλ =

LE

dηNom
. (2.16)

The existence and the uniqueness of the solution above is shown in [24]. Using the

pdf expression for λ in (2.13), the left hand side of (2.16) becomes

∞∫
λo

(
1

λo
− 1

λ

)
fλ(λ)dλ
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=
m∑
k=1

(k − 1)!

(n−m+ k − 1)!

k−1∑
i=0

k−1∑
j=0

(−1)i+j

i!j!

(
n−m+ k − 1

k − i

)

×
(
n−m+ k − 1

k − j

) ∞∫
λo

(
1

λo
− 1

λ

)
e−λλn−m+i+jdλ. (2.17)

The integration part in (2.17) is a well known gamma function form, where we define

L(i, λo) as follows

L(i, λo) =

∞∫
λo

e−λλi−1dλ =
i−1∑
l=0

(i− 1)!

l!
λloe
−λo .

When n−m > 0, using the gamma function, the integration part in (2.17) becomes

as follows

∞∫
λo

(
1

λo
− 1

λ

)
e−λλn−m+i+jdλ

=
L(n−m+ i+ j + 1, λo)

λo
− L(n−m+ i+ j, λo).

On the other hand, when n = m, the integration becomes as follows

∞∫
λo

(
1

λo
− 1

λ

)
e−λλn−m+i+jdλ =

L(1, λo)

λo
− E1(λo), (2.18)

where E1(λo) is exponential integral defined by

E1(λo) =

∞∫
1

e−λot

t
dt.
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In both cases, we can find λo numerically. Likewise, from (2.13), the capacity (2.15)

becomes

C(L) =
m∑
k=1

(k − 1)!

(n−m+ k − 1)!

k−1∑
i=0

k−1∑
j=0

(−1)i+j

i!j!

(
n−m+ k − 1

k − i

)

×
(
n−m+ k − 1

k − j

) ∞∫
λo

log

(
λ

λo

)
e−λλn−m+i+jdλ, (2.19)

where the integration is

∞∫
λo

log

(
λ

λo

)
e−λλidλ = log(e)λn−m+i+j+1

o Jn−m+i+j+1(λo), (2.20)

and

Jn(λo) =

∞∫
1

tn−1 ln te−λotdt. (2.21)

This equation is evaluated in [3] as follows

Jn(λo) =
(n− 1)!

λno

[
E1(λo) +

n−1∑
k=1

Pk(λo)
k

]
(2.22)

and

Pk(λo) = e−λo
k−1∑
q=0

λqo
q!
.

Although finding the capacity equation (2.19) is computationally intensive, and find-

ing its algebraic expression for the inverse function is difficult, we can find this nu-

merically since it is a monotonic increasing function. Since the capacity is a function

of a shadow fading level as the single antenna analysis, we use the same notation g(R)

for the inverse function of C(L) as in the single antenna analysis. Then, the outage
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probability for a single link can be expressed as follows

Pout(R) = Pr(C(L) < R)

= 1−Q
(

ln(g(R))

σ

)
. (2.23)

2.4 Relay Communication Performance Analysis

2.4.1 System Model

In this section, we consider a half-duplex two-hop relay communication system as

shown in Fig. 2.2, comprised of a source node, N relay nodes R1, ..., RN and a des-

tination node sharing the same frequency band. Topology information regarding the

location of each relay is obtained by some means of distance measurement either

through specialized hardware such as global positioning system (GPS) or by mea-

suring average signal strength. The protocol for transmitting information from the

source to the destination uses two phases or time periods. As shown in Fig. 2.2,

the source transmits the data in phase 1. The relays that successfully decode the

received signal execute a relay selection algorithm. The optimal relay and the relay

selection algorithm will be addressed in detail in the following sections. The chosen

relay forwards the data packet to the destination in phase 2. If the relay is chosen

before the source transmission, it is called a proactive relay selection. In this way,

only the selected relay spends energy for reception, all the other relays that are not

selected to forward the data can avoid listening to the source information. Thus,

the proactive relay selection has an advantage of saving reception energy in the relay

nodes which are not involved in forwarding the data. However, the opportunistic

selection incorporates all the relays in the network, which increases complexity with

the number of participating relays in the relay selection. On the other hand, as illus-

trated in Fig. 2.2, performing relay selection after the source transmission is called a
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Figure 2.2: Example of opportunistic DF communication

reactive relay selection. The reactive relay selection excludes the relays that did not

decode the source data, thus, the relay selection complexity can be decreased while

preserving the performance.

Since the wireless medium is a shared resource, controlling channel access is crucial

in determining the throughput of the wireless network and has an impact on system

complexity. The MAC layer controls how different users share the given spectrum

and ensures reliable data transmissions. As a medium access protocol, we adopt

carrier sense multiple access with collision avoidance (CSMA/CA), which reduces the

number of collisions by an exchange of control packets called RTS and CTS packets.

Given the system model, the MAC layer transmission sequences are illustrated in Fig.

2.3. The transmitted signals and the received signals of each node are represented as

a solid box and a dotted box, respectively. If the wireless medium is continually idle

for a DIFS duration, the source initiates communication by transmitting RTS. Once

the destination receives the RTS, it transmits a CTS to the source. Relays within the

range of the RTS and CTS signals can estimate their channel gains by listening to

those signals. We assume that the RTS and CTS packets can be successfully received

at the destination and the source, respectively. However, the actual data packets use

relays to communicate with the destination. This assumption can be easily justified
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Figure 2.3: MAC layer relay transmission sequences

if the rate for the RTS/CTS frames is small. The source transmits the data packet to

the relays and the relay selection is executed among the relays that successfully decode

the source data. We denote the average time for relay selection as D (see Fig. 2.3).

The selected relay sends RTS packet to the destination which indicates to the source

and all the other relays that a relay is chosen. The destination transmits CTS frames

to avoid a collision when the data is transmitted from the relay to the destination.

Then the relay forwards the data packet to the destination. If the destination decodes

the relayed data successfully it transmits an acknowledgement (ACK) back to the

relay. We define this procedure as one cycle. In this system model, it is assumed

that the relays do not communicate their channel gains with one another. Thus,

the relay only has its own channel gain information toward source and destination,

respectively. Using this distributed channel gain information, the relay selection is

performed, where the details of the relay selection method will be addressed in Section

5.2.2.

2.4.2 Outage Probability Analysis

In multiple-relay networks, the outage probability is affected by the number of relays

available in the network and the cooperation protocol used. In this section, we define

the optimal relay in terms of minimizing the outage probability for relays with single
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antenna and multiple antennas. Efforts have been made to find the optimal relay

set or antenna set which achieves maximum diversity gain [11] [46]. However, in our

system and channel model, it is sufficient to choose a single best relay to achieve the

maximum diversity order as in [46]. This is because the outage probability (2.23) does

not depend on the fast fading channel realization, only its statistical characteristics

and the shadow fading level. In addition, since the diversity gain depends on the

minimum number of antennas between the transmitter and the receiver [47], if all

the nodes have the same number of antennas, cooperating with a single best relay is

optimal in terms of diversity gain, in our communication model.

Suppose the source and the selected relay are transmitting at the same rate R

(in bits/s/Hz), where we assume equal time duration for the source and the relay

transmission. We further assume that all the relays are clustered at the midpoint

between the source and destination, and their distance from each other is negligible

when compared to the distance from the source and the destination. Under this

assumption, if relay i is used in the communication, an end-to-end outage is said to

occur if the minimum of the capacity of the source to relay i and the capacity of relay

i to destination link is less than R as follows

min {C(LSi), C(LiD)} < R,

where LSi and LiD are the lognormal random variables representing the shadowing

between the source to relay i and the relay i to destination, respectively. We assume

that each of the relays experiences independent shadowing, and LSi and LiD are also

independent. Thus, in a proactive relay selection, the shadowing level for the optimal

relay, Ip is the maximum shadowing level of the minimum shadowing level of the
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source-to-relay and relay-to-destination links as follows

Ip = arg max
i=1,..,N

min(LSi, LiD).

Since the capacity function C(·) is a monotonic increasing function of the shadow

fading level, the optimal relay Ip is obtained by comparing each relay’s shadow fading

levels. The corresponding outage probability is given by

Pout(R) = Pr

(
max
i=1,..,N

{min (C(LSi), C(LiD))} < R

)
= Pr

(
max
i=1,..,N

{min (LSi, LiD)} < g(R)

)
=

N∏
i=1

{1− Pr (LSi > g(R))Pr (LiD > g(R))}

=
N∏
i=1

{
1−Q

(
ln(g(R))

σSi

)
Q

(
ln(g(R))

σiD

)}
, (2.24)

where σSi and σiD are the standard deviations of the normal random variables cor-

responding to the log normal shadowing. For mathematical simplicity, we consider

the symmetric scenario where the distribution of the shadow fading of the source to

relay and the relay to destination are identical. Then, the outage probability (2.24)

can be written as

Pout(R) =

{
1−Q

(
ln(g(R))

σ

)2
}N

, (2.25)

where σ = σSi = σiD. This outage probability expression incorporates the effects

of the shadow fading characteristics and the number of available relays on outage

probability. Note that the outage probability decreases as the number of available

relays increases or as the variance of the lognormal shadowing increases.

Now consider a reactive relay selection, in which the relay selection is performed

after the source transmission of the data. The optimal relay, Ir has the maximum
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channel gain from the relay to destination among the relays that successfully decode

the source data. Suppose M is the set of relays that successfully decode the source

data, and has size |M| = D. Then the optimal relay is defined as follows

Ir = arg max
i∈M

LiD. (2.26)

The relay chosen in reactive selection can be different from the relay chosen in proac-

tive selection. Consider a network with two relays: relay 1 and 2. If both relays

decode the source data successfully, they are in the setM, and their shadowing levels

are as follows

LS2 < LS1 < L1D < L2D,

then relay 1 is chosen in the proactive selection. On the other hand, relay 2 is chosen

in the reactive selection because relay 2 has the maximum shadowing level from the

relay to destination link. However, their outage probability remains the same if the

transmission rates of the source-to-relay and the relay-to-destination are the same.

The analytical proof of this observation follows below. In the reactive relay selection,

the corresponding outage probability is given by

Pout(R) =
N∑
n=0

Pr(max
i∈M

C(LiD) < R|D = n)Pr(D = n) (2.27)

The cardinality probability Pr(D = n) in (2.27) has a binomial distribution as follows

Pr(D = n) =

(
N

n

)
Q

(
ln(g(R))

σ

)n(
1−Q

(
ln(g(R))

σ

))N−n
=

(
N

n

)
Qn(1−Q)N−n, (2.28)

where

Q = Q

(
ln(g(R))

σ

)
. (2.29)
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Using (2.28), the outage probability (2.27) becomes as follows

Pout(R) =
N∑
n=0

(1−Q)n
(
N

n

)
Qn(1−Q)N−n

= (1−Q)N
N∑
n=0

(
N

n

)
Qn

= (1−Q2)N ,

which is equal to the proactive outage probability derived as (2.25). This verifies that

the reactive relay selection method has the same outage probability as the proactive

relay selection, but has lower selection complexity.

2.5 Numerical Results

In this section the opportunistic relay communication outage probability in terms

of the received SNR, γ is evaluated. For the following results, we assume that the

source to destination distance is 1 km, the path loss exponent η is 3, the mean and the

variance of lognormal shadowing are 0 and 10 dB respectively, and the transmission

SNR is fixed as γ × (d/2)2 dB, where d is the distance between the source and the

destination.

Fig. 2.4 shows the outage probability comparison between the point-to-point com-

munication and the relay communication where the number of relays, N , is 5. The

target end-to-end rate R is 1 bits/s/Hz; thus, the corresponding relay communication

single hop target rate is 2 bits/s/Hz. The figure shows that the relay communication

has the merit of achieving a lower outage probability at the same end-to-end rate.

Furthermore, it is also shown that the outage probability using the high SNR approx-

imation of capacity f̃(L) almost perfectly matches the exact evaluation of the outage

probability not only in the high SNR regime but also in the low SNR regime. This is

because the disregarded high order terms decay as long as γ is greater than 1, which
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is a 0 dB received signal. The outage probability of opportunistic relay communica-

tion with respect to the average received power for the different number of relays in

the network is shown in the Fig. 2.5. If the number of relays is doubled, from 5 to

10, the SNR gain is slightly greater 3 dB at an outage probability of 10−4, which is

anticipated because the diversity order is increased by factor of 2 if the number of

relays is doubled.

Fig. 2.6 shows the outage probability of the opportunistic MIMO relay commu-

nication with different number of antennas versus the average received SNR, where

the target end-to-end rate is 4 bits/s/Hz, and the number of relays is 5. It is obvious

that the outage probability decays as the number of antennas and the SNR increases.

For example, to achieve the outage probability of 10−4, the network with 4-antenna

nodes requires more than 3 dB SNR than the network with 8-antenna nodes. This

is because the diversity order of the network increases as the number of antennas at

each node increases. As in single antenna network, the diversity order also increases

as the number of relays in the network increases, which is shown in Fig. 2.7, where the

number of antennas is 4. To achieve the outage probability of 10−4, the network with

5 relays requires more than 3 dB SNR than the network with 10 relays. This is also

expected result since the diversity order of the network with 5 relays of 4-antenna,

and a network with 10 relays of 8-antenna is the same.

2.6 Conclusion and Future Research

In this chapter we have studied opportunistic relay communication for two-hop de-

code and forward networks, in particular, by finding the outage probability for mixed

channel effects. When fast fading and slow fading are assumed, the Shannon capacity

is no longer a suitable performance criterion since it does not effectively provide the

rate limit information which is possible over a given and arbitrary block of data. This

is why we evaluated outage probability, and we found that the outage probability de-
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pends on the shadow fading characteristics. Based on these findings, we evaluated

an outage probability in a single antenna network and also for a multiple antenna

network. We further evaluated the outage probability of an opportunistic relay net-

work. We found that the outage probability of the relay network also depends on the

shadow fading characteristics of each hop link, and it is simply derived as a Q-function

polynomial.

Currently we assumed all relays are located in the mid-point between the source

and destination, and we also assumed that the shadow fading gains of each relays

are independent. However, since shadow fading depends on the topographical cir-

cumstance, relays could have correlated shadow fading gains. In this scenario, the

end-to-end outage probability might not be simplified as a Q-function polynomial.

It will be interesting to investigate the outage probability of the correlated shadow

fading gains between each relays.

The analysis of the opportunistic cooperative channels studied in this chapter can

be further extended by considering the overhead of a MAC layer control signal, which

motivates the need for cross-layer design and its performance analysis. In the next

chapter, we will study the MAC layer relay selection protocol and evaluate its impact

on the relay selection period.
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CHAPTER III

Opportunistic Relay Selection and Selection

Period

3.1 Introduction

There are fundamental engineering principles that need to be understood in order to

design relay networks. These fundamental engineering principles, however, need to

be relevant to practical system design. A typical communication system has multiple

design layers. At the lowest layer is the physical layer. The physical layer provides

transmission of information and includes the modulation and coding. The next layer

is the MAC layer. The MAC layer uses the physical layer in order to coordinate

transmission of information between different nodes in the network. The next layer

is the network layer which determines how a packet should be routed through a

network. In a multi-relay network, which relay or relays a network should employ in

communicating information between a source and a destination has to be determined.

This decision cannot be solely determined by studying the physical layer, but it must

also depend on the protocol used in the other layers. For instance, the MAC layer

can assign a longer channel usage time to users with low-rate modulation schemes to

meet a throughput constraint; the network layer can reroute traffic to links supporting

high-rate modulation schemes to minimize congestion; and the application layer can
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use coding schemes to leverage the diversity of different routes. Therefore, designing

and understanding the physical layer protocols jointly with the protocols of the upper

layers is needed.

In opportunistic relay communications, relay selection is based on the maximum

of a relay signal strength metric, which is the minimum signal strength between the

source to relay and the relay to destination, where the required CSI can be obtained

by listening to MAC layer control signals such as an RTS and a CTS. Given that

RTS/CTS is already incorporated in most MAC protocols and needed anyway, an

opportunistic relay communication and the relay selection needs to be optimized

considering the MAC layer overhead. This chapter discusses the optimization of

the timer based relay selection protocol in terms of minimizing relay selection time.

Incorporating the MAC layer overhead of an opportunistic relay communication, we

find the throughput maximizing relay selection period.

3.2 Relay Selection Protocol

3.2.1 Distributed Timer Algorithm [10]

In the previous chapter, which relay to select in a multi-relay network is addressed.

In addition, how the relay is selected is also important factor that affects the ac-

tual system throughput because selecting a relay requires additional system resources

compared to using a fixed relay. According to the distributed timer algorithm, after

the relays obtain their channel gains, the relays that successfully decode the source

data set their timers inversely proportional to the channel gain from them to the

destination. For the channel model that we are considering, the initial timer value of

relay i, denoted by Ωi, can be set according to the shadow fading level as follows

Ωi = κ
1

LiD
, (3.1)
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where κ is the timer scaling factor. The relay that has the highest shadowing level,

thus has the minimum Ωi, expires first and sends an RTS packet to the destination.

We assume that each relay is in the listening state when its timer is running. A

collision occurs when the differences between initial timer values of the relay with

minimum Ωi and the next smallest Ωj is less than the propagation delay between those

relays plus a short interframe space (SIFS). Thus, the collision probability will depend

on the scaling factor κ, and the number of relays in the network, N . For instance, as

N increases, the collision probability increases. To reduce the collision probability,

one can increase κ to make larger differences in initial timer values. However, this

increases the relay selection time proportionally. Thus, κ should be carefully chosen

to reduce the collision probability, and at the same time, minimize the selection time.

3.2.2 Analysis of Average Relay Selection Time

In this section, we analyze the average relay selection time of the distributed timer

algorithm. We also find the optimal timer scaling factor that minimizes the average

relay selection time, and suggest a collision resolving mechanism in the relay selection

phase. The reason for selecting the optimal relay, not just a relay that has the

sufficient channel gain, is the fact that the optimal relay will be able to decode and

forward the data for a longer time duration than a relay chosen that has sufficient

channel gain, if the correlation of each of the shadow fading is the same. Thus, the

selection is required less often. This will be addressed in detail in Section 3.3.

Suppose the summation of the propagation delay between the relay with minimum

Ωi and the next smallest Ωj, and the SIFS is τp, then the collision probability Pc(κ)

can be defined as follows

Pc(κ) =
N∑
n=0

Pr( min
i 6=I,i∈M

Ωi − ΩI < τp|D = n)Pr(D = n). (3.2)
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For notational convenience, we denote the optimal relay chosen by the reactive relay

selection algorithm Ir in (2.26) as I, and we will denote LiD as Li in the following

analysis. The conditional collision probability in (3.2) can be determined as

Pr( min
i 6=I,i∈M

Ωi − ΩI < τp|D = n)

= Pr( min
i 6=I,i∈M

1

Li
< τp/κ+

1

LI
|D = n)

= 1−
∑
j∈M

Pr( min
i 6=I,i∈M

1

Li
> τp/κ+

1

LI
, I = j|D = n)

= 1−
∑
j∈M

Pr( max
i 6=j,i∈M

Li <
Lj

Ljτp/κ+ 1
, max
i 6=j,i∈M

Li < Lj|D = n)

= 1−
∑
j∈M

∞∫
0

Pr( max
i 6=j,i∈M

Γi < ln
x

xτp/κ+ 1
|D = n, Lj = x)fLj(x)dx

= 1− n
∞∫

0

(
1−Q

(
ln x

xτp/κ+1

σ

))n−1

fLj(x)dx.

This shows that as σ increases or κ decreases, Pc(κ) increases, which means there is

a tradeoff between the relay selection time and the collision probability. We denote

the selection time without a collision as D1 and the extra average time required to

resolve the collision as D2. Then the average relay selection time, denoted by D can

be found as follows

D = min
κ

(1− Pc(κ))D1 + Pc(κ)(D1 +D2)

= min
κ
D1 + Pc(κ)D2. (3.3)

The selection time without a collision D1 is determined as follows

D1 = E

[
κ

1

LI

]
,
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where the cumulative distribution function of 1/LI can be found as follows

Pr(1/LI < x) = Pr(1/x < LI)

= 1−
(

1−Q
(
− lnx

σ

))N
.

Thus, the expectation of 1/LI can be obtained as follows

E

[
1

LI

]
=

∞∫
0

1− Pr(1/LI < x)dx

=

∞∫
0

(
1−Q

(
− lnx

σ

))N
dx.

The average selection time when a collision occurs depends on how the collision is

resolved. One can increase the scaling factor κ to make larger differences in the

timer setting. However, even for a large κ, if the channel gain difference is small,

a collision can still occur. Further, it will be a waste of resources to figure out the

optimal relay if there is only a negligible difference between the channel gains of the

optimal relay and the second-best optimal relay. In addition, if there are more than

two relays which have initial timer values less than τp, a collision is not avoidable.

Thus, we propose two collision resolving-phases: increasing κ in the resolving-phase

1, and random selection in the resolving-phase 2.

In the resolving-phase 1, we suggest to increase κ to κ′ which makes the initial

timer value less than τp for the relays with the higher fading level than a certain fading

level threshold. This threshold LT , for example, can be determined by the shadow

fading level that has 3 dB higher value than the value that achieves the target rate.

Then the corresponding scaling factor can be determined by finding κ′ that satisfies

κ′
1

LT
= τp.
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Then, if a collision occurs again, in the resolving-phase 2, a relay is chosen randomly

among the relays involved in the collision. Without the resolving-phase 1, D2 in

(3.3) becomes the average time of the random relay selection. In this case, if the

random selection requires a smaller amount of time than the distributed timer se-

lection (D2 << D1), then a relatively small κ (large Pc(κ)) becomes the solution

for (3.3), and the probability of a random selection increases. Thus, we need the

resolving-phase 1 to reduce the suboptimal relay selection probability.

For the aforementioned collision resolving mechanism, the time requirement D2

becomes as follows

D2 = D3(1− Pc(κ′)) + (D3 +D4)Pc(κ
′)

= D3 +D4Pc(κ
′), (3.4)

where D3 is the average selection time without a further collision, and D4 is the extra

time requirement for resolving a second collision, which is a required time for random

selection. We define τ ′p as the back off time for the relay to find out that a collision

occurred, which includes the propagation delay between the source and relays, slot

time, and the short interframe space (SIFS). Then, we can find D3 as follows

D3 = τ ′p + κ′E

[
1

LI

]
.

The random timer setting method is the same as the random backoff timers of

IEEE 802.11 standard, which guarantees no collision in the random selection. We

assume that the relays involved in the collision know there was a collision. This

assumption is reasonable if the relays are capable of listening to other signals while

their timer is running. We further assume that each relay has its own index from 1 to

N obtained by assigning an index at the very beginning of the communication. Thus,

in the resolving-phase 2, the relays involved in the collision set their timers according
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to their indices such as τSTn, where τST is the slot time (minimum window size) and n

is the index (n = 1, 2, ..., N). Then the extra time requirement D4 becomes as follows

D4 = τ ′p + τST
N + 1

2
.

By substituting (3.4) into (3.3), the average relay selection time becomes as follows

D = min
κ
D1 + Pc(κ)(D3 + Pc(κ

′)D4).

Note that D depends on the number of relay candidates N . As κ increases, the

first term D1 increases monotonically and the second term related to Pc(κ) decreases

monotonically. Therefore, there exist optimal κ that minimizes the average selection

time, which can be found numerically.

3.3 Optimal Relay Selection Period

By setting an optimal scaling factor, average relay selection time can be minimized.

However, selecting the optimal relay requires time resources and this additional time

can decrease the overall throughput. In the channel model that we are considering,

if the shadowing is highly correlated across codewords, once the optimal relay is

selected, it is likely to be selected in the following transmission cycle. In this case,

executing the selection algorithm at every cycle will degrade the throughput. In

addition, even if the selected optimal relay does not remain optimal in the following

transmission cycle, if the channel gain difference is small; using the previously chosen

relay is optimal in the sense of throughput. These observations indicate there is an

optimal cycle for the relay selection.

The status of the optimality of the selected relay depends on the shadow fading

dynamics. The shadow fading dynamics are described by the autocorrelation function
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of the lognormal shadow fading process. The autocorrelation function depends on

the velocity of a mobile node. Thus, the optimal relay selection period will vary

according to the velocity of nodes. Suppose T denotes the relay selection period

which means the relay selection is executed every T cycles. We denote the index of

cycle within the period as m. When m = 1, the optimal relay selection is performed

and for m = 2, ..., T , the relay chosen at m = 1, I(1) is used without running the

relay selection algorithm. Thus, when m 6= 1, transmission is done via a potentially

suboptimal relay but in return, resources used for selection are saved.

Suppose A denotes the number of transmitted bits in one cycle. Let Xm be a r.v.

measuring the number of successfully received bits at the destination at cycle m. The

throughput of the system with the selection period T , denoted by ST (v), is given by

ST (v) =

∑T
m=1 E[Xm]

D + τT
, (3.5)

where τ is the time duration of one cycle without the relay selection phase, and

E[Xm] = E[E[Xm|M]. The expected number of bits E[Xm] successfully received

at the destination is a function of the autocorrelation function ρ((m − 1)τ). When

m 6= 1 (the proof can be found in appendix):

E[Xm] = AN

∞∫
−∞

Q

(
ln(g(R))− ρ((m− 1)τ)x√

(1− ρ((m− 1)τ)2)σ2

)(
1−Q

(x
σ

))N−1

fΓ1(x)dx.

Since the autocorrelation function is a function of v, E[Xm] and the throughput

ST (v) are also functions of v. Then the optimal selection period, which maximizes

the system throughput, denoted by T ∗(v), is given by

T ∗(v) = arg max
T

(ST (v)), (3.6)

where the system throughput incorporating the optimal selection period can be found
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by using (3.6) in (3.5). The analysis of the system throughput in terms of the selection

period will be addressed in the next section.

3.4 Numerical Results

In this section we present numerical results of the opportunistic relay communication

outage probability in terms of the received SNR, which is defined in the right hand

side of (2.16). For the following results, we set the source to destination distance as

1 km, the number of relays N as 10, and the path loss exponent η as 3. The mean

and the variance of lognormal shadowing are 0 and 10 dB, respectively. We assume

that all relays are clustered at the midpoint of the source and destination.

Fig. 3.1 shows the collision probability with respect to the scaling factor κ, where

κ is normalized by 10−6. The figure indicates that to achieve a collision probability

of 0.05, the normalized timer scaling factor increases from 5 to 13, as the number of

relays increases from 10 to 30. Proportional to the scaling factor, the average relay

selection time without a collision, D1 increases, but the collision probability does not

decrease proportionally. This is because the initial timer decreases slower in the high

SNR region, thus increasing the scaling factor does not increase differences of the

initial timer value as much as in the low SNR region.

The average relay selection time using the optimal scaling factor as a function

of the number of relays is shown in Fig. 3.2. In these results, the back off time τ ′p

is 79 µs, which is the summation of slot time τST as 50 µs, SIFS as 28µs, and the

propagation delay as 1 µs. The threshold level of the shadow fading is set as 3 dB

higher than the shadow fading level that achieves the target rate. The average relay

selection time increases as the number of relays increases, but the increment rate

decreases. This is because the collision probability increases in the network with a

large number of relays, and the average time for the collision resolving mechanism is

deterministic.
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Fig. 3.3 shows the numerical result of the throughput with different periods and

velocities. In this analysis, we assume the number of relays N is 5. We find the

corresponding average relay selection time for this case is 965 µs. The correlation

parameter εd is 0.15, and the SNR is 18 dB. The marked points represent the through-

put maximizing selection period. We observe that if we select the optimal relay at

every cycle (or very often), the throughput does not depend on the vehicle velocity,

but it is less than the throughput of the optimal selection period. However, more

importantly, the throughput difference between the velocity of 5 km/h and 70 km/h

is less than 1 %. In other words, if the relay selection is executed in optimal period,

the system throughput remains close to the optimal even the velocity of a mobile node

increases. Fig. 3.4 also shows that as the velocity of a vehicle increases, the optimal

relay selection period decreases. Fig. 3.4 shows the dependence of the optimal relay

selection period on velocity. The decrease in the optimal relay selection period with

increasing velocity is due to the exponential dependence of the shadowing correlation

on velocity.

3.5 Conclusion and Future Research

In this chapter, we treated in detail the opportunistic relay selection protocol. We

have investigated the relay selection and the selection period to connect the physical

layer analysis to the MAC layer. We have shown that the distributed timer relay

selection algorithm can incur collision in the selection phase, and the collision prob-

ability depends on the initial scaling factor of the distributed timers. Based on the

analysis of the collision probability, we found the average relay selection time is a

convex function of the timer scaling factor, thus there exists a timer scaling factor

that minimize the average relay selection time. We further analyzed the effects of fast

and slow fading in the relay selection protocol in terms of maximizing throughput.

The observation that the shadowing is a time-correlated random process allows the
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relay selection to be executed in a certain interval of packet transmissions. We found

out that the overall throughput of the relay communication system is not degraded

by the mobility of nodes if the relay selection is performed in the optimal selection

period.

This chapter addressed the challenges in relay communications with homogeneous

nodes, where all nodes have an equal number of antennas. Relaying with a single best

relay is optimal under this condition. However, if the relays have different number of

antenna, we have to consider an antenna selection scheme or choose multiple relays.

We are planning to develop this MIMO relay analysis with heterogeneous nodes and

find an opportunistic scheme that maximizes diversity of the network. Another re-

search problem worth considering is to consider different detection schemes such as

minimum mean square error (MMSE) estimation or zero forcing, where the transmit-

ter node does not require CSI. Comparing the throughput between the transmitter

beamforming scheme and the MMSE estimation scheme incorporating MAC layer

overhead will be considered in the future research.
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CHAPTER IV

Throughput Analysis of Multi-hop relaying: the

Optimal Rate and the Optimal Number of Hops

4.1 Introduction

A natural extension of a single relay two-hop communication network is a multi-hop

relay network. By dividing a path into a set of shorter hops, multi-hop transmission

can lead to power reduction compared with direct transmission. Multi-hop wireless

networks have far ranging practical applications. Monitoring infrastructure is one

such application. Deteriorating bridges require monitoring the health of bridges to

avoid future disasters. In monitoring bridges sensors are deployed on the steel beams

that measure vibration and detect structural cracks before a disaster occurs. These

sensors are distributed over the bridge and the data must be communicated with a

central station where the data is collected, processed and analyzed. Long lifetime

nodes are required since replacing a battery in a node might involve shutting down

the roadway (either below the bridge or on the bridge) or at least deploying a crew

for this purpose. Multi-hop networks are a viable alternative since the propagation

conditions from every sensor to the central collection station would likely require a

significant amount of energy.

Multi-hop relay networks are able to exploit the dynamic path diversity by select-
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ing the optimal path using the appropriate routing technique. Traditional routing

techniques have the merit of network scalability and enhanced connectivity [26][36].

Multi-hop cooperative networks, in addition, harness the broadcasting transmission

property of a wireless system in order to maximize end-to-end rate and to reduce

the outage probability. There have been attempts to find an exact expression for the

outage probability and the throughput of a multi-hop relay network. For instance,

in [6][15], the outage probability is analyzed considering independent paths from the

source to the destination. However, to fully exploit the path diversity of the network,

a routing algorithm that considers all possible paths is needed. A routing strategy

that takes into account all possible paths is studied in [18], in which, a lower and

upper bound on the multi-hop outage probabilities are derived. However, the exact

outage probability was not found.

From a system throughput perspective, it is better to allow some frame outages

by increasing the rate rather than reducing outages by decreasing the system rate as

proved in [1]. This means that the throughput is maximized by using the optimal rate.

In multi-hop cooperative networks, the end-to-end throughput is influenced by the

number of hops and the raw transmission rate. Efforts have been made to maximize

the throughput by finding the optimal routing strategy. For instance, in [14], the

throughput gain of a multi-hop network is found along with the optimal number of

hops. However, the optimal number of hops is found based on simulation because the

analytical performance is difficult to evaluate. The authors in [4] also investigated

the optimal number of hops considering the end-to-end outage probability. However,

the outage probability analysis is restricted to the system where there is one relay

candidate at each hop. As such, a closed form expression for the optimal number of

hops, incorporating the end-to-end throughput, needs to be addressed.

In this chapter, a detailed overview is presented on various aspects related to

the design of relaying in multi-hop cellular networks with emphasis on the overall
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throughput analysis. We first find an exact expression for the outage probability

of a multi-hop relay communication incorporating all possible paths. The major

contribution of the analysis is the fact that the outage probability does not depend

on whether the relay selection is performed before or after the source transmission.

We define the effective throughput based on the precise outage probability, which

is the rate that used in the system multiplied by the outage probability. Since the

outage probability depends on the adapted rate, there exists an optimal operating

rate that maximizes the effective throughput. We derive an expression for the optimal

operating rate, and further investigate the optimal number of hops that maximizes

the throughput with respect to the source to destination distance.

4.2 System Model

4.2.1 Relay Communication System Model

We consider a half-duplex multi-hop decode-and-forward relay communication sys-

tem. Fig. 4.1 shows an M -hop relay network configuration. The system is comprised

of a source node S, a destination node D, and multiple relay clusters with multiple

relays between them, where Rm
i is the i-th relay at the m-th hop. We assume that

the total number of relay is fixed to N , and the available relays at each hop cluster

is the same. Thus, in an M -hop relay network, the number of relays in each hop is

NM =
N

M − 1
. (4.1)

We denote the total distance from the source and the destination as d, and assume

that the relay clusters equally spaced with distance d/M along the line with the

source and the destination. This cluster-based multi-hop relay network is formed by

the known scheme proposed in [37], where the cooperative links are formed by request

of a source node in ad hoc, decentralized fashion. This linear multi-hop relay model
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Figure 4.1: Example of an M -hop relay network topology

is commonly used for the analysis purpose [18] [6].

At any point of time, we assume that only one node is transmitting, thus there

is no interference at any receiver. We also assume that only the neighboring relay

clusters are in the range of transmission because of the power attenuation depends on

the distance between the transmitter and the receiver. By this assumption, decoding

at each node is executed based on the received signal from the neighboring transmitter

relay. All the relays in each cluster can be a transmitter node for the next hop cluster

and a receiver node for the previous hop cluster. Thus, the end-to-end path selection

can be made by considering all the possible routing paths. In Fig. 4.1, for example,

there exists (N3)2 possible paths, where some of paths are dependent.

We assume that a channel between any two-nodes is symmetric and the channel

effects are perfectly known at the receiver. The transmitter has a statistical descrip-

tion of the fast fading, and knows the exact level of the shadow fading. The CSI is

not shared with other relays. Using the local CSI, the relay selection is performed af-

ter the neighboring cluster’s selected relay transmits data. By adopting this reactive

relay selection, only the relays that correctly decode the forwarded data are consid-

ered as relay candidates for the next hop transmission, which reduces path selection

complexity. Since the channel estimations for each link and the MAC layer overhead

increases exponentially with the number of relay candidates, we only consider the

reactive relay selection in this analysis.
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4.2.2 Channel Model of a Single Hop Communication

As in the two-hop relay communications, the channel model considered takes into

account path loss, shadowing, and fast fading effects. Given the channel model, the

transmitted signal x[k] and the received signal y[k] in the neighboring hop relay can

be related as follows

y[k] =
h[k]
√
L

(d/M)
η
2

√
Ex[k] + w[k]. k = 1, ..., K (4.2)

The difference between this multi-hop channel model and the direct communication

channel model (2.1) is that the multi-hop communication has the path loss gain of

Mη. The average received signal energy of a single hop, denoted by γM , can be

written as

γM = E|h[k]|2,L

[
E|h[k]|2L
(d/M)η

]
=

EE[L]

(d/M)η
=

EE[L]Mη

dη
,

where the direct communication received SNR can be found when M = 1. Using γM ,

the received signal (4.2) can be expressed as follows

y[k] = h[k]
√
LγMx[k] + w[k].

4.3 Multi-hop Relay Communication Performance Analysis

4.3.1 Outage Probability Analysis

In this section, a closed form expression for the multi-hop relay network throughput

incorporating the system outage probability is derived. In an M -hop relay network,

the achievable rate of a single link of the channel described in the previous section,
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is found to be

C(L) = E|h|2

{
log

(
1 +
|h|2 LγM
N0

)}
(4.3)

= −e
N0
LγM

ln 2
Ei

(
− N0

LγM

)
,

where the capacity is the function of the r.v. L and the received SNR γM . In each

hop, an outage occurs when the target rate MR (in bps/Hz) in each hop is greater

than the capacity (4.3). The corresponding single hop outage probability is given by

Pout(MR) = Pr(C(L) < MR)

= Pr

(
Γ < ln

g(MR)

γM

)
= 1−Q

(
ln
g(MR)

γM

)
(4.4)

= 1−QM ,

where Γ is the log scale of the lognormal shadowing gain L, and g(R) is the inverse

function of the capacity (4.3). For our future use, we denote the Q-function in (4.4)

as QM , which is the successful transmission probability of a single hop in an M -hop

relay network.

The number of possible paths for the M -hop relay network is NM−1
M . In multi-hop

relay network, an end-to-end outage occurs when all possible paths are in outage.

Thus, the outage probability can be defined as follows

Pout(MR) = Pr

(
max

i=1,...,NM−1
M

min
{
C(LS,R1

i
), C(LR1

i ,R
2
i
), ...C(LRM−1

i ,D)
}
< MR

)
(4.5)

where the outage occurs when the largest minimum capacity is below the each hop

target rate. In a 2-hop relay communication, deriving the end-to-end outage proba-
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bility is relatively easy because all paths are independent. However, in a multi-hop

relay network, a specific link may be shared by multiple paths. For instance, in a

3-hop relay network, as shown in Fig. 4.2, Path 1 and Path 2 shares the link from the

second hop relay to the destination. Because of this dependency in paths, analysis

has been restricted to the upper and the lower bound of the outage probability.

However, the exact outage probability can be derived by using the total probabil-

ity. We focus on the fact that the reactive and the proactive relay selection achieves

the same outage probability. In the multi-hop reactive relay selection, only the relays

that correctly decode the forwarded data are considered in the relay candidates for

the next hop. Suppose Mm is a set of the m-th hop relays that correctly decode the

data, and has size |Mm| = Dm. Then paths from the relays in setMm to the relays in

the (m+ 1)-th relay cluster are considered in the selection and so on in the following

hop. Using this reactive relay selection property and the law of total probability, we

can find the end-to-end outage probability as follows

Pr(Dm = p) =

NM∑
q=0

Pr(Dm = p|Dm−1 = q)Pr(Dm−1 = q). (4.6)
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Figure 4.3: Example of a 3-hop relay network

The first hop cardinality probability has a binomial distribution as follows

Pr(D1 = p) =

(
NM

p

) ∏
R1
j∈M1

Pr
(
C(LS,R1

j
) > MR

) ∏
R1
j /∈M1

Pr
(
C(LS,R1

j
) < MR

)
=

(
NM

p

)
QpM(1−QM)NM−p.

Since the reactive relay selection only considers relays that successfully decode the

received data from the previous hop, by removing the path with outage from the

selection candidate, the conditional probability of (4.6) can be derived. For instance,

Fig. 4.3 shows a 3-hop relay network with 8 relays. If relay R1
1 and R1

2 decodes the

data transmitted from the source successfully, in the link selection of the second hop,

each relays in the second hop relay cluster finds the maximum channel gain link from

the relay R1
1 and R1

2. If relay R2
1 and R2

3 have their maximum channel gains greater

than the target rate, only the links that connected from those relays are considered

in the next hop link selection. Thus, in general, the conditional probability can be

found by

Pr(Dm = p|Dm−1 = q)
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=

(
NM

p

) ∏
Rmj ∈Mm

Pr

(
max

Rm−1
i ∈Mm−1

C(LRm−1
i ,Rmj

) > R

)

×
∏

Rmj /∈Mm

Pr

(
max

Rm−1
i ∈Mm−1

C(LRm−1
i ,Rmj

) < R

)

=

(
NM

p

)
{1− (1−QM)q}p {(1−QM)q}NM−p ,

The outage probability of the last hop is defined as

Pr(outage at the M -th hop|DM−1 = p) = Pr

(
max

RM−1
i ∈MM−1

C(LRM−1
i ,D) < MR

)

= (1−QM)p.

4.3.2 The Optimal Rate and The Optimal Number of Hops

Due to the outage event, the effective throughput is less than the data rate in the

absence of an outage. Incorporating the outage event, we define the throughput of

the system S(R) as

S(R) = (1− Pout(MR))R. (4.7)

For instance, the direct communication throughput can be expressed as

S(R) = Pr(C(L) > R)R

= Pr

(
Γ > ln

g(R)

γ1

)
R

= Q

(
ln
g(R)

γ1

)
R

= Q1R.

In (4.7), since the successful transmission probability, 1 − Pout(MR) is a concave

function of R, the throughput is also a concave function. Therefore, we can find the
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throughput maximizing rate by taking derivative as follows

dS(R)

dR
= 1− Pout(MR)− P ′out(MR)R.

Thus, the optimal rate of M -hop relaying R∗ satisfies

R∗ =
1− Pout(MR∗)

P ′out(MR∗)
, (4.8)

and the optimal number of hops M∗ using the optimal rate is given by

M∗ = arg max
M

S(MR∗).

4.4 Numerical Results

In this section we first show the numerical analysis of the multi-hop relay network

outage probability. Then, we find the throughput in terms of rate R and obtain the

optimal rate with respect to the number of hops. Using the optimal rate, we also

investigate the optimal number of hops when the source to destination distance d

varies. For the following results, we set the number of relays N as 12, the path loss

exponent η as 3, and the mean and the variance of the lognormal shadowing are 0

and 10 dB, respectively in a log scale.

Fig. 4.4 shows the outage probability comparison between the point-to-point

communication and the multi-hop relay communication, where the number of hops

varies from 1 to 4. The target end-to-end rate R is 1 bps/Hz, thus, for a M -hop

relay network, each hop target rate is M bps/Hz. The distance d is 1 km, and the

transmission SNR is fixed as γ× (d/2)2, thus, the x-axis is the received SNR of a two

hop relay network. The figure shows that the relay communication has an advantage

of low outage probability for the given number of hops. The figure shows that the
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2-hop and 3-hop relay network outage probability achieves the outage probability of

10−3 for the γ of 14 dB. However, for the SNR below 14 dB, 3-hop relaying achieves

the lower outage probability, and for the SNR above 14 dB, 2-hop relaying achieves

the lower outage probability. This can be explained from the fact that capacity

increases in log scale as the SNR increases, but the target rate increases linearly with

the number of hops increases.

Fig. 4.5 and 4.6 shows the throughput versus the end-to-end rate, when γ is 12 dB.

In this figure, the marked points represent the throughput maximizing rate. For the

low rate regime, the slope of the throughput is R since the outage probability is close

to zero (see the throughput expression (4.7)). As Fig. 4.4 shows, when γ is 12 dB,

3-hop relay performs better than the other relaying scheme, and Fig. 4.5 verifies this

result. (See when the rate is 1 bps/Hz). However, it is also shown that the maximum

throughput of the 3-hop relaying is achieved when the rate is 1.1 bps/Hz, and each

multi-hop relaying scheme has different optimal rate that maximize the throughput.

For instance, 2-hop relaying achieves its maximum throughput when the rate is 1.2

bps/Hz.

Fig. 4.6 shows the throughput with respect to the end-to-end rate when γ is 16

dB. When the end-to-end rate of 1 bps/Hz, it is shown in Fig. 4.4 that the 2-hop

relaying achieves the minimum outage probability. However, Fig. 4.6 shows that the

throughputs of the 2-hop and 3-hop relaying scheme are almost the same if the rate

is 1 bps/Hz. The 2-hop relaying achieves its maximum throughput when the rate is

1.4 bps/Hz. Furthermore, when the each of relaying schemes adapts its optimal rate,

we can see that the optimal number of hops for the given SNR is 2. This numerical

analysis shows that rate adaption is necessary to make the most use of multi-hop

relaying and find the optimal number of hops.

Fig. 4.7 shows the optimal number of hops in terms of the distance d for the relay

network with and without buffers. In this analysis, we set the total number of relays
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to be 60 and analyze the throughput using the optimal rate in each multi-hop. In both

cases, we observe that the optimal number of hops increases linearly as the distance

increases. This can be explained from the fact that the path diversity increases as

the number of hops increases.

4.5 Conclusions and Future Research

In this chapter we analyzed the exact outage probability of a multi-hop relay network.

Based on the outage probability, we also found the optimal rate and the optimal

number of hops. Rate control is one of the main forms of transmission adaptation

suitable for multi-hop relay communication. We saw that the possible gain of this

data adaptation is the higher network throughput. Especially, note that when the

SNR is high, thus, the outage probability is relatively low, adapting optimal rate is

necessary to improve the overall system throughput.

We also studied the optimal number of hops depending on the distance between

the source and the destination. However, there are several challenges that need to be

addressed when designing multi-hop relay networks and finding appropriate strategies.

For instance, as the number of hops increases, the required time slots or channels

should also increase depending on the modulation schemes and the corresponding

MAC layer overhead increases as well. It will be worth to investigate the optimal

number of hops incorporating the required resources and the overhead of upper layers.

Moreover, a low complexity path-selection algorithm should be designed to select an

appropriate path.
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CHAPTER V

Extension of Relay Communications:

Buffer-equipped Relaying and Full Spatial Reuse

Multi-hop Relaying

5.1 Introduction

In a conventional opportunistic relay network, the relay selection scheme chooses a

relay that has the maximum of the minimum channel gains along the path. This

scheme, however, may not use the best channel gain link of each hop. For instance, in

a two-hop relay network, a relay is chosen to maximize the minimum of the channel

gain between the source-to-relay and relay-to-destination. Thus, the selected relay

may not have the maximum source-to-relay channel gain or the maximum relay-to-

destination channel gain. To overcome this possible sub-optimality, a buffer-equipped

relay network has been recently investigated [23] [48], where the network allows relays

to delay transmission and transmit when the channel conditions are favorable. In

this network, for an opportunistic relay selection protocol, we consider max-max

relay selection (MMRS) protocol [23], where a relay with the maximum channel gain

between the source and the relays receives and then stores the source data in its buffer.

Then a relay with the maximum channel gain between the relays and the destination

forwards the data from its buffer. Thus, two relays are involved in the relaying: one
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for a source data reception and the other for a transmission to the destination. Using

the best channel in each link improves the outage probability and the throughput

especially when the number of relays in the network is large. However, for MMRS

to work, the reception relay’s buffer must not be filled and the transmission relay’s

buffer must not be empty. However, a relay selection protocol incorporating this

practical buffer issue has been lacking [49][48]. In the following sections, as a relay

selection method that resolves the buffer issues, we suggest dual-timer relay selection

(DTRS). By adopting the inverse timer algorithm in reception and transmission relay

selections, the DTRS algorithm reduces relay selection overhead and solves the full-

buffer problem of a reception relay and the empty-buffer problem of a transmission

relay in the MMRS protocol.

In recent years, spatial reuse techniques have attracted the attention of the re-

search community thanks to their efficient utilization of the bandwidth of a multi-hop

relay network. The research on spatial reuse multi-hop networks to avoid interference

from concurrent transmissions has been investigated in [39][28]. This type of spatial

reuse requires power adjustment from transmitters and MAC layer control mecha-

nisms. Thus, the maximum allowed spatial reuse factor is 3, which means concurrent

transmissions are allowed to relays separated by at least 3 hops. Investigation on the

more efficient spatial reuse protocol is needed. As the more efficient spatial reuse tech-

nique, we suggest FSRM scheme which allows simultaneous transmissions to relays

separated by 2 hops. In a directional antenna system, since relays direct their signal

to the intended receiver, the FSRM scheme becomes free from co-channel interfer-

ence. We examine the exact end-to-end outage probability of the FSRM scheme and

compare this with a traditional orthogonal multi-hop relay communication scheme.

Further, we analyze the FSRM scheme for node with omnidirectional antennas. The

interference is the transmission of the data packet with fading effects of the channel.

We focus on the fact that the data is known to a node because it is forwarded in
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Figure 5.1: Example of a buffer-equipped, multiple-antenna relay communication

the previous time slot by the previous hop node. Thus, the receiver can reduce the

interference by estimating the fading level. We find the region of SNR and estimation

error where FSRM performs better than the orthogonal relay communication. In the

FSRM relay system, not all nodes suffer from interference. For instance, in a 4-hop

relay network, the last 2 hops are not interfered with by the other nodes (see Fig.

5.4). This level of difference in interference makes the high interference hop a bottle-

neck of a multi-hop relay system. To resolve this possible degradation, we investigate

power allocation methods in terms of the information allowed in each node.

5.2 Buffer-Equipped Relay Network

5.2.1 System Model

Fig. 5.1 illustrates a two-hop buffer-equipped relay communication network. The

system is composed of a source node S, a destination node D, and N number of

relays between them, where each node is equipped with a buffer. The channel model

that we are assuming is the same as in Section 2.2 in Chapter II. Given the channel

model, the received signal can be expressed as follows

y[k] =
h[k]
√
L

(d/2)
η
2

√
Ex[k] + w[k], k = 1, ..., K
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Figure 5.2: MAC layer relay transmission sequences of a buffer-equipped relay net-
work

where x[k] and y[k] are k-th transmitted and received symbols, respectively. The rest

of the symbols are defined earlier in Section 2.2.

As shown in Fig. 5.1, in phase 1, the source transmits a data packet, and then

the reception relay decodes the data packet and stores the data in its buffer. In

phase 2, the transmission relay forwards the data from its buffer. The difference from

the conventional opportunistic relay communication is the best channel gain link at

each hop can be used in the transmission. This requires executing a relay selection

algorithm twice: select a relay to receive the source data and a relay to forward the

data. The advantages that arise from this network are examined in Section 5.2.3.

Fig. 5.2 shows the MAC layer transmission sequences of the opportunistic com-

munication of a buffer-equipped relay network. We are assuming that the reception

relay selection (RRS) is executed before the data packet transmission to avoid redun-

dant process of flushing the buffers of relays which decode the source data, but are

not selected in forwarding the data to the destination. We denote the average time

for RRS and transmission relay selection (TRS) as D. The rest of the procedure is

the same as the conventional opportunistic relay communication without buffers (see

Fig. 2.3).

5.2.2 Relay Selection Criteria and Selection Algorithm

The opportunistic relay communication protocol studied in the previous chapters uses

the same relay for the first hop and the second hop [10], which is referred to as BRS.
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In this case, the BRS chooses a single relay (I) which has the maximum channel gain

from the minimum channel gain of the source-to-relay and relay-to-destination links.

For the channel model that we are considering, the capacity depends on the shadow

fading level. Thus, a relay that BRS chooses can be defined as follows

I = arg max
i=1,...,N

min(LSi, LiD), (5.1)

where LSi and LiD are the shadow fading channel gains between the source to re-

lay i and the relay i to the destination, respectively. Although this relay selection

achieves full diversity order [10], this may not use the best of source-to-relay or relay-

to-destination links channel gains, because one selected relay receives and forwards

the data. To exploit the best channel gains of each links, the MMRS protocol has

been suggested in a buffer-equipped relay networks [23]. In the MMRS protocol, the

optimal relays for the reception (Irx) and transmission (Itx) are defined as follows

Irx = arg max
i=1,...,N

LSi, Itx = arg max
i=1,...,N

LiD.

As a practical application of MMRS, hybrid relay selection (HRS) is suggested in [23],

which adopts BRS when the buffer of the reception relay is full or the transmitter

relay’s buffer is empty; otherwise, MMRS is adopted. It is assumed that the relays

leave at least one space of its buffer empty so that each is always able to receive in

case it is selected for reception when the BRS protocol is used. However, if the buffer

of a reception relay (Irx) is full, but the buffer of a transmission relay (Itx) has packet,

it is better to use a second best relay for a reception, and use Itx for transmission.

For this reason, we suggest DTRS algorithm, which selects next best relays when

the buffer of Irx is full or the buffer of Itx is empty. In the DTRS algorithm, relays

set their timers only according to their source-to-relay channel gains in the RRS

phase. Likewise, in the TRS phase, relays set their timers according to their relay to
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destination channel gains. However, the relays with a full buffer in the RRS phase, and

the relays with an empty buffer in the TRS phase do not set their timers. Therefore,

the DTRS algorithm avoids the buffer issues of MMRS and the selection is executed

in a distributed fashion without exchanging CSI.

The DTRS protocol can be adopted in the multi-hop relay network as well. Con-

sider a M -hop relay network, where the number of relays at each hop is NM as defined

in (4.1), and relay clusters are equally spaced as depicted in Fig. 4.1. The first hop

reception relay and the M -th hop transmission relay can be found from (5.1). For the

m-th hop transmission, where m 6= 1 or M , the maximum channel gain link among

(NM)2 links can be defined as follows

(Imt , I
m+1
r ) = arg max

i,j=1,...,NM
LRmi ,R

m+1
j

, (5.2)

where Imt is the transmission relay for the m-th hop, and Im+1
r is the reception relay

for the (m + 1)-th hop. As we defined earlier, Rm
i is the i-th relay at the m-th hop.

The performance improvement from having buffers in a multi-hop relay network is

analyzed in the following section.

5.2.3 Relay Communication Performance Analysis

The outage probability of a buffer-equipped relay network depends on the size of the

buffer of a relay used in the transmission. Analysis on the finite buffer is out of scope

of this thesis, but the numerical analysis on the finite buffer is addressed in Section

5.4. For the following analysis, we assume that the buffer size is infinite, thus, the

full buffer problem does not occur. We also assume that the relay transmission is

initialized by transmitting sufficiently large number of packets to relays before a relay

transmits a packet, thus, the empty buffer problem is avoided.

Suppose the source and the selected relay are transmitting at the same rate R
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(in bits/s/Hz), where we assume the equal transmission time duration for the first

hop transmission and the second hop transmission. Under this assumption, an end-

to-end outage is said to occur if the minimum of the capacity of the source to relay

and the relay to destination links is less than R. We assume that each of the relays

experiences independent shadowing and LSIrx and LItxD are also independent. We

further assume that all the relays are clustered in the midpoint between the source

and destination and their distance from each other is negligible when compared to the

distance from the source and the destination. Then the outage probability of using

the optimal relay is given by

Pout(R) = Pr ({min(C(LSIrx), C(LItxD))} < R)

= 1− Pr (C(LSIrx) > R)Pr (C(LItxD) > R)

= 1−

{
1−

N∏
i=1

(
1−Q

(
ln(g(R))

σSi

))}{
1−

N∏
i=1

(
1−Q

(
ln(g(R))

σiD

))}
,

where σSi and σiD are the standard deviations of the associated normal r.v.s. Accord-

ing to this equation, the outage probability depends on the shadow fading charac-

teristics and the minimum number of antennas between the source (relay) and relay

(destination). In addition, the outage probability decreases as the number of relays

N increases and the target rate R decreases. For mathematical simplicity, we assume

the distribution of the shadow fading of the source to relay and relay to destination

are identical. Then, the outage probability can be written as follows

Pout(R) = 1−
(

1− (1−Q)N
)2

,

where Q is defined in (2.29).

In a multi-hop relaying outage analysis, the end-to-end outage probability is said

to occur if the minimum of the maximum links of each hop is less than R. Then
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the outage probability of a buffer-equipped multi-hop relay network can be found as

follows

Pout(R) = Pr
(

min
{
C(LS,RIr ), C(LR

I2t
,R
I3r

), ..., C(LRIt ,D)
}
< R

)
= 1− Pr

(
min

{
C(LS,RIr ), C(LR

I2t
,R
I3r

), ..., C(LRIt ,D)
}
> R

)
= 1− Pr

(
C(LS,RIr ) > R

)
Pr
(
C(LR

I2t
,R
I3r

) > R
)
, ..., P r

(
C(LRIt ,D) > R

)
= 1−

(
1− (1−QM)NM

)(
1− (1−QM)NM

2
)
, ...,

(
1− (1−QM)NM

)
= 1−

(
1− (1−QM)NM

)2 (
1− (1−QM)NM

2
)M−2

.

This end-to-end outage probability analysis is rather simpler than a multi-hop relay

network without buffers, because the best channel gain link in each hop is chosen

independently from the other hops.

5.2.4 Relay Selection Period

Although the DTRS algorithm described in Section 5.2.2 minimizes the overhead in

relay selection, selecting the two optimal relays requires resources corresponding to

the initial timer values. Suppose A denotes the number of transmitted bits in one

cycle. Let Xm be a r.v. measuring the number of successfully received bits at the

destination at cycle m. The throughput of the system with the selection period T ,

denoted by ST (v), is given by

ST (v) =

∑T
m=1 E[Xm]

2D + τT
.

Compared to (3.5), a buffer-equipped relay network requires two selection period, and

the expected number of bits E[Xm] successfully received at the destination differed
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as follows

E[Xm] =E[A1{no outage occurred at cycle n}]

= A(1− Pout(R))

= A
(
Pr
(
C(Lm,SIrx(1)) > R

)
Pr
(
C(Lm,Itx(1)D) > R

))
, (5.3)

where Lm,SIrx(1) and Lm,Itx(1)D are the mth cycle lognormal shadowing levels of the

source to the optimal reception relay chosen at cycle 1 and the optimal transmission

relay at cycle 1 to the destination, respectively. Each of the probabilities in (5.3)

is analyzed in appendix A, where the only difference is the inverse function of the

capacity.

5.3 Full Spatial Reuse Multi-hop (FSRM) Relay Communi-

cation

5.3.1 System Model

In a conventional orthogonal multi-hop relay network, each node transmits its data

packet in orthogonal time domain sub-channels. Because of this orthogonal trans-

mission characteristic, in an M -hop relay network, the end-to-end capacity and the

per-hop capacity difference is a factor of M . In a spatial reuse multi-hop relay net-

work, nodes are allowed to transmit simultaneously to increase the channel utilization.

The channel utilization is represented by the spatial reuse factor [45]. The spatial

reuse factor of K means that the relays separated by K-hops are allowed to transmit

their data simultaneously. Thus, as the spatial reuse factor increases, the channel

utilization decreases. The minimum and the maximum spatial reuse factors are 2 and

M , respectively.

We consider a multi-hop relay network, where the spatial reuse factor is 2. We
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Figure 5.3: Example of FSRM in a directional antenna system
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Figure 5.4: Example of FSRM in an omnidirectional antenna system

call this network which allows the maximum channel utilization as a FSRM relay

network. In the FSRM relay network, all the odd index hop relays transmit in the

same time slot, and then the even index hop relays transmit in the next time slot. For

example, Fig. 5.3 and 5.4 illustrate a 4-hop FSRM relay communication. While the

source transmits a data packet to relay R1, relay R2 transmits its data simultaneously

in the n-th time slot. In the (n + 1)-th time slot, relay R1 and R3 forward their

data simultaneously. We assume that only the closest neighbor node can hear the

transmission. In a directional antenna system, relay R1 does not overhear data from

R2, and neither does relay R2 from R3. However, in an omnidirectional antenna

system, R1 receives data from source and R2. Thus, the data transmission from

R2 causes interference, where the interference is due to the signal transmitted by

R1 corresponding to the forwarded data in the previous time slot by R1. Since R1

knows the data, if the fading level between R1 and R2 is perfectly known to R1, the

interference can be cancelled. In this chapter, we assume that R1 has only the partial

information about the fading level, which means the channel estimation between R1

and R2 is imperfect.
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5.3.2 Directional Antenna System Outage Probability Analysis

In this section, a closed form expression for the directional antenna FSRM relay

communication outage probability is derived. A single hop channel model assumed in

this section is the same as in Section. 4.2.2. However, we assume the shadow fading

L remains constant over a codeword, and i.i.d. across one codeword to another

codeword to a better understanding of a spatial reuse multi-hop network. We assume

that the CSI is available at the receiver, and that the transmitter has only statistical

information. For a given shadowing level L, a single hop capacity of an M -hop relay

communication, incorporating the channel effects described above, is found to be [34]

C

(
LγM
N0

)
= E|h|2

{
log

(
1 + |h|2 LγM

N0

)}
(5.4)

=

∞∫
0

log

(
1 + x

LγM
N0

)
e−xdx

= −e
N0
LγM

ln 2
Ei

(
− N0

LγM

)
,

where Ei(x) is exponential integral defined in (2.5). In a conventional orthogonal

multi-hop relay network, each relay transmits every M time slot. Thus, the capacity

is reduced by a factor of M . To achieve the end-to-end rate R (in bps/Hz), each hop

transmission rate should be MR. An outage occurs, when the target rate per hop

MR is greater than the capacity (5.4). The corresponding outage probability is given

by

Pout(R) = Pr

(
C

(
LγM
N0

)
< MR

)
= Pr

(
Γ < ln

N0g(MR)

γM

)
= 1−Q

(
ln N0g(MR)

γM

σ

)
,
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where Γ is a log scale of lognormal shadowing gain L, and g(·) is the inverse function

of the capacity. On the other hand, in the FSRM relay system, when M is even,

each relay transmits every other time slot, and the total average energy constraint E

is split between M/2 relays in each time slot. The capacity for the given shadowing

level L, thus, becomes as follows

C

(
2LγM
MN0

)
= E|h|2

{
log

(
1 +

2 |h|2 LγM
MN0

)}
. (5.5)

However, since each relay transmits every other time slot, the capacity is only reduced

by a factor of 2 to obtain the end-to-end rate. Thus, to achieve an end-to-end rate

of R, the transmission rate for each hop should be 2R. If we assume the fast fading

and shadowing levels in each hop are the same and constant, we can compare the

capacity of the FSRM and orthogonal relay networks as follows

1

2
log

(
1 +

2γM
MN0

)
≶

FSRM

1

M
log

(
1 +

γM
N0

)
(

1 +
2γM
MN0

)M
2

≶
FSRM

1 +
γM
N0

M/2∑
k=0

(
M/2

k

)(
2γM
MN0

)k
≶

FSRM
1 +

γM
N0

1 +
γM
N0

+
M − 2

2M

(
γM
N0

)2

· · ·+
(

2γM
MN0

)M
2

≶
FSRM

1 +
γM
N0

M − 2

2M
(
γM
N0

)2 · · ·+
(

2γM
MN0

)M
2

>
FSRM

0.

When M is greater than 2, this shows that the capacity of the FSRM is always greater

than the conventional orthogonal multi-hop. For odd M , (M + 1)/2 number of odd

index hop relays transmit at the same time slot, and in the next time slot, (M − 1)/2

number of even index hop relays transmit simultaneously. Thus, the capacity for the
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odd and even indexed hop relays can be defined respectively as follows

M + 1

2
log

(
1 +

2γM
N0(M + 1)

)
,

M − 1

2
log

(
1 +

2γM
N0(M − 1)

)
.

The capacity comparison with the orthogonal transmission scheme can be performed

in the same way as the even M -hop transmission.

In this chapter, we analyze the outage probability in a 4-hop relay network. We

denote node 1 to be the source, node 2 to be the first hop relay and so on to simplify

notation. For a random shadowing channel, an end-to-end outage is said to occur

if the minimum capacity among 4 hops is less than each hop target rate. If the

end-to-end rate is R, then the orthogonal relay network outage probability is

Pout(R) = Pr

(
min

{
C

(
Ln,12γM
N0

)
, · · · , C

(
Ln+3,45γM

N0

)}
< 4R

)

= 1−Q

(
ln N0g(4R)

γM

σ

)4

, (5.6)

where Ln,ij denotes the shadow fading gain between node i and j at n-th time slot, and

we assume they are i.i.d. across different time slots and different hops. In the FSRM

relay network, on the other hand, if the end-to-end rate R, the outage probability

can be found as follows

Pout(R) = Pr

(
min

{
C

(
Ln,12γM

2N0

)
, · · · , C

(
Ln+1,45γM

2N0

)}
< 2R

)

= 1−Q

(
ln 2N0g(2R)

γM

σ

)4

. (5.7)

As we proved above, to achieve the same target rate, the FSRM scheme uses less

power than the orthogonal scheme, which means the Q-function argument of (5.7)
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is less than that of (5.6). Thus the FSRM scheme achieves lower outage probability

than the orthogonal transmission scheme.

5.3.3 Omnidirectional Antenna System Outage Probability Analysis

In an FSRM relay network equipped with omnidirectional antennas, co-channel in-

terference occurs. As shown in Fig. 5.4, in the n-th and (n + 1)-th time slots, the

SINR of R1 and R2 are reduced, respectively. However, the SINR of R3 and D are

the same as the directional antenna system. Since the end-to-end outage probability

is governed by the minimum among M hops, a power allocation scheme can decrease

the end-to-end outage by reducing the difference in SINR at each node in the same

time slot. In this section, we find the end-to-end outage probability of an FSRM relay

network with omnidirectional antennas and analyze power allocation methods with

respect to information allowed at each node. For analysis purposes, and to simplify

notation, we analyze the system performance of a 4-hop relay network, and denote

node 1 to be the source, node 2 to be the first hop relay and so on as before. If the

second hop reception relay, node 3, successfully decodes the previous data packet,

xn−1, the received signal at the first hop relay, node 2, in n-th time slot, can be

written as follows

yn[k] = h12[k]

√
Ln,12γM

2
xn[k] + h32[k]

√
Ln,32γM

2
xn−1[k] + w[k],

where yn[k] is the received signal in n-th time slot, and the second term of the right-

hand-side equation causes interference. Since the data packet xn−1 is forwarded by

node 2 in (n− 1)-th time slot, node 2 has information about the interference. Since

shadowing is a large scale fading phenomenon, which is caused by the random nature

of the interferer location [12], and constant over a time slot, it is reasonable to assume

that the shadowing level Ln,32 is known to node 2. On the other hand, the fast fading
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is varying over a time slot, we assume that node 2 can only estimate h32[k] with

errors. In MMSE based estimation, the channel can be modeled as a known part

with probabilistic additive component as ĥ32[k] = h32[k] + e, where e denotes the

channel estimation error, which has Gaussian distribution with zero mean and σ2
e

variance. Since the worst effect of the error is to behave as AWGN [30], this channel

estimation model is reasonable in the capacity analysis. Incorporating the fading

information, node 2, can subtract the interference as follows

yn[k]

= h12[k]

√
Ln,12γM

2
xn[k] +

(
h32[k]

√
Ln,32γM

2
− ĥ32[k]

√
Ln,32γM

2

)
xn−1[k] + w[k]

= h12[k]

√
Ln,12γM

2
xn[k] + e

√
Ln,32γM

2
xn−1[k] + w[k].

We can write a the achievable rate of the first link defined as follows

C

(
Ln,12γM

2N0

,
Ln,32γM

2N0

)
= Eh12

{
log

(
1 +

|h|2Ln,12γM
σ2
eL

n
32γ3 + 2N0

)}
=

∞∫
0

log

(
1 +

xLn,12γM
σ2
eLn,32γM + 2N0

)
e−xdx

= −e
1

γR2

ln 2
Ei

(
− 1

γR2

)
,

where γR2 is the received SINR at node 2 as follows

γR2 =
Ln,12γM

σ2
eLn,32γM + 2N0

. (5.8)
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On the other hand, node 4 and node 5 are not interfered by the other transmission.

The capacity between node 3 and 4, thus becomes as follows

C

(
Ln,34γM

2N0

)
= Eh34

{
log

(
1 +
|h34|2Ln,34γM

2N0

)}
= −e

1
γR4

ln 2
Ei

(
− 1

γR4

)
,

where γR4 is the received SINR at node 4 as follows

γR4 =
Ln,34γM

2N0

(5.9)

For a comparison with the orthogonal relay scheme, we assume fast fading and shad-

owing levels for the both cases are fixed as the mean value and the end-to-end rate is

fixed as R. Then the comparison can be made as follows

1

2
log

(
1 +

γM
σ2
eγM + 2N0

)
≶

FSRM

1

4
log

(
1 +

γT
N0

)
γM
N0

FSRM

≶
1− 2σ2

e

σ4
e

. (5.10)

Since the end-to-end outage probability depends on the minimum channel gain of

the multiple hops, comparing the transmission with interference with the orthogonal

transmission is enough. When the power of the estimation error is less than 1/2, there

exist a range of SNR ranges such the FSRM relay network achieves higher capacity

then the orthogonal relay network. We can also see from (5.10) that as the power

of the estimation error decreases, the operating range of SNRs increases. Since we

assume that the channel characteristic of each hop is the same, the above analysis

holds true for (n + 1)-th time slot transmission where node 2 and 4 transmit their

data simultaneously.

In the previous analysis, we assume the energy constraint is E in each time slot,
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and it is equally divided between the relays that transmit simultaneously. Thus, the

received energy without interference is γM/2 in 4-hop relay communication. However,

in the omnidirection antenna system, because of the interference, the received SINR

γR2 is smaller than γR4 . Since the end-to-end outage depends on the minimum ca-

pacity of each hop, smaller received SINR γR2 can be a bottle neck of the end-to-end

outage probability. Thus, a power allocation method that adjusts the power can de-

crease the end-to-end outage probability. We define a power allocation parameter α

(0 ≤ α ≤ 1), and the transmission energy for node 1 and 3 as E1 and E3, respectively,

where

E1 = (1− α)E, E3 = αE.

Since we assume the relays are equally spaced, the received SINR at γR2 and γR4 can

be defined as follows

γR2 =
Ln,12(1− α)γM
σ2
eLn,32αγM +N0

, γR4 =
Ln,34αγM

N0

.

If the transmitters have the global CSI, the power allocation can be performed to

satisfy γR2 = γR4 , and the corresponding α is

α =
−(Ln,34γMN0 + Ln,12γTN0) +

√
(Ln,34γMN0 + Ln,12γMN0)2 + 4N0Ln,12Ln,32Ln,34γ3

Mσ
2
e

2Ln,32Ln,34(σeγM )2

If the transmitters have the statistical information of the slow fading level, the power

allocation can be used to satisfy E[γR2 ] = E[γR4 ].

E

[
(1− α)γM

σ2
eαγMLn,32 +N0

]
=
αγM
N0

⇒ 1

σ2
eαγM

E

[
1

Ln,32 + N0

σ2
eαγM

]
=

α

(1− α)N0

, (5.11)
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where we assume that the shadow fading of each hop is i.i.d. with mean 1. The

expectation in (5.11) can be obtained numerically, but the corresponding α is difficult

to analyze. To find an analyzable α, we assume the transmitters know the mean and

the variance information. Then, the power allocation can be performed to satisfy

(1− α)γM
σ2
eαγM +N0

=
αγM
N0

.

The corresponsing α that satisfy the above equation is

α =
−N0 +

√
N2

0 + σ2
eγMN0

σ2
eγM

. (5.12)

As shown in Section 5.4, this power allocation performs almost the same as using the

statistical information. According to (5.12), as σ2
e or γM increases, α decreases, which

means as the power of the error increases, more power is allocated to the first hop

transmission. Incorporating the power allocation factor, the corresponding outage

probability is found as follows

Pr

(
C

(
Ln,12(1− α)γM

N0

,
Ln,32αγM

N0

)
< 2R

)
= Pr

(
ln

Ln,12(1− α)γM
σ2
eLn,32αγM +N0

< ln g(2R)

)
= Pr

(
Γn,12 − ln

σ2
eLn,32αγM +N0

(1− α)γM
< ln g(2R)

)
=

∞∫
−∞

Pr

(
ln
σ2
eLn,32αγM +N0

(1− α)γM
> l − ln g(2R)

)
fΓn,12(l)dl

=

∞∫
−∞

Pr

(
Ln,32 >

el−ln g(2R)(1− α)γM −N0

σ2
eαγM

)
fΓn,12(l)dl

=

∞∫
−∞

Q

(
ln
(
el−ln g(2R)(1− α)γM −N0

)
− ln (σ2

eαγM)

σ

)
fΓn12

(l)dl

= 1− Q̃(2R,αγM), (5.13)
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where we define this outage probability as (5.13) to simplify notation. Although we

assume the channel is symmetric, where Ln,32 = Ln,23, since the shadowing varies

independently over different time slots, the outage event at each hop becomes inde-

pendent. Thus, the corresponding outage probability becomes as follows

Pout(R) = Pr(minC(Ln,12, Ln,32), C(Ln+1,23, Ln+1,43), C(Ln,34), C(Ln+1,45) < 2R)

= 1− Pr(C(Ln,12, Ln,32) > 2R)Pr(C(Ln+1,23, Ln+1,43) > 2R)

Pr(C(Ln,34) > 2R)Pr(C(Ln+1,45) > 2R)

= 1− Q̃(2R,αγM)2Q

(
ln N0g(2R)

αγM

σ

)2

.

5.4 Numerical Results

In this section we present numerical results of a buffer-equipped two-hop relay network

and a 4-hop spatial reuse relay network. We assume that the source to destination

distance is 1 km, and the path loss exponent η is 3. The mean and the variance

of lognormal shadowing are 0 and 10 dB, respectively, and the end-to-end rate R is

1 bits/s/Hz. For the buffer-equipped relay network, we assume that the number of

relays is 5.

Fig. 5.5 plots the outage probability of different relay selection schemes with

respect to the average received SNR γ, where Cb refers to the size of buffers. The

MMRS adapted outage probability serves as the lower bound of other selection proto-

cols, since we assume that the buffer issues do not occur in the MMRS protocol. It is

seen that the DTRS outperforms the HRS. This is because of the fact that when the

MMRS protocol chooses a relay with full or empty buffer, DTRS selects the relays

opportunistically among the relays without full or empty buffer, where the channel

gain of the BRS selected relay serves as a lower bound of this opportunistic selection.

The performance gap between DTRS and HRS is reduced as the buffer size increases.
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This is so because the probability of the relays buffer is full or empty decreases as the

buffer size increases.

Fig. 5.6 shows the numerical result of the throughput with different periods and

velocities. In this analysis, we assume the average relay selection time for the RRS

and TRS is 965 µs. The correlation parameter εd is 0.15, and the SNR is 18 dB. In

Fig. 5.6, the marked points represent the throughput maximizing selection period.

We observe that if we select the optimal relay at every cycle (or very often), the

throughput does not depend on the vehicle velocity, but it is less than the throughput

of the optimal selection period. However, as expected, as the velocity of a vehicle

increases, the optimal relay selection period decreases.

From Fig. 5.7, numerical analysis of a 4-hop spatial reuse relay network is pro-

vided, where we assume that 3 relays are equally spaced between the source and the

destination. Fig. 5.7 shows the boundary of the better performing scheme between

the orthogonal transmission and the omnidirectional antenna FSRM transmission

scheme in terms of the variance of the estimation error, according to (5.10). The

decision of the transmission scheme can be made corresponding to the plot: choose

the FSRM transmission scheme on the area under the curve, which is the low SNR

region, and choose the orthogonal transmission scheme otherwise. The figure shows

that as the variance of the estimation decreases, the SNR region of the FSRM scheme

increases. This is because the interference factor σeγM in (5.8) remains small for the

high SNR because of the low estimation error.

In Fig. 5.8, we compare the power allocation methods using statistical informa-

tion and mean values in the omnidirectional antenna FSRM system. We used the

estimation variance σe as 0.1. In the figure, Omni-Ant FSRM PA stands for omnidi-

rectional antenna FSRM power allocation. Although we assume that the transmitter

has the statistical information of the fading level, evaluation of the power allocation

parameter (α) is complex. We only can find the α numerically. As an alternative,
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we find α assuming that the transmitter has only the information of the mean. As

shown in the figure, the power allocation scheme using the mean values achieves the

same performance as the power allocation using the statistical information. Thus,

throughout the following analysis, we compare the power allocation using the mean

values with the other multi-hop transmission schemes.

Fig. 5.9 shows the outage probability comparison for the multi-hop relay com-

munication schemes studied in Section 5.3.2, where the variance of the estimation

error is 0.1. According to Fig. 5.8, when the variance of the estimation error is 0.1,

the FSRM performs better than the orthogonal transmission in the SNR below 18

dB. This is verified in Fig. 5.9 that the crossing point of the orthogonal multi-hop

transmission and the omnidirectional FSRM outage probability curves is at 10 dB

SNR. This figure also shows that the power allocation using mean values increases

the region where FSRM achieves better performance by 2 dB. On the other hand, if

the relays are equipped with directional antennas, using 2 dB less SNR, the FSRM
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scheme achieves the same outage probability as the orthogonal multi-hop scheme.

According to the figure, the outage probability of the omnidirectional antenna FSRM

power allocation using the exact fading values achieves better performance than the

directional antenna FSRM. Since the power allocation makes the instantaneous chan-

nel gains of each hop the same, allocating power can effectively reduce the effect of

the estimation error.

5.5 Conclusion and Future Research

In this chapter, we employ a buffering concept at the relay to minimize the end-

to-end outage probability. We adopted the distributed timer algorithm as a relay

selection method in MMRS, and suggested a new selection algorithm called DTRS,

which provides lower outage probability than HRS. We further analyzed the effects of

fast and slow fading in the relay selection period in terms of maximizing throughput.

The observation that the shadowing is a time-correlated random process allows the

relay selection of a buffer-equipped relay to be executed in a certain interval of packet

transmissions.

We have also proposed the FSRM scheme, which maximizes spatial reuse in multi-

hop relay communication. In our analysis, we considered a directional antenna sys-

tem and an omnidirectional antenna system. The directional antenna system FSRM

always outperforms the conventional orthogonal multi-hop system, and the omnidi-

rectional antenna system performs better than the orthogonal multi-hop system for

the low SNR region. The boundary of the region depends on the estimation error. We

have shown that the region of the FSRM that performs better increases as the vari-

ance of the estimation error decreases. In a 4-hop omnidirectional antenna system,

the outage probabilities of the last two links are lower than the orthogonal multi-hop

system, but the first two links are the bottle necks of the performance because they

suffer from interference. This observation allows us to investigate a power allocation
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strategy. Using only the statistical information of the fading, we have shown that the

power allocation increases the region where the FSRM performs better.

There are several possible future research directions regarding this multi-hop wire-

less networks. We assumed the linear multi-hop relay model, where there is one relay

in each hop. Developing our analysis with randomly spaced multiple relays will be

the direction of the future research. In this model, data routing or relay selection in

each hop should incorporate the interference as well as channel gains.
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CHAPTER VI

Conclusion

Problems in cooperative communication continue to intrigue researchers by their dif-

ficulty and potential for faster and more reliable communication. A myriad of chal-

lenging problems need to be solved in the study of cooperative communication. In

this thesis, we proposed practical cooperative diversity schemes that employee multi-

ple relay radios. We anticipate that our proposed relay communication schemes and

our associated outage probability analyses which incorporate realistic channel effects

will enable the design of effective cooperative diversity networks.

In cooperative wireless communication environments, the wireless nodes take ad-

vantage of the broadcast nature of the wireless medium. This broadcast nature allows

higher spatial diversity and higher throughput. In this area, cross-layer designs intro-

duce efficient relay selection algorithm and help to find the time period of executing

the algorithm. It is interesting to find out that executing a relay selection algorithm

in the optimal time interval maintains the system throughput close to the optimal

even for a user with high mobility. This finding suggests that finding an optimal relay

selection period is as important as using an optimal relay selection scheme.

We studied multi-hop relay network with emphasis on the exact end-to-end out-

age probability. We also found the optimal rate and the optimal number of hops to

improve the overall network performance. We saw that adapting rate is necessary
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to improve the throughput especially when the SNR is high. One possible extension

of this multi-hop scheme is to investigate dynamic path selection for randomly lo-

cated relays. The linear multi-hop model used is suitable for routing in multi-hop

infrastructure-based network. However, for a network with mobile relay station, where

relays could be randomly located and their density could be vary from the source and

the destination, the linear model is too idealized. Finding a relaying strategy and its

outage probability of a mobile relay network will be an interesting challenge.

There is considerable amount of efforts in the research community to improve

the end-to-end throughput of relay networks. Buffer-equipped relay networks are

receiving special attention at present due to the improvements of throughput they

offer compared with conventional relay network. We showed that having buffers at

relays gives rise to additional flexibility to cooperative diversity schemes. In addition,

the proposed DTRS scheme efficiently resolves buffer issues in the relay selection.

Still a lot remains to be accomplished to analyze the performance limits of a network

with a finite buffer, and investigating this area will be an interesting topic of future

research.

We have also studied multi-hop relay network and proposed a spatial reuse tech-

nique, and proposed FSRM which maximize channel resources. There are number of

open issues remaining for spatial reuse techniques, such as finding a reuse technique

for a network with multiple relays in each hop. However, we anticipate that our cur-

rent understanding of the principles of cooperative network, together with suggested

cooperation protocols will enable more efficient and robust cooperative communica-

tion network.
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APPENDIX A

Evaluation of E[Xm]

Since we transmit A bits in one cycle, Xm can be expressed as a indicator functions

as follows:

Xm = A1{no outage occurred at cycle m}.

Since the destination has mobility, once the relay is selected, it is reasonable to assume

that the source to relay link is always successful. Thus, during a relay selection period,

the outage probability of the relay to destination link varies according to the velocity

of the destination. Then, the expectation E[Xm] is given by

E[Xm] = E[A1{no outage occurred at cycle m}]

= APr
(
Lm,I(1) > g(R)

)
, (A.1)

where g(R) is inverse function of f(L) defined in (2.4). We take logarithm in both

sides of the probability arguments in (A.1). Then, from the law of total probability,
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the probability (A.1) becomes:

Pr
(
Γm,I(1) > ln(g(R))

)
=

N∑
i=1

Pr (Γm,i > ln(g(R)), I(1) = i)

=
N∑
i=1

Pr

(
Γm,i > ln(g(R)),Γ1,i > max

k 6=i
Γ1,k

)
, (A.2)

where we assume that the number of relays that correctly decodes the source data is

N . The probability in (A.2) can be analyzed as follows

Pr(Γm,i > ln(g(R)),Γ1,i > max
k 6=i

Γ1,k) (A.3)

=

∞∫
−∞

Pr(Γm,i > ln(g(R)), x > max
k 6=i

Γ1,k|Γ1,i = x)fΓ1,i
(x)dx

=

∞∫
−∞

Pr(Γm,i > ln(g(R))|Γ1,i = x)Pr(x > max
k 6=i

Γ1,k)fΓ1,i
(x)dx

=

∞∫
−∞

Q

(
ln(g(R))− ρ((m− 1)τ)x√

(1− ρ((m− 1)τ)2)σ2

)(
1−Q

(x
σ

))N−1

fΓ1,i
(x)dx.

where we assume that the shadowing is i.i.d. across the different relays. When n = 1,

(A.3) becomes

Pr(Γ1,i > ln(g(R)),Γ1,i > max
k 6=i

Γ1,k) =

∞∫
ln g(R)

(
1−Q

(x
σ

))N−1

fΓ1,i
(x)dx.
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