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Abstract—In this paper, we consider the distributed source
coding problem with a joint distortion criterion. We use random
structured codes, specifically nested Abelian group codes to
achieve a new inner bound to the rate-distortion region. For
certain sources, this inner bound is strictly larger than other
known rate regions. This shows that structured quantization
followed by structured binning is sufficient to achieve the Berger-
Tung rate region. Furthermore, we define the notion of “nested
random/group codes” in which the inner code is a group code
and the outer code is a random code such that the quantization
operation is a random vector quantization and the binning
operation is structured. We use random/group codes to improve
upon the rate region achieved using nested group codes. We
define two fundamental quantities of Abelian group codes: the
“channel coding group entropy” and the “source coding group
entropy” to present the achievable rate region.

I. INTRODUCTION

In the general setup of the two-user distributed source
coding problem, two encoders observe the realizations of
two correlated sources and each sends a quantized version of
their corresponding source sequences to a joint decoder. The
decoder wishes to reconstruct a function of the two source
realizations to within some distortion level. The goal is to
find the rate pairs at which encoders can communicate with
the decoder without exceeding a given distortion level. This
problem has been studied extensively in the literature and
there have been solutions for several special cases of this
problem [2]–[8], [10], [11], [13], [18].

The best known inner bound to the achievable rate region
using random codes is the Berger-Tung inner bound which
is shown to be optimal for several special cases. In most
of the existing coding strategies for this problem, each
encoder performs sequentially two many-to-one mappings:
a quantization mapping which maps several neighboring
codewords to one codeword and a binning mapping which
maps several widely separated codewords to a common index.
The quantization mapping is typically taken to be a random
vector quantization and the binning is a random independent
indexing of the codewords. An exception is the work of
Korner and Marton [6] in which the problem of reconstructing
the modulo-two sum of two correlated binary sources is
considered. In their work, the binning operation is a correlated
indexing of the codewords using linear codes and it has been
shown that using the structure of linear codes, correlated

binning of the codewords can result in gains in terms of the
achievable rate, for certain correlated sources. The work of
Krithivasan and Pradhan [1] builds upon the work of Korner
and Marton and provides a new achievable rate region for the
general problem of distributed source coding using structured
codes. This work relies on using nested group codes for
encoding and uses a structured quantization followed by a
correlated binning dictated by the structure of the code. In
[1], the decomposition of Abelian group codes into cyclic
groups is used to decompose codewords into several “digit”
sequences and nested group codes are constructed for each
digit of the code. The encoding and decoding operations are
hence done successively for different digits of the codewords.
The rate region provided by Krithivasan and Pradhan unifies
all the known results on the distributed source coding problem
and contains points which lie outside the other known inner
bounds to the achievable rate region.

In the present paper, we present a new rate region for
the distributed source coding problem using Abelian group
codes. This rate region strictly contains the rate region
provided by Krithivasan and Pradhan and benefits from
several advantages. One advantage of the current work is
gained by making the observation that in order to use the
structure of the code to get rate gains, we do not require
the quantization operation to be structured. In [1], both
of the quantization and binning operations are taken to
be structured operations based on group codes. However,
only the correlated binning is necessary to get rate gains
and the structured quantization operation causes a loss in
terms of the achievable rate. In this work, we employ nested
random/group codes so that the inner code is a group code
and the outer code consists of several random cosets of the
inner code. Hence, our quantization operation (related to the
outer code) is random whereas our binning operation (related
to the inner code) is correlated. Another difference of this
work compared to [1] is that we build nested group codes
directly on the Abelian group and not sequentially on its
digits; hence, our encoding and decoding of the digits is
done in a joint manner which is superior to the successive
encoding/decoding scheme suggested in [1]. This also leads
to a more compact description of the achievable rate region
as compared to the one provided in [1].



The paper is organized as follows: In Section II, we formally
define the problem and state known results for the problem. In
Sections III and IV, we define several concepts which are used
throughout the paper. In Section V, we consider the problem
of reconstructing the sum of two correlated sources where the
summation is the operation of some arbitrary Abelian group.
We use this result in the proof of the coding theorem for the
general distributed source coding problem. In Section VI, we
employ nested group codes for the Wyner-Ziv problem and
find an achievable rate region for this problem. In Section VII,
we extend the result of Section VI to the distributed source
coding problem. We state our coding theorem in Section VIII
and we use nested random/group codes in Section IX to
improve the rate region. In Section X, we compare the new rate
region with other known results and we conclude in Section
XI.

II. PROBLEM DEFINITION AND KNOWN RESULTS

Consider two distributed sources generating discrete ran-
dom variables X and Y . Assume X and Y take values
from alphabets X and Y respectively with joint distribution
pXY (·, ·). The source sequence (Xn, Y n) is independent
over time and has the product distribution P ((Xn, Y n) =
(xn, yn)) =

∏n
i=1 pXY (xi, yi). We consider the following

distributed source coding problem: The two components of
the source are observed by two encoders which do not
communicate with each other. Each encoder communicates a
compressed version of its input through a noiseless channel
to a joint decoder. The decoder wishes to reconstruct the
sources with respect to a general fidelity criterion. Let Ẑ
denote the reconstruction alphabet, and the fidelity criterion
is characterized by a mapping: d : X × Y × Ẑ → R+. We
restrict our attention to additive distortion measures, i.e., the
distortion among three n-length sequences xn, yn and ẑn is
given by

d̂(xn, yn, ẑn) ,
1

n

n∑
i=1

d(xi, yi, ẑi).

In this work, we will concentrate on the above distributed
source coding problem with one distortion constraint, and
provide an information-theoretic inner bound to the optimal
rate-distortion region.

Definition 1. Given a discrete source with joint distribution
pXY (x, y) and a distortion function d(·, ·, ·), a transmission
system with parameters (n, θ1, θ2,∆) is defined by the set of
mappings

f1 : Xn → {1, . . . , θ1}, f2 : Yn → {1, . . . , θ2} (1)

g : {1, . . . , θ1} × {1, . . . , θ2} → Ẑn (2)

such that the following constraint is satisfied.

E(d̂(Xn, Y n, g(f1(Xn), f2(Y n)))) ≤ ∆. (3)

Definition 2. We say that a tuple (R1, R2, D) is achievable
if ∀ε > 0, ∃ for all sufficiently large n a transmission system
with parameters (n, θ1, θ2,∆) such that

1

n
log θi ≤ Ri + ε for i = 1, 2 ∆ ≤ D + ε. (4)

The performance limit is given by the optimal rate-distortion
region RD which is defined as the set of all achievable tuples
(R1, R2, D).

Note that this problem formulation is very general. For
example, defining the joint distortion measure d(X,Y, Ẑ)
as d1(F (X,Y ), Ẑ) enables us to consider the problem of
lossy reconstruction of a function of the sources as a special
case. Though we only consider a single distortion measure
in this paper, it is straightforward to extend the results that
we present here for the case of multiple distortion criteria.
This implies that the problem of reconstructing the sources
subject to two independent distortion criteria (the Berger-
Tung problem [12]) can be subsumed in this formulation with
multiple distortion criteria. The Slepian-Wolf [19] problem, the
Wyner-Ziv problem [10], the Yeung-Berger problem [13] and
the problem of coding with partial side information [7], [8] can
also be subsumed by this formulation since they all are special
cases of the Berger-Tung problem. The problem of remote
distributed source coding [3], [9], where the encoders observe
the sources through noisy channels, can also be subsumed in
this formulation using the techniques of [14], [15]. We shall
see that our coding theorem has implications on the tightness
of the Berger-Tung inner bound [12]. The two-user function
computation problem of lossy reconstruction of Z = F (X,Y )
can also be viewed as a special case of three-user Berger-
Tung problem of encoding the correlated sources (X,Y, Z)
with three independent distortion criteria, where the rate of
the third encoder is set to zero and the distortions of the first
two sources are set to their maximum values.

An achievable rate region for the problem defined in Def-
initions 1 and 2 can be obtained based on the Berger-Tung
coding scheme [12] as follows. Let P denote the family
of pair of conditional probabilities (PU |X , PV |Y ) defined on
X × U and Y × V , where U and V are finite sets. For
any (PU |X , PV |Y ) ∈ P , let the induced joint distribution be
PXY UV = PXY PU |XPV |Y . U, V play the role of auxiliary
random variables. Define G : U × V → Ẑ as that function
of U, V that gives the optimal reconstruction Ẑ with respect
to the distortion measure d(·, ·, ·). With these definitions, an
achievable rate region for this problem is presented below.

Fact 1. For a given source (X,Y ) and distortion d(·, ·, ·)
define the region RDBT as

RDBT ,
⋃

(PU|X ,PV |Y )∈P


R1 ≥ I(X;U |V )
R2 ≥ I(Y ;V |U)
R1 +R2 ≥ I(XY ;UV )
E{d(X,Y,G(U, V ))} ≤ D


Then any (R1, R2, D) ∈ RD∗BT is achievable where ∗ denotes
convex closure.

2



Proof: Follows from the analysis of the Berger-Tung
problem [12] in a straightforward way.

III. DEFINITIONS

Our coding scheme relies on “embedding” the optimal
bivariate function of the auxiliary random variables, G(U, V )
in some Abelian group. The idea is to map the two random
variables U ∈ U and V ∈ V to random variables Ũ and
Ṽ taking values from the Abelian group G such that the
knowledge of Ũ+Ṽ is sufficient to know the value of G(U, V ).
We define the notion of embedding more rigorously in the
following:

Definition 3. A bivariate function G : U × V → G is said
to be embeddable in an Abelian group G with respect to
the distribution pUV (u, v) on U × V if there exist injective
functions f1 : U → G and f2 : V → G and a surjective
function g : G → G such that for all (u, v) ∈ U × V with
pUV (u, v) > 0:

g(f1(u) + f2(v)) = G(u, v) (5)

where the addition is the operation of the group G.

Define the mapped random variables Ũ = f1(U) and
Ṽ = f2(V ). Their dependence on G is suppressed and the
group in question will be clear from the context. The encoding
operation is as follows: we reconstruct the function G(U, V )
by first embedding it in some Abelian group G and then
reconstructing Ũ + Ṽ . We define the concepts of group codes
and what it means for group codes to be “good” in the
following series of definitions.

Definition 4. Let G be a finite Abelian group. A group code
C of block length n over the group G is a subset of Gn which
is closed under the group addition operation, i.e., C ⊂ Gn is
such that if c1, c2 ∈ C, then also c1 + c2 ∈ C.

Recall that for any group J , the kernel ker(φ) of a homo-
morphism φ : Gn → J is a subgroup of Gn. We use this fact
to build group codes. Given an Abelian group G ∼=

⊕I
i=1Zprii

we construct Abelian group codes of length n over G as
follows

C = {u ∈ Gn|φ(u) = c}

where φ : Gn →
⊕I

i=1Z
ωik

p
ri
i

is a homomorphism, ωi’s are a
set of weights adding up to one and k is a positive integer.
We will justify the use of this ensemble in a more complete
version of this work.
We employ nested group codes in our coding scheme. In the
distributed source coding problem, we often need one of the
components of a nested code to be a good source code while
the other one to be a good channel code. We define nested
group codes and the notions of “goodness” used to classify a
group code as a good source or channel code in the following.

Definition 5. A nested group code consists of two group codes,
the inner code (or the coarse code) Ci and the outer code (or
the fine code) Co such that the inner code is a subset (and

hence a subgroup) of the outer code (Ci ≤ Co). We denote
the corresponding nested group code by the pair (Ci,Co).

When nested group codes are used in distributed source
coding, typically the coset leaders of the inner code Ci in the
outer code Co are employed as codewords.

IV. THE GROUP MUTUAL INFORMATION AND THE GROUP
ENTROPY

In this section we define some fundamental quantities
related to group codes which appear in the rate region for
the distributed source coding problem.

Definition 6. Let (X ,Y,W ) denote a channel with input
alphabet X , output alphabet Y and conditional probabilities
W (y|x) for x ∈ X and y ∈ Y .

Definition 7. Let (X ,U , pX , d) denote a source with source
alphabet X , reconstruction alphabet U , source distribution pX
and distortion measure d : X × U → R+.

A. Channel Coding: The Zpr Case

For the channel (X ,Y,W ), let X be a random variable
taking values from X = G = Zpr and Y be the corresponding
channel output. For a subgroup Hθ = pθZpr of G, define the
random variable [X]θ taking values from cosets of Hθ in G
as

[X]θ = X +Hθ

The channel coding rate of group codes over G = Zpr for
the channel is defined as

ĪGc.c.(X;Y ) =
r−1
min
θ=0

[
r log p− r

(r − θ)
H(X|Y [X]θ)

]
=

r−1
min
θ=0

r

(r − θ)
I(X;Y |[X]θ) (6)

B. Source Coding: The Zpr Case

For a source (X ,U , pX , d), Let U be a random variable
taking values from U = G = Zpr and let X be a random
variable distributed over X according to pX . Assume U is
jointly distributed with X such that E{d(X,U)} < D. For a
subgroup Hθ = pθZpr of G, define the random variable [U ]θ
taking values from cosets of Hθ in G as

[U ]θ = U +Hθ

The source coding rate of group codes over G = Zpr for the
test channel pX|U is defined as

ĪGs.c.(U ;X) =
r

max
θ=1

[
r log p− r

θ
H([U ]θ|X)

]
=

r
max
θ=1

r

θ
I([U ]θ;X) (7)
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C. Channel Coding: The General Case

Any Abelian group G can be decomposed as

G =

I⊕
i=1

Zprii
(8)

where for i = 1, · · · , I , pi is a prime and ri is a positive
integer. For the channel (X ,Y,W ), let X be a random variable
taking values from X = G and Y be the corresponding
channel output. Let θ = (θ1, · · · , θI) be such that 0 ≤ θi ≤ ri
for i = 1, · · · , I and let H be a subgroup of G defined by,

H =

I⊕
i=1

pθii Zprii
(9)

If a subgroup H of G can be written in this form for some θ,
we denote this by H � G. Define the random variable [X]H
taking values from cosets of H in G as

[X]H = X +H

The channel coding rate of group codes over G for the channel
is defined as

ĪGc.c.(X;Y ) = max
w1,··· ,wI

w1+···+wI=1

min
H�G
H 6=0

1

wH
I(X;Y |[X]H) (10)

where

wH =

I∑
i=1

ri − θi
ri

wi (11)

Note that this definition is a generalization of the definition
made in (6). When G is a field of prime order, G = Zp,
both definitions coincide with the definition of the symmetric
capacity of the channel.

D. Source Coding: The General Case

Let G be the group defined in (8). For a source
(X ,U , pX , d), Let U be a random variable over U = G
and let X be a random variable distributed over X according
to pX . Assume U is jointly distributed with X such that
E{d(X,U)} < D. Let θ = (θ1, · · · , θI) be such that
0 ≤ θi ≤ ri for i = 1, · · · , I and let H be a subgroup of
G defined by (9). Define the random variable [U ]H taking
values from cosets of H in G as [U ]H = U +H . The source
coding rate of group codes over G for the test channel pX|U
is defined as

ĪGs.c.(U ;X) = min
w1,··· ,wI

w1+···+wI=1

max
H�G
H 6=G

1

1− wH
I([U ]H ;X) (12)

where wH is defined in (11). This definition is a generalization
of the definition made in (7). When G is a field of prime
order, G = Zp, both definitions coincide with the definition
of the symmetric capacity of the test channel pX|U .

For the source and channel models define as above, define
the channel coding group entropies of the group G as

H̄G
c.c.(X|Y ) = log |G| − ĪGc.c.(X;Y ) (13)

H̄G
c.c.(X) = H̄G

c.c.(X|0) (14)

and the source coding group entropies of the group G as

H̄G
s.c.(U |X) = log |G| − ĪGs.c.(U ;X) (15)

H̄G
s.c.(U) = H̄G

s.c.(U |0) (16)

It has been shown in [17] that the rate R = ĪGc.c.(X;Y )
is achievable using group codes for lossless transmission
of information over the channel (G,Y,WY |X) where X is
uniform. Similarly, the rate R = ĪGs.c.(U ;S) is achievable
using group codes over G for the lossy compression of the
source (X ,G, pX , d) with a distortion D if U satisfies the
condition E{d(X,U)} < D and U is uniform. It can also
be shown that the rate ĪGs.c.(U ;X)− ĪGc.c.(U ;S) is achievable
using nested group codes for the source coding problem with
side information S available at the decoder.

V. DECODING THE SUM OF TWO DISTRIBUTED SOURCES

Consider two correlated source U and V taking valued from
sets U = G and V = G respectively where G is an Abelian
group. In a distributed source coding setting, assume the X-
and the Y - encoders have access to the source sequences
Xn and Y n respectively and the joint decoder is required to
reconstruct the sum Zn = Xn +Y n where the addition is the
group operation. This problem has been studied by Ahlswede
and Han in [16] for the case where all random variables are
binary (G = Z2). An achievable rate region for this problem
for the binary case is as follows:
Let P and Q be two finite random variables satisfying the
following Markov chain:

P → U → V → Q

Then the rate pair (R1, R2) is achievable if:

R1 ≥ I(P ;U |Q) +H(Z|PQ)

R2 ≥ I(Q;V |P ) +H(Z|PQ)

R1 +R2 ≥ I(PQ;UV ) + 2H(Z|PQ)

Here, we state the result for the general case where U , V
and Z take values from an arbitrary Abelian group G: Let P
and Q be two finite random variables satisfying the following
Markov chain:

P → U → V → Q

Then the following corner points are achievable:{
R1 = I(P ;U) + H̄G

c.c.(Z|PQ)
R2 = I(Q;V |P ) + H̄G

c.c.(Z|PQ)

and {
R1 = I(P ;U |Q) + H̄G

c.c.(Z|PQ)
R2 = I(Q;V ) + H̄G

c.c.(Z|PQ)

This rate region is equivalent to the rate region provided in
[16] when the random variables are binary.
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VI. NESTED GROUP CODES FOR THE WYNER-ZIV
PROBLEM

Let G be the group defined in (8). In this section we use
nested Abelian group codes over G to find an achievable rate
region for the Wyner-Ziv problem. The proofs are omitted
and will be available in a more complete version of this work.
Assume the source of information X takes values from the
set X and is jointly distributed with the side information S
with distribution pXS . Let X̂ be the reconstruction alphabet
and let d : X ×X̂ → R+ be the distortion criterion. Let U be
a random variable taking values from the set U = G jointly
distributed with X and S according to pXSpU |X . Further
assume that there exists a function f : S × U → X̂ such that
E{d(X, f(S,U))} ≤ D. Assume that the side information is
available to the receiver.

We construct the ensemble of nested group codes as the set
of all (Ci,Co) where

Co = {u ∈ Gn|φ(u) = c}
Ci = {u ∈ Gn|φ(u) = c,∆φ(u) = ∆c}

where φ is a homomorphism from Gn to the group J , ∆φ is
a homomorphism from Gn to the group ∆J , c is a vector in
J and ∆c is a vector in ∆J where

J =

I⊕
i=1

Zwik

p
ri
i

∆J =

I⊕
i=1

Zwil

p
ri
i

for some positive integers k and l. Note that the rate of the
outer code is given by

Ro = log |G| − k

n

I∑
i=1

wiri log pi

and the rate of the inner code is equal to

Ri = log |G| − k + l

n

I∑
i=1

wiri log pi

Hence, the rate of transmission is equal to

R = Ro −Ri

=
l

n

I∑
i=1

wiri log pi

The encoding rule is as follows: Given a source output x ∈
Xn, if x is typical with respect to the source distribution, look
for a codeword u in the outer code (u ∈ Co) such that u is
jointly typical with x (u ∈ Anε (U |x)) with respect to pXU . If
x is not typical or if there does not exist such a codeword u
declare error. If no encoding error occurs, send ∆φ(u) to the
receiver.
At the receiver, given the side information s ∈ Sn and ∆φ(u),
look for a codeword û ∈ Co which is in the same coset of Ci

as u (∆φ(û) = ∆φ(u)) and such that û ∈ Anε (U |s). If there
does not exist such a û declare error.
In order for the encoding error to go to zero we require the
following condition:

Ro ≥ ĪGs.c.(U ;X)

and in order for the decoding error to go to zero we require:

Ri ≤ ĪGc.c.(U ;S)

Therefore, the transmission rate can be arbitrarily close to
R = ĪGs.c.(U ;X)− ĪGc.c.(U ;S).

Note that for the case where the underlying group is a field
of prime size G = Zp the we have

R = ĪGs.c.(U ;X)− ĪGc.c.(U ;S)

= log p−H(U |X)− (log p−H(U |S))

= I(U ;X)− I(U ;S)

Hence there is no loss in the rate for this case.

VII. NESTED GROUP CODES FOR DISTRIBUTED SOURCE
CODING

In this section we use nested Abelian group codes over G
to find an achievable rate region for the distributed source
coding problem. The proofs are omitted and will be available
in a more complete version of this work. Let X,Y, U, V, Z
be five random variables where X and Y are two distributed
sources jointly distributed according to pXY and U and V
are auxiliary random variables taking values from the group
G. Let U → X → Y → V form a Markov chain and
let Z = U + V where + is the group operation. In this
section, we analyze the performance of nested group codes
for the problem of reconstructing Z in this distributed source
coding problem. We use two nested group codes; one for each
encoder. Let (Ci,Co1) be the nested group code employed by
the X-encoder where

Co1 = {u ∈ Gn|φ2(u) = c2}
Ci = {u ∈ Gn|φ1(u) = c1, φ2(u) = c2,∆φ(u) = ∆c}

and let (Ci,Co2) be the nested group code employed by the
Y -encoder where

Co2 = {v ∈ Gn|φ1(v) = c1}
Ci = {v ∈ Gn|φ1(v) = c1, φ2(v) = c2,∆φ(v) = ∆c}

where φ1 is a homomorphism from Gn to the group J1,
φ2 is a homomorphism from Gn to the group J2, ∆φ is a
homomorphism from Gn to the group ∆J , c1 is a vector in
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J1, c2 is a vector in J2, and ∆c is a vector in ∆J where

J1 =

I⊕
i=1

Zwik1
p
ri
i

J2 =

I⊕
i=1

Zwik2
p
ri
i

∆J =

I⊕
i=1

Zwil

p
ri
i

for some positive integers k1, k2 and l. Note that the two
nested group codes share the same inner code but may have
different outer codes. The rate of the code employed by the
X-encoder is given by

R1 =
k1 + l

n

I∑
i=1

wiri log pi

and the rate of the Y -encoder is equal to

R2 =
k2 + l

n

I∑
i=1

wiri log pi

The encoding rule for the X-encoder is as follows: Given a
source output x ∈ Xn, if x is typical with respect to the
source distribution, look for a codeword u in the outer code
(u ∈ Co1) such that u is jointly typical with x (u ∈ Anε (U |x))
with respect to pXU . If x is not typical or if there does not
exist such a codeword u declare error. If no encoding error
occurs, send φ1(u) and ∆φ(u) to the receiver.
The encoding rule for the Y -encoder is similar: Given a source
output y ∈ Yn, if y is typical with respect to the source
distribution, look for a codeword v in the outer code (v ∈ Co2)
such that v is jointly typical with y (v ∈ Anε (V |y)) with respect
to pY V . If y is not typical or if there does not exist such a
codeword v declare error. If no encoding error occurs, send
φ2(v) and ∆φ(v) to the receiver.
At the receiver, after receiving φ1(u), ∆φ(u), φ2(v) and
∆φ(v), look for a typical vector ẑ ∈ Gn such that

φ1(ẑ) = φ1(u) + φ1(v) = φ1(u) + c1

φ2(ẑ) = φ2(u) + φ2(v) = c2 + φ2(v)

∆φ(ẑ) = ∆φ(u) + ∆φ(v)

In order for the encoding errors to go to zero we require
the following conditions:

Ro1 ≥ ĪGs.c.(U ;X) = log |G| − H̄G
s.c.(U |X)

Ro2 ≥ ĪGs.c.(V ;Y ) = log |G| − H̄G
s.c.(V |Y )

where Ro1 is the rate of the outer code corresponding to the
X-encoder and Ro2 is the rate of the outer code corresponding
to the Y -encoder. In order for the decoding error to go to zero
we require:

Ri ≤ log |G| − H̄G
c.c.(Z)

Therefore, the transmission rates can be arbitrarily close to

R1 = H̄G
c.c.(Z)− H̄G

s.c.(U |X)

R2 = H̄G
c.c.(Z)− H̄G

s.c.(V |Y )

VIII. THE CODING THEOREM

We are given discrete random variables X and Y which are
jointly distributed according to PXY . Let P denote the family
of pair of conditional probabilities (PU |X , PV |Y ) defined on
X × U and Y × V , where U and V are finite sets, |U| =
α, |V| = β. For any (PU |X , PV |Y ) ∈ P , let the induced joint
distribution be PXY UV = PXY PU |XPV |Y . U, V play the role
of auxiliary random variables. Define G : U × V → Ẑ as that
function of U, V that gives the optimal reconstruction Ẑ with
respect to the distortion measure d(·, ·, ·). Let G denote the
image of G(U, V ). Let T = {G : G is Abelian, |G| ≤ |G| ≤
αβ, G(U, V ) ⊂ G with respect to PUV }. Let Ũ = f1(U) and
Ṽ = f2(V ) where the mappings are as defined in Definition
3. Let P and Q be two finite random variables satisfying the
following Markov chain:

PU → X → Y → QV

With these definitions, an achievable rate region is presented
below:

Theorem 1. For a given source (X,Y ), the rate pair (R1, R2)
is achievable if:

R1 ≥ I(X;P |Q) + H̄G
c.c.(Z̃|PQ)− H̄G

s.c.(Ũ |XQ)

R2 ≥ I(Y ;Q|P ) + H̄G
c.c.(Z̃|PQ)− H̄G

s.c.(Ṽ |Y P )

R1 +R2 ≥ I(XY ;PQ) + 2H̄G
c.c.(Z̃|PQ)

−H̄G
s.c.(Ũ Ṽ |XY PQ)

(17)

Since the encoders don’t communicate with each other, we
impose the Markov chain PV − Y − X − QU on the joint
distribution PXY UV . The family P contains all distributions
that satisfy this Markov chain. Fix such a joint distribution.
The encoding is performed in two stages: In the first stage
P and Q are encoded using random codes so that the X-
encoder expends a rate of I(X;P ) and the Y -encoder expends
a rate of I(Y ;Q|P ). In the second stage, nested group codes
are employed in the manner described in Section VII, so that
the X-encoder expends an additional rate of H̄G

c.c.(Z̃|PQ) −
H̄G
s.c.(Ũ |XPQ) and the Y -encoder expends an additional rate

of H̄G
c.c.(Z̃|PQ) − H̄G

s.c.(Ṽ |Y PQ). Therefore, the following
rate pair is achievable:

R1 = I(X;P ) + H̄G
c.c.(Z̃|PQ)− H̄G

s.c.(Ũ |XQ)

R2 = I(Y ;Q|P ) + H̄G
c.c.(Z̃|PQ)− H̄G

s.c.(Ṽ |Y P )

In a similar fashion, we can show that the following rate pair
is achievable:

R1 = I(X;P |Q) + H̄G
c.c.(Z̃|PQ)− H̄G

s.c.(Ũ |XQ)

R2 = I(Y ;Q) + H̄G
c.c.(Z̃|PQ)− H̄G

s.c.(Ṽ |Y P )

This proves the achievability of the rate region given in (17).
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Remark 1: The above coding theorem can be extended to
the case of multiple distortion constraints in a straightforward
fashion.

IX. IMPROVEMENT USING RANDOM/GROUP CODES

Note that the only property of the structured codes which is
used in our coding scheme is the fact that the two inner codes
are closed under addition and we do not require the outer code
to be a group code. In this section, we use this observation and
consider the ensemble of codes constructed in the following
manner. The inner codes are constructed similar to the previous
section (constructed as group codes). However, the outer code
is constructed as a random union of several cosets of the inner
code. Hence the outer code is not necessarily closed under
addition (and it is not required to be). The inner code is defined
as

Ci = {u ∈ Gn|φ(u) = c}

where for some weights wi adding up to one and a positive
integer k, φ is a homomorphism from Gn to J =

⊕I
i=1Z

kwi

p
ri
i

.
The outer code is defined as

Ci = {u ∈ Gn|φ(u) = ci for some i = 1, · · · , 2αn}

for some positive number α and vectors ci ∈ J , i =
1, · · · , 2αn. The achievable rate region using this new ensem-
ble is provided in the following: Define the random variables
X,Y, U, V, Ũ , Ṽ , P,Q as in Section VIII.

Theorem 2. For the correlated sources (X,Y ) and the
random variable defined above, the rate pair (R1, R2) is
achievable if:

R1 ≥ I(X;P |Q) + H̄G
c.c.(Z̃|PQ)−H(Ũ |XQ)

R2 ≥ I(Y ;Q|P ) + H̄G
c.c.(Z̃|PQ)−H(Ṽ |Y P )

R1 +R2 ≥ I(XY ;PQ) + 2H̄G
c.c.(Z̃|PQ)

−H(Ũ Ṽ |XY PQ)

(18)

Note that source coding group entropies are always greater
than or equal to the ordinary entropies and hence this achiev-
able rate region contains the achievable rate region given in
(17).

X. COMPARISON

It has been shown in [1] that the provided achievable rate
region is strictly larger than other known results. Compared to
the rate region provided in [1], the new rate region presented
in this paper benefits from two improvements in the coding
scheme. First, the outer code in the new scheme does not have
to be a group code. Therefore the rate loss incurred in the
source coding part of the coding scheme provided in [1] has
been removed. A second improvement of our coding scheme
is that the decoding operation is done jointly as compares to
successive decoding used in [1].

XI. CONCLUSION

We used structured codes constructed over Abelian groups
for the distributed source coding problem and provided a new
inner bound on their performance limit. Specifically, we used
nested Abelian group codes and nested random/group codes, to
achieve a new inner bound for the rate-distortion region. This
inner bound contains all the known achievable rate regions
and is strictly larger than other known rate regions for certain
sources.
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