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ABSTRACT: The DoD widely uses airborne computer generatedefd (CGFs) in simulation environments,
however most CGFs are not autonomous or interaaia@ugh to be directed naturally by a human cotgrolFull
simulation capability requires detailed, doctrinalicorrect CGFs that can be controlled directly birspace
managers, such as air traffic controllers, air fiiafservices, or even ground commanders operatirggGgombat zone.
Compounding the problem of controlling CGFs is ttte military already employs a wide range of CGFhavior
systems with different levels of autonomy, fidedithd interactivity. This paper describes an ongogffort to develop
a “Controller's Assistant” to enhance the apparerdpabilities of existing CGFs by introducing a sgeenabled,
intelligent user interface (1Ul) between a humamtroller and a set of CGFs. This Controller's Asaig allows for a
human controller to use doctrinal airspace contcoimmands to interact with a diverse set of CGFa distributed
HLA simulation federation. The IUl translates spokeser commands into HLA commands that direct B€<C and
also monitors CGF progress to provide spoken feeklba the controller when doctrinally appropriate.

1. Introduction and Motivation is responsible for controlling. As the number anersity
of CGFs used in a distributed simulation grows, the

The DoD Modeling and Simulation community has usefl@npower requirements to manage them grows, as well
Computer Generated Forces (CGFs) as a way to reduBethis paper, we describe an approach to reduttieg
manpower requirements for running large-scale ésesc Mmanpower requirements for managing distributed
Most CGF systems are often describedemi-automated Simulations by consolidating CGF-specific contrioi® a
forces meaning that theyequire some oversight by single, uniform interface that is natural to thesigtions
human operators to manage their progress (to etisate Of the domain.

they are performing their tasks correctly), to nmehu

task them in sequence, or to dynamically re-taskntias [N particular, we are interested in airspace mamege,
required by the mission. Each CGF system has its owhere the human simulation operator plays the oblen
native interface that the operator must learn &ndugh airspace manager — often an air traffic controkefC).
which the operator must simultaneously with othefhe predominant mode of communication between
interfaces to monitor and task the CGFs. These Cdriman ATCs and human pilots is voice interactioverE
systems can also vary widely in their capabiliiewhat Where most CGFs are capable of dynamic re-taskiiey,
tasks they can execute autonomously, and whatnigskitend not to be able engage in dialogue with a human
they can take during a mission — so the operatost mifontroller using doctrinal speech. In this paper w
know what those capabilities are for each CGF hsher describe our ongoing development of a speech-based,



intelligent user interface (IUl) we refer to as aln fact, we are re-using some of the elementshef t

“Controller's Assistant.” This system allows forhaman AutoATC system for the Controller's Assistant.)

controller to use doctrinal airspace control comdsato

interact with a diverse range of CGFs in a distebu 3, Design Constraints and Challenges

simulation environment. The Controller's Assistaatves

as a mediator between the human controller and afse \Wwe have designed the Controller's Assistant to nzeet

CGFs with varying capabilities. number of requirements and constraints highlighted
this section.

2. Related work
Minimize changes in existing CGFs.An important

There have been a few efforts at providing speedgduirement for the Controller's Assistant is titamust
interfaces  to  simulation  environments.  SRr'dnteract with existing CGF platforms with only antmal
CommandTalk system [1] provides a speech interface amount of development required on the CGF side. Our
the ModSAF CGF system for creating CGFS and contr@Pproach is to use existing CGF communication
measures, tasking entities and changing missionthen Protocols, as developing an entirely new commuitoat
fly. QuickSet [2] is a multi-modal (speech and penprotocol would require significant development tsgre
interface to ModSAF for setting up and running CGHhat each CGF platform is compatible with that peo.
simulations. Other CGF systems provide doctringesh Since  most  existing CGF  platforms  support
interfaces for command and control or teammaté@Mmmunication across a distributed simulation usihé
relationships; for example TacAir-Soar [3] is a CGFor DIS protocols, we can reduce the amount of césng
behavior model that can interact with a human ATC dequired in those CGFs by communicating througmthe
another CGF through a speech interface. In eathesie

approaches, a single CGF system was extended 38eech Interface.As discussed above, human ATCs
incorporate speech as a new interface for interqatiith ~ typically interact with air assets through speeatd thus
the CGF. The novelty in our approach is in the igagibn @ requirement of our Controller's Assistant wast tia
of similar interface technologies across a range @fust provide a similarly “natural” interface fortémacting

different CGF Systems with the goa' of m|n|ma||yW|th CGF SyStemS. Specifically, all interactiongvizeen
changing those CGFs to effectively improve theithe human ATC and each CGF must be through speech.

capabilities. Note that this is not a general requirement for our
approach. A graphical interface could be suitalde f

Soar Technology has recently completed two effor€ontrolling CGFs as well, but speech is more fithor
directly related to our work on the Controller'ssigtant. the airspace management domain.
The first is work on an intelligent forces (IFORS)
architecture that can control insurgent oppositiorces ~Interaction with Multiple Diverse CGFs. Our most
(OPFOR) and civilian crowds. This architecture fieas a  significant design challenge for the Controller'sststant
Plan Execution System that matches resources to p¥as the requirement that our system support intiersc
objectives and deve]ops assignments for CGF entitiea with multiple, diverse CGFs. As discussed in the
team and individual level. In this system, the G&fiities  introduction, there are a wide variety of off-theef CGF
have varying capabilites and so must be taske®/stems in existence, even among Army air asseish E
differently to accomplish the user's goals. The RO of these CGF systems was developed at different
system features a graphical plan-editing user ftey locations, by different people, and (most likelyr f
which allows the user/operator to construct plamat t different specific purposes. Consequently, the ifipec
span multiple, diverse CGF types. capabilities of one CGF system may vary greatlynfro
another even within a very small slice of the damai
The second, AutoATC [4], is another Soar Technolog§onsider a simplefollow-route command, where the
product that features an intelligent air trafficnooller human ATC wishes to instruct a CGF to fly some knpw
agent capable of assessing a simulated battle dpace Named route. While most airborne CGFs are capable o
potential conflicts and generating warnings abdwse flying routes, they may be tasked in a variety afys: If
conflicts. This system uses an HLA/DIS interfacetap the CGF knows what a route is and what waypoings th
into a simulation environment and applies knowledgeoute consists of, it may only be necessary to sirsend
about airspace control to monitor for conflicts. Wtthe the CGF the name of the route. If not, the systeighm
Controller's Assistant is not automating the jobthe instead require the sequence of waypoints thatticotes
controller, it must know enough about airspace oo~ the desired route. It might even be the case tOGF
understand the controller's commands and to prgperfystem can only handle commands to adjust its

coordinate the behavior of the underlying CGF wwit  altitude/speed/heading (or possibly as detailed as
yaw/pitch/roll). Here, the command to fly a routedks



down into a long sequence of these adjustmentslsitop
fly a route. 4.1 Controller's Assistant Concept

To interact with a variety of CGF platforms, thenef, the To address the challenges described in SectionuB, o
Controller's Assistant must be aware of the taskinGontroller's Assistant IUl was designed to perfatmee
capabilities for each CGF with which it interactea o major functions. The first is to manage dialogua an
behalf of the human controller. The system mush thenteractions with the human ATC. The componenthef t
know how to translate and decompose incoming ATGJI in charge of this function is called tHeacilitator.
messages into a sequence of equivalent CGF commandshe facilitator is responsible for interpreting @toming
commands from the ATC and handling all outgoing
Depending on the complexity of the command from thspeech from the CGF platforms to the ATC (in theesa
human, the sequence of resultant CGF commandshand where the CGFs are incapable).
timing by which they are issued must also be hahtle
the Controller’'s Assistant. Consider the followingThe Tasker is responsible for decomposing incoming

command: ATC commands into appropriate CGF-level commands
and for delegating other internal tasks to the ot
“Eaglel this is Towerl, proceed along route components. This requirdsiowledge of the capabilities
BULLDOG to waypoint ROMEO, then divert of each CGF platform, which is specifiedpriori to the
to route ZULU and report when you reach Controller's Assistant. If a CGF is instructed tldw a
waypoint SIERRA, over.” route but is only capable of following waypointgr f

example, it is the Tasker's responsibility to depose
It is quite possible that the CGF representing &hdglas the incoming route name into the correct sequerfce o
no mechanism for detecting the achievement of waypoint commands and properly time the issuance of
waypoint and dynamically changing course once thahat sequence.
waypoint has been achieved. In these cases, trdefur
falls on the Controller's Assistant, who must tratle Finally, the Monitor watches the state of the
position of Eaglel as it proceeds along BULLDOG andnvironment— particularly the controlled entities te-
detect when it reaches ROMEO. At that point, thetesy  provide required situational awareness to the other
must then send a follow-up command to the EagleE C&omponents. For example, in cases where CGFs are
to change its course to route ZULU. unable to issue their own status reports (e.g., the

achievement of waypoints or routes), it is the Maors
Finally, the Controller’s Assistant must have thdigy to  responsibility to track the aircrafts’ states argpart
communicate to the human ATC when the CGF lackis thapecified milestones to the Tasker or Facilitator.
capability. For instance, consider again the route-
following command above. This command requires twBach component requires the proper operation obtiner
responses from the CGF: an immediate acknowledgeméwo for the system to operate correctly. The Monias
that the command was heard and understood andb# remlescribed above, is responsible for tracking tlag¢ust of
when the CGF has reached waypoint ZULU. Absent @GF aircraft. The Tasker uses the results of thaitdo
CGF capability to issue these utterances, it is the determine when to issue follow-up commands. The
responsibility of the Controller's Assistant to gkfjow the Facilitator also uses the output of the Monitor to
required content of the report to the controll@),iflentify determine when to voice messages to the human ATC.
when the report is required, and (3) know whaSimilarly, the Facilitator parses and hands off all
phraseology to use when generating the speech. incoming ATC commands to the Tasker, who in turn

sends requests for information back to the Fatulita

4. Approach: Controller's Assistant as an Wwhen required.

Intelligent User Interface
9 The specific operation of the Controller's Assistamd

ch component depends heavily on the capabiifidse

F platform being controlled. The less a CGF plaf

is able to do on its own (in terms of executing ATC
mmands), the more responsibility is placed on the
ontroller's Assistant to bridge that gap. Howewe

system should identify at run-time when CGFs are

capable of certain behaviors that the Controller's

Assistant would otherwise handle and avoid ovemgit

(or worse, dumbing down) those behaviors.

To address the challenges described in the previog
section, we have framed the Controller's Assiststan

intelligent user interface (IUl), effectively a matbr

between the human controller and the CGFs in t
battlespace.



The desired effect of this interface is to augmdre 5.1 Integration Framework

behaviors of each CGF being controlled so that #@iey

are equally capable of executing ATC commands, ntgki To date, we have been developing an HLA-based

them appear identical to the eyes of the humarraitet ~ integration framework for the Controller's Assistan
HLA was chosen for initial development over other

5. Overall System Design distributed simulation methods based in part on paar

exercises have been run at AMRDEC and in part tsecau

some HLA FOMs provide interactions relevant to

airspace management. Specifically, we are using

MATREX FOM v3.0.

Figure 1 illustrates the system architecture for o
Controller's Assistant. The core piece of the IWhich
houses the Monitor, Facilitator and Tasker comptsés
implemented within a single agent using the So

cognitive architecture [5]. The human controllends . LS . ;
g (5] ticular distributed simulation protocols, aneé tse of

speech commands to the system and receives voi . lated | lug-i hi
responses via the SoarSpeak Speech Interface. (@S HLA Is encapsulate 1IN a plug-in arc itecture. ‘Bhistem
can support alternative protocols with the develeptrof

6] provides speech-to-text (STT) and text-to-speec” .~ ; :
ET]TSp) services I?O Soar agents( usin)g CcOTS engimmil,‘es addltlona_l plug-ins, one for each_ protoc_ol._WhlcrbtpcoI

as Nuance and AT&T's NaturalVoices™ Thel© use with a CGF is encoded in thgoriori knowledge
Controller's Assistant is connected to each CGRMtech about tha§ CG.F’ and the translatlor) tO.HLA’ or at_fyer

it is providing services) over HLA. All commandsnsé¢o protacol, is simply a step in a_plpe_lme of coniregt ,
CGF platforms from the Ul and all reports sentlbéx commands from a representation in the Controller's
the Ul from the platforms are encapsulated as HLA'SSIstant to a representation suitable for thatqma.
interactions. Knowledge about the capabilities athe
CGF is encoded priori and input to the system at stal
time, where it is loaded into a registry. The IUatiches
incoming commands against this registry to deteemi
what functions/behaviors are required that theeta@GF
does not support.

r : . .
é}—|owever, the general architecture is ambivalenuabte

rt-5'3 Computer Generated Forces

or an initial implementation of the Controller'sgistant
Ul, we are connecting to two different CGF platfes:
Dynetics’ Aviation Mobility Server (AMS) and SAIC's
Interactive Distributed Engineering Evaluation and
Analysis System (IDEEAS). Both of these systems
@ support the MATREX version of HLA and have
implementations that subscribe to and publish HLA

| Sitonlly St e e bt e et e = H H H
C(ll.o{:;rg:%r speech - Controller’s Assistant interactions relevant to airspace management.
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The Aviation Mobility Server (AMS) provides a central

| interface to numerous high-fidelity Army aircraftodels

I for use in distributed simulation experiments. TEhes
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UAV (Unmanned Air Vehicle) model
» Tactical UAV (TUAV}- essentially a Shadow 200 — a

six-degrees-of-freedom (6-DOF) model that includes
i T B o S aerodynamics, mass properties, engine performance,

Reports Commands | fuel flow rates, sensor, and embedded flight comput
| HLA models
' | + Generic Rotary Wing (GRW)— a generic
IDEEAS AMS representation of a rotary-wing UAV
* Raven- a high-fidelity RQ-11 model including wind-
§ e tunnel-based aerodynamics, control laws, and merti
ol % and mass models based on lab measurements

Figure 1. System Architecture.
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IDEEAS is a physics-based warfighting simulation
designed to solve specific scientific and engimegri
problems through constructive and virtual simulatio
IDEEAS uses engineering-level models and predistion
conduct weapon system analysis based on performance



calculations. IDEEAS is designed for evaluation offhe Facilitator posts ATC commands to the Tasker,
changes in equipment, tactics, weather, terraid,@&# in  which is responsible for developing a plan for acfic
the analysis of current and future weapon system&GF to accomplish the assigned ATC command. This is
Studies focus on system and subsystem issues aubentially a process of plan refinement, genaragilan
measures within the context of relevant battlefiel@xecution steps that match the capabilities of Gk —
vignettes and environmental conditions. Relevanthis or, where the CGF has no relevant capabilitiesegging
effort, the IDEEAS simulation includes generic fixeand tasks for the components internal to the Contrsller
rotary-wing CGF platforms that can be controlled vi Assistant. If a CGF is assigned an execution stiep,
HLA commands. Tasker packages that step into a CGF-appropridteonie
protocol (here, in HLA MATREX FOM interactions) and
In our current implementation, we are using théofeing sends it over the wire. If a component within the
MATREX FOM interactions with different support from Controller's Assistant is assigned an executiom,stee

the two different CGF systems, as seen in Table 1. responsible component will execute that action and
inform the system of its achievement by marking the
Table 1. Used MATREX FOM interactions execution step as complete.
Interaction AMS | IDEEAS
Move-Aircraft-Along-Route X X To illustrate how this is done in practice, we siivihe
Route-Report (achieving - X sample ATC command introduced in Section 3:
waypoint) u -
Entity-Create (at startup) X - Eaglel this is Towerl, proceed along route

BULLDOG to waypoint ROMEO, then divert

] ) to route ZULU and report when you reach
Our goal for the current implementation of the  \aypoint SIERRA, over.”

Controller's Assistant is to support the followingssion

behaviors for both CGF platforms: The parsed message from the Speech Interfacestiseid
by the Facilitator, who identifies the nature ofeth

«  route following command and enters it (along with the appropriate
waypoint following parameters) into shared memory as a sequence lof hig
* hold at waypoint level commands. At this point, the Facilitator dcas
e establish holding pattern using route initial “sanity check” on the message to make stioe,
« adjustment of heading example, that BULLDOG is a route in the current skt
« adjustment of altitude known routes, or that waypoint SIERRA is on route
« verbal acknowledgment of commands ZULU. If any of the tasking does not make sense, th
«  report current position Facilitator can immediately ask for clarification.

e report at waypoint

. divert to alternate route at waypoint Once an initial check has been performed, the Taske

picks up the commands and generates an initial-leigtl
set of plan steps, which are independent of any CGF

To perform these behaviors, the Controller's Assist X
capabilities. For example, here the doctrinal seps

must exploit the capabilities of the individual C&GRs

iat dfill'i Isewhere.
appropriate and il in gaps eisewnere 1) acknowledge the command (when understood)

2) move along route BULLDOG
3) at waypoint ROMEO, divert to route ZULU
4) when waypoint SIERRA is reached, report

5.3 Controller’s Assistant Operations

The Controller’'s Assistant IUl is implemented asirgle
Soar agent, where the Facilitator, Monitor, andKk&as
components are modeled as separate persistentthales
share a single memory. Both intra-component tas&ind)
communication is handled by reading and writinghis
shared memory.

Knowing that Eaglel has been tasked, and knowieg th
capabilities of Eaglel with respect to each of ¢heteps,
the Tasker can begin to refine this high-level pilato a
plan specifically for Eaglel and its capabilitiés. this
case, the platform driving Eaglel only supports m@mds

Typically, interactions between components occur ofp fly to individual waypoints. However, executiofi the

handoffs, where one component needs to inform &not TC ~ command  as s_tated requires verbal
about a new task for which it is responsible orutthe 2cknowledgements, route flying, waypoint trackiagd

status of a completed or in-progress task. reporting waypoints.



The Tasker first creates an execution step to aglauge uniform interface to all the CGFS. The results wioul
the ATC command and assigns that step to the fdoilj include a comparison of the control versus experiale

who responds: conditions in areas of span of control, controkerors,
and task efficiency. The second hypothesis is that
“Towerl this is Eaglel, roger, will proceed Controller's Assistant can effectively render agarof
along route BULLDOG to waypoint ROMEO, CGFs as equivalently capable in the perceptionhef t
divert to route ZULU and report at waypoint controller. That is, regardless of the underlying
SIERRA, over.” capabilities of the CGFs in the experiment, the

Controller's Assistant can exploit their capabéi and
The Tasker then constructs a sequence of waypthiats fill in the gaps where they are incapable. The expent
comprise the desired composite route, which indudevould be a kind of Turing Test for CGFs, to seaif
points from both routes BULLDOG and ZULU. Sincehuman controller can detect any differences betwhen
Eaglel is capable of waypoint following, the Taskan CGFs in the experiment. This would include a mix of
achieve equivalent behavior by sending each way@sin both subjective (from the perspective of the paoéints)
a separate command. and objective metrics to measure perceived difisgen

However, the timing of these commands depends dnis also conceivable to apply the Controller'ssissant
when the CGF reaches each intermediate waypoihe— tconcept to other domains besides airspace managiemen
Tasker cannot simply send the entire batch of wiaypo However, given the ways in which CGFs might be
commands at once. Furthermore, Eaglel does nobduppcommanded in other domains and at other levels of
direct reports to the ATC indicating achievement o&ggregation, the concept might not map directlyCAS,
waypoints. Therefore, the Tasker must add an exetut doctrinally, very formal, and that plays to theesigths of
step to monitor the achievement of the waypoingto speech-based interfaces. However, in an environment
along with each waypoint command. These executiomhere there is a more informal dialogue betweeitiest
steps are assigned to the Monitor, who determirfesnw (such as intra-team communication), such an interfa
Eaglel has reached its next waypoint. Once thithés might not be feasible or desirable.
case, the Tasker can then send the subsequent inaypo
command to Eaglel. One interesting transition application for our @sé is in

the UAV domain. As UAV platforms become more
Finally, the Tasker creates a new execution step smtomated, human controllers will interact with rthe
verbally report the achievement of waypoint SIER&#  directly. As with current CGF systems, UAVs willsal
assigns this to the Facilitator. Once the waypaimd the have a range of capabilities that airspace coetoMvill
Monitor’'s execution step are achieved, this repgrstep not want to have to address individually. The Caligr's

is handled by the Facilitator: Assistant could assume management of the fine-ggain
particulars of UAV capabilities, leaving the human
“Towerl this is Eaglel, achieved waypoint controller to focus on managing the airspace.
SIERRA, over.”
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