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The Soar Cognitive Architecture
The overall goal of my research is to develop gen-
eral computational systems that have the same 
cognitive abilities as humans, with my approach 
being to study the underlying cognitive archi-
tecture [1, 2]. A cognitive architecture provides 
the fixed computational structures that form the 
building blocks for creating generally intelligent 
systems. A cognitive architecture is not a single 
algorithm or method for solving a problem; rath-
er, it is the task-independent infrastructure that 
brings an agent’s knowledge to bear on a prob-
lem in order to produce behavior. In addition, it 
includes learning mechanisms that populate the 
agent’s memories based on experience.  

Over the last 30 years, my colleagues and I 
have been developing Soar [2, 3, 4, 5], a general 
cognitive architecture that integrates knowledge-
intensive reasoning, reactive execution, hierar-
chical reasoning, planning, and multiple forms of 
learning. Soar is distinguished by its ability to use 
a wide variety of types and levels of knowledge 
for solving problems and subproblems. With Soar, 
we have developed agents that use a wide variety 
of methods to work on a wide range of tasks. Ex-
ample tasks include mental arithmetic, syllogisms, 
configuring computers, algorithm design, medical 
diagnosis, natural-language processing, robotic 
control, simulating pilots for military training, and 
many different computer games. 

Over the years, I recognized that there are 
many components of the human cognitive archi-
tecture that were missing in Soar. In response, we 
recently have extended Soar by adding reinforce-
ment learning, semantic memory, episodic memo-
ry, mental imagery, and an appraisal-based model 
of emotion. With these additions, the current ver-
sion (Soar 9) takes important steps toward pro-
viding a comprehensive theory and architecture 
for human-level agents, with a unique combina-
tion of capabilities not found in other cognitive ar-
chitectures. Not only do these extensions provide 
significant new capabilities; they also represent a 
major departure from some of the original hypoth-
eses that defined “classic” Soar (up through ver-

sion 8), where we emphasized uniformity and sim-
plicity. Our original hypotheses included: rules are 
sufficient to represent all long-term knowledge, 
a single learning mechanism (chunking) is suffi-
cient for all learning, and symbolic representations 
are sufficient for all short-term and long-term 
knowledge. In contrast, Soar 9 supports multiple 
long-term memory systems (procedural, episod-
ic, and semantic), multiple learning mechanisms 
(chunking, reinforcement learning, semantic, and 
episodic learning), and multiple representations 
of knowledge (symbolic, numeric, and imagery-
based representations). 

The Soar Cognitive Architecture [6] provides a 
comprehensive description of the new version of 
Soar. The book’s primary goal is to describe the 
details of the design of Soar, including justifica-
tions for those details grounded in properties of 
environments, tasks, and the structure of a gen-
eral agent. A secondary goal is to provide an ex-
ample of how we think a cognitive architecture 
should be described and evaluated, which includes 
defining requirements for general cognitive archi-
tectures, such as that it must support large bod-
ies of knowledge, be reactive to relevant changes 
in its environment, and incrementally learn from 
its experiences during task performance. The final 
goal is to evaluate how well Soar achieves those 
requirements. In the remainder of this article, I 
give a brief overview of the classic version of Soar 
and then describe the extensions in the new ver-
sion of Soar.

Classic Soar

The new version of Soar builds directly on all the 
previous versions of Soar we have developed 
over the last thirty years. As shown in Figure 1, 
Soar [3] originally consisted of a single long-term 
memory, which is encoded as production rules, 
and a single short-term memory, which is encod-
ed as a symbolic graph structure so that objects 
can be represented with properties and relations. 
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Figure 1. Structure of Classic Soar
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Soar (cont.)

Symbolic short-term memory holds the agent’s 
assessment of the current situation derived from 
perception and via retrieval of knowledge from its 
long-term memory. Motor commands in an envi-
ronment occur through creation of commands in a 
buffer in short-term memory. The decision proce-
dure selects operators and detects impasses, both 
of which are described below.

At the lowest level, Soar’s processing consists of 
matching and firing rules. Rules provide a flexible, 
context-dependent representation of knowledge, 
with their conditions matching the current situa-
tion and their actions creating structures relevant 
to the current situation in working memory. Most 
rule-based systems choose a single rule to fire at 
a given time, and this serves as the locus of choice 
in the system—where one rule is selected instead 
of another. However, there is only limited informa-
tion available to choose between rules, namely the 
conditions of the rules, the data matched by the 
rules, and possibly meta-data, such as a numeric 
score, associated with the rules. There is no ability 
to use additional context-dependent knowledge 
to influence the decision. Soar allows additional 
knowledge to influence a decision by introducing 
operators as the locus for choice and using rules 
to propose, evaluate, and apply operators. In con-
trast to other rule-based systems, rules in Soar 
act as an associative-memory that retrieves infor-
mation relevant to the current situation, and thus, 
in Soar, rules fire in parallel. 

The concept of operator is common in AI, 
but usually involves a monolithic data structure 
containing the operator’s preconditions and ac-
tions (as in STRIPS operators). However, in Soar, 
the definition of an operator is distributed across 
multiple rules. Thus, in Soar, there are rules that 
propose operators that create a data structure in 
working memory representing the operator and 
an acceptable preference so that the operator can 
be considered for selection. There are also rules 
that evaluate operators and create other types of 
preferences that prefer one operator to another 
or provide some indication of the utility of the op-
erator for the current situation. Finally, there are 
rules that apply the operator by making changes 
to working memory that reflect the actions of the 

operator. These changes may be purely internal or 
may initiate external actions in the environment. 
This approach supports a flexible representation 
of knowledge about operators—there can be many 
reasons for proposing, selecting, and/or applying 
an operator—some that are very specific and oth-
ers that are quite general. This representation 
also makes it possible to incrementally build up 
operator knowledge structures, so that the defini-
tion of an operator can change over time as new 
knowledge is learned for proposal, selection, and 
application [7].

If the preferences for selecting or applying an 
operator are insufficient for making a decision, an 
impasse arises and Soar automatically creates a 
substate in which the goal is to resolve that im-
passe. In the substate, Soar recursively uses the 
same processing cycle to select and apply opera-
tors, leading to automatic, reactive meta-reason-
ing. The impasses and resulting substates provide 
a mechanism for Soar to deliberately perform any 
of the functions (proposal, evaluation, application) 
that are performed automatically/reactively with 
rules. Chunking is Soar’s learning mechanism that 
converts the results of problem solving in subgoals 
into rules—compiling knowledge and behavior 
from deliberate to reactive. Although chunking is 
a simple mechanism, it is extremely general and 
can learn all the types of knowledge encoded in 
rules [8]. 

Soar 9

In extending Soar, we had two goals. First, re-
tain the strengths of the original Soar: a flexible 
model of control and meta-reasoning along with 
the inherent ability to support reactive and de-
liberative behavior and the automatic conversion 
from deliberate to reactive behavior via chunk-
ing. Second, expand the types of knowledge Soar 
could represent, reason with, and learn, inspired 
by human capabilities, but with the primary goal 
of additional functionality. The extensions fall into 
two, partially overlapping categories: new learn-
ing and memory modules that capture knowledge 
that is cumbersome to learn and encode in rules, 
and new non-symbolic representations of knowl-
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Figure 2. Structure of Soar 9
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edge along with associated processing, 
learning, and memory modules. 

Figure 2 shows the structure of 
Soar, version 9. Soar’s processing cycle 
is still driven by procedural knowledge 
encoded as production rules. The new 
components influence decision mak-
ing indirectly by retrieving or creating 
structures in symbolic working memory 
that cause rules to match and fire. In 
the remainder of this section, we de-
scribe these new components and dis-
cuss briefly their functionality. The new 
book on Soar also includes detailed de-
scriptions of their operation and exam-
ples of these components being used in 
implemented systems.  

Reinforcement learning

In early versions of Soar, all preferences 
for selecting operators were symbolic, 
and there was no automatic way to rep-
resent or adjust action-selection knowl-
edge based on numeric environmental 
reward. In Soar 9, we introduced nu-
meric preferences, which specify the 
expected value of an operator for the 
current state. During operator selec-
tion, all numeric preferences for an op-
erator are combined, and a Boltzmann 
distribution-based algorithm is used to 
select the next operator. This makes in-
cluding reinforcement learning (RL) in 
Soar straightforward. After an opera-
tor applies, all of the rules that created 
numeric preferences for that operator 
are updated based on any new reward 
and the expected future reward, which 
is the summed numeric value of the nu-
meric preferences for the next selected 
operator [9]. RL in Soar applies across 
all goals, including impasse-generated 
subgoals. One intriguing aspect of RL in 
Soar is that the mapping from situation 
and operator to expected reward (the 
value function) is encoded as collections 
of rules. Only those rules that match 
the current situation participate in the 
selection of an operator, and there can 
be many rules contributing estimates of 
future reward for a single operator. This 
representation supports hierarchical 
and coarse-coding encodings of value 
functions, which can greatly speedup 
learning [10]. The value of reinforce-
ment learning is that it allows Soar 
agents to improve their decision making 
over time as it receives feedback from 
the environment.

Semantic memory

The original Soar had no way of directly 
encoding semantic knowledge. Seman-
tic learning and memory provides the 
ability to store and retrieve declarative 
facts about the world, such as tables 

have legs, dogs are animals, and Ann 
Arbor is in Michigan, where the cues 
used for accessing the knowledge are 
determined at runtime. This capability 
has been central to ACT-R’s ability to 
model a wide variety of human data and 
adding it to Soar should enhance our 
ability to create agents that reason and 
use general knowledge about the world. 
In Soar, semantic memory is built from 
structures that occur in working mem-
ory [11]. A structure from semantic 
memory is retrieved by creating a cue 
in a special buffer in working memory. 
The cue is then used to search for the 
best match in semantic memory, which 
is then retrieved into working memory. 
Soar uses base-level activation to de-
termine the best match, which biases 
the result using recency and frequency 
of access. Adding semantic memory to 
Soar has allowed us to efficiently use 
existing large declarative knowledge 
bases, as well as develop agents that 
build up declarative knowledge over 
time. 

Episodic memory

In contrast to semantic memory, which 
contains knowledge independent of 
when and where it was learned, episodic 
memory contains memories of what was 
experienced over time [12]. Although 
similar mechanisms have been studied 
in case-based reasoning, episodic mem-
ory is distinguished by the fact that it 
is task-independent and thus available 
for every problem, providing a memory 
of experience not available from other 
mechanisms. Episodic learning is so 
simple that it is often dismissed in AI 
as not worthy of study. Although simple, 
one has only to imagine what life is like 
for amnesiacs to appreciate its impor-
tance for general intelligence [13]. 

In Soar, episodic memory includes 
specific instances of the structures that 
occur in working memory at the same 
time, providing the ability to remember 
the context of past experiences as well 
as the temporal relationships between 
experiences [14]. An agent retrieves 
an episode by the deliberate creation 
of a cue, which is a partial specifica-
tion of working memory in a special 
buffer. Once a cue is created, episodic 
memory finds the best partial match 
and recreates it in a separate working 
memory buffer (to avoid confusion be-
tween a memory and the current situa-
tion). The agent can also use cues that 
move forward or backward in time from 
a retrieved episode, providing the ability 
to replay an experience as a sequence 
of retrieved episodes. We have dem-
onstrated that when episodic memory 
is embedded in Soar, it enables many 

Soar (cont.)

advanced cognitive capabilities such as 
virtual sensing, internal simulation and 
prediction, learning action models, and 
retrospective reasoning and learning.

Visual imagery

The previous extensions depend on 
Soar’s existing symbolic short-term 
memory to represent the agent’s un-
derstanding of the current situation. 
The generality and power of symbolic 
representations and processing are 
unmatched and the ability to compose 
symbolic structures is a hallmark of 
human-level intelligence. However, for 
some forms of processing, other repre-
sentations can be much more efficient, 
as well as capture details difficult to 
represent symbolically. One compelling 
example is visual imagery [15], which is 
useful for visual-spatial reasoning. We 
have added modules to Soar that sup-
port visual imagery [16], including a 
short-term memory where images are 
constructed and manipulated; a long-
term memory that contains images that 
can be retrieved into the short-term 
memory; processes that manipulate im-
ages in short-term memory; and pro-
cesses that create symbolic structures 
from the visual images. Visual imagery 
is controlled by the symbolic system, 
which issues commands to construct, 
manipulate, and examine visual images.

With the addition of visual imagery, 
we have demonstrated that it is possible 
to solve spatial reasoning problems or-
ders of magnitude faster. Spatial rep-
resentations can also aid learning, and 
we have examples of combining mental 
imagery with reinforcement learning in 
video games [17]. Visual imagery also 
enables processing that is not possible 
with only symbolic reasoning, such as 
determining which letters in the alpha-
bet are symmetric along the vertical 
axis (A, H, I, M, ...).

Emotion

Appraisal theories of emotion [18] pro-
pose that an agent continually evalu-
ates a situation and that the result of 
the evaluation leads to emotion. The 
evaluation is hypothesized to take place 
along multiple dimensions, such as goal 
relevance (is this situation important to 
my goals?), goal conduciveness (is this 
situation good or bad for my goals?), 
causality (who caused the situation?), 
control (can I change the situation?), 
and so on. These dimensions are ex-
actly what an intelligent agent needs 
to compute as it pursues its goals while 
interacting with an environment. Thus, 
we have created a computational imple-
mentation of a specific appraisal theory 



4       AISB Quarterly

Soar (cont.)
[19] in Soar [20], represented by the 
appraisal detector in Figure 2. In Soar, 
appraisals lead to emotions, emotions 
influence mood, and mood and emo-
tion determine feelings. Individual ap-
praisals produce either categorical or 
numeric values, which combine to form 
an intensity of the current feeling. This 
intensity becomes the intrinsic reward 
for reinforcement learning, which sig-
nificantly speeds learning. A major goal 
of our future work is to explore how 
emotion, mood, and feeling can be used 
productively with other modules (such 
as retrieval from long-term memory and 
decision making), as well as in interact-
ing with other agents.

Discussion

A significant concern when developing 
both the original Soar and Soar 9 is that 
we can develop and study agents that 
have large bodies of knowledge and ex-
ist for long periods of time. Thus, we 
have expended significant effort to de-
velop efficient, scalable algorithms for 
all of the components. For example, 
our implementation of episodic memory 
supports the retaining of not just thou-
sands, but also millions and even tens 
of millions of episodes, while still main-
taining reactivity [21]. 

One of the most important benefits 
of creating a single architecture with all 
of these capabilities is that we can study 
the interaction between them. Some of 
these synergistic interactions include:
• using reinforcement learning to ac-

quire knowledge that determines 
when and how retrievals from epi-
sodic memory are made, as well as 
learning to use what is retrieved 
to support future decision making 
[22];

• using mental imagery to sup-
port look-ahead search in spatial 
tasks (playing classic arcade video 
games), then using the result of the 
look-ahead as part of the state for 
reinforcement learning [17];

• using a wide variety of methods—
including rules, task decomposi-
tion, episodic memory, semantic 
memory, and mental imagery—to 
support action modeling for look-
ahead searches [23].

These types of capabilities are the 
payoff for developing integrated cogni-
tive architectures. For those interest-
ed in Soar, it is available for free from 
http://sitemaker.umich.edu/soar.

References

[1] Langley, P., Laird, J. E., and Rogers, 
S. (2009). Cognitive architectures: Re-
search issues and challenges. Cognitive 
Systems Research, 10(2), 141-160.
[2] Newell, A. (1990) Unified Theories 

of Cognition. Harvard University Press.
[3] Laird, J. E., Newell, A., Rosenbloom, 
P. S. (1987). Soar: An Architecture for 
General Intelligence. Artificial Intelli-
gence, 33(3), 1-64.
[4] Rosenbloom, P. S., Laird, J. E., & 
Newell, A. (1993) The Soar papers: Re-
search on Integrated Intelligence. MIT 
Press, Cambridge, MA. 
[5] Laird, J. E., & Rosenbloom, P.S. 
(1996) The evolution of the Soar cog-
nitive architecture. In T. Mitchell (ed.) 
Mind Matters, 1-50.
[6] Laird, J. E. (2012). The Soar Cog-
nitive Architecture. MIT Press, Cam-
bridge, MA.
[7] Pearson, D. J., and Laird, J. E., In-
cremental Learning of Procedural Plan-
ning Knowledge in Challenging Envi-
ronments, Computational Intelligence, 
2005, 21(4), 414:439.
[8] Steier, D.S., Laird, J.E., Newell, A., 
Rosenbloom, P.S., Flynn, R., Golding, 
A., Polk, T.A., Shivers, O., Unruh, A., 
Yost, G.R. (1987) Varieties of Learning 
in Soar. Proceedings of the Fourth In-
ternational Machine Learning Workshop.
[9] Nason, S., and Laird, J. E. (2005) 
Soar-RL: Integrating reinforcement 
learning with Soar. Cognitive Systems 
Research, 6(1), 51-59.
[10] Wang, Y., and Laird, J.E. (2007) The 
Importance of Action History in Decision 
Making and Reinforcement Learning. 
Proceedings of the Eighth International 
Conference on Cognitive Modeling. Ann 
Arbor, MI.
[11] Derbinsky, N., Laird, J. E., and 
Smith, B. (2010). Towards Efficiently 
Supporting Large Symbolic Declarative 
Memories, Proceedings of the Tenth 
International Conference on Cognitive 
Modeling, Philadelphia, PA.
[12] Tulving, E. (1983) Elements of Epi-
sodic Memory. Oxford: Clarendon Press.
[13] Nolan, C. (2000) Memento, New 
Market Films. 
[14] Nuxoll, A. M., Laird, J. E. (2012) 
Enhancing Intelligent Agents with Epi-
sodic Memory, Cognitive systems Re-
search, 17-18,34-48.
[15] Kosslyn, S. M., Thompson, W. L., & 
Ganis, G. (2006). The Case for Mental 
Imagery. New York, New York: Oxford 
University Press.
[16] Lathrop, S. D., Wintermute, S., 
Laird, J. E. (2011), Exploring the Func-
tional Advantages of Spatial and Visual 
Cognition from an Architectural Per-
spective. Topics in Cognitive Science, 3, 
796-818. 
[17] Wintermute, S. (2010). Using Im-
agery to Simplify Perceptual Abstrac-
tion in Reinforcement Learning Agents. 
Proceedings of the Twenty-Fourth AAAI 
Conference on Artificial Intelligence.
[18] Roseman, I. and Smith, C. A. 
(2001) Appraisal theory: Overview, As-
sumptions, Varieties, Controversies. In 
In K. R. Scherer, A. Schorr, & T. John-

stone (Eds.) Appraisal processes in 
Emotion: Theory, Methods, Research, 
3-19. Oxford University Press.
[19] Scherer, K. R. (2001) Appraisal 
considered as a process of multi-level 
sequential checking. In K. R. Scherer, A. 
Schorr, & T. Johnstone (Eds.) Appraisal 
processes in Emotion: Theory, Methods, 
Research. 92-120. Oxford University 
Press.
[20] Marinier, R. P., Laird, J. E., and 
Lewis, R. L., (2009) A Computational 
Unification of Cognitive Behavior and 
Emotion, Cognitive Systems Research, 
10(1), 48-69.
[21] Derbinsky, N., Li, J., and Laird, J. 
E. (2012) A Multi-Domain Evaluation of 
Scaling in a General Episodic Memory. 
Proceedings of the Twenty-Sixth AAAI 
Conference on Artificial Intelligence, 
2012.
[22] Gorski, N. A., Laird, J. E. (2011) 
Learning to use episodic memory Cog-
nitive Systems Research, 12, 144-153
[23] Laird, J. E., Xu, J. Z., and Winter-
mute, S. (2010). Using Diverse Cogni-
tive Mechanisms for Action Modeling. 
Proceedings of the Tenth International 
Conference on Cognitive Modeling, Phil-
adelphia, PA.

Dr John E. Laird
John L. Tishman Professor of Engineer-
ing
Computer Science Division
University of Michigan, USA



No. 134, June 2012     5        

CernoCAMAL: A Bayesian-BDI Cognitive Architecture
Introduction

 
This article presents a Bayesian BDI 
(Belief-Desire-Intention) cognitive ar-
chitecture, dubbed CernoCAMAL, that 
can be used to govern artificial minds 
probabilistically. The primary aim of the 
CernoCAMAL research project was to 
investigate how a predecessor architec-
ture known as CAMAL could be extended 
to reason probabilistically about domain 
model objects through perception, and 
how Bayesian formalism could be inte-
grated into its BDI model to coalesce 
a number of mechanisms and process-
es. Extensive experiments in synthetic 
simulation and robotic test beds dem-
onstrated improvements and increased 
efficacy in the overall cognitive perfor-
mance, success rate, task effectiveness, 
and goal achievement of the CernoCA-
MAL architecture.

 
Motivation

 
CAMAL (Computational Architectures for 
Motivation, Affect, and Learning) [1] is 
an example of a general class of integra-
tive cognitive architectures, drawing to-
gether a number of threads in Cognitive 
Science and Artificial Intelligence, such 
as perception, action, decision making, 
motivation, affect, and learning. CAMAL 
is essentially a UTC (Unified Theory of 
Cognition) [2] that tries to answer some 
of the questions that comprise Norman’s 
Cognitive Science agenda [3]. The mo-
tivation and impetus for developing Cer-
noCAMAL was the considerable evidence 
that probabilistic thinking and reasoning 
is linked to cognitive development and 
plays a role in cognitive functions, such 
as decision making and learning [e.g., 
4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. This led 
us to believe that probabilistic reasoning 
is an essential aspect of the process of 
cognition and, therefore, must be con-
sidered in any adequate description of 
it, such as a cognitive architecture.

 
Framework & Components

 
CAMAL used a variant of the a-CRIBB 
reasoning model [14] i.e. a BDI model 
and an affect model, plus a motivational 
blackboard. At the deliberative level, af-
fective values and affordances can be 
associated with processes and predi-
cates, and then relayed as control sig-
nals to instantiate and modify aspects of 
motivators and their associated repre-
sentations and behaviours [15].

One of the limitations of the BDI 
model, however, was the lack of any ex-
plicit mechanism to express degrees of 
belief. The belief statements represented 
beliefs as categorical states. Therefore, 
they could not be adequately valenced 
via affective values and affordances, 
in line with the affect and motivational 
models. Given that our current research 
presents an affect- and affordance-
based core for the mind [6], it seemed 

reasonable to conjecture that beliefs, 
too, should be grounded in the use of af-
fect with the aim to be consistent across 
different domains, tasks, and levels of 
processing. We, therefore, extended the 
CAMAL architecture and equipped it with 
belief affordances, so that CernoCAMAL 
exploits the same reasoning model, plus 
an extended version of the CAMAL belief 
structure that incorporates probabilities 
as degrees of belief associated with dif-
ferent information sources, in a Bayes-
ian BDI. This formalized the BDI model, 
facilitating the use of a consistent met-
ric across all aspects of affect, reason-
ing, and domain model management. 
 
Extended Belief Structure

 
In CernoCAMAL belief statements are 
represented as graded states, using 
probability and Bayesian formalisms. An 
Extended Belief Structure (EBS) is used 
to represent the degree of beliefs numer-
ically, and then manipulate them, using 
clauses of the form: belief(Descriptor, 
Source, Time, DegBel).

The EBS associates a probability val-
ue DegBel with every belief statement in 
CernoCAMAL which defines the degree 
to which the belief statement is believed 
to be true. This will enable the computa-
tion of changing degrees of belief using 
a Bayesian BDI, affect, and motivational 
models to determine the agent’s inten-
tions, actions, or behaviours. The EBS 
and BDI model are now compatible with 
the way in which the affect and moti-
vational models operate throughout 
CernoCAMAL: having an associated af-
fective magnitude that can fluctuate ac-
cording to success or failure associated 
with that element. Put differently, affect 
now serves as a decision metric and af-
fective values as a currency across the 
entire architecture, including beliefs and 
the BDI model.

 
CernoCAMAL Probabilistic Reasoner

The proposal to use the EBS led to the 
development of the CernoCAMAL Proba-
bilistic Reasoner (CPR) that deliberates 
probabilistically over the perceptual 
feedback generated by reactive subsys-
tems. This development has resulted in 

the CPR consistently reasoning about 
the domain model objects and their in-
stances and consequently keeping Cer-
noCAMAL’s model of its surroundings up 
to date. The belief descriptor ‘apriori_
prob’ that is part of the domain model 
defines the a-priori probability of an ob-
ject being present in the environment: 
apriori_prob(Object, DegBel).

CernoCAMAL’s CPR, given the list 
of domain model objects and assumed 
degree_of_belief for various informa-
tion sources, can compute the changing 
degrees of belief, infer posterior prob-
abilities correctly, assign them to the 
appropriate belief descriptors, and rea-
son probabilistically about the number 
of objects and their instances that may 
be present in the environment.

 
Predator-Prey Tile World

The CernoCAMAL framework was ini-
tially implemented as a situated cogni-
tive agent in a synthetic predator-prey 
test bed. This test bed uses a graphi-
cal tile world with operators that affect 
the world, incorporating a (white) Cerno 
agent, several edible spheres (blue ob-
jects), preys (red agents), and preda-
tors (green agents). A screenshot of this 
synthetic terrain along with its corre-
sponding Prolog command window are 
shown in Figure 1.

Probability computation lends itself 
well to predator-prey scenario, since 
the computed probabilities could im-
ply the extent or risk that a particular 
entity is a predator, etc. The power of 
CPR lies in its memory facility. Sup-
pose the CernoCAMAL cognitive agent 
starts moving in its dynamic, uncertain 
test bed and begins to stumble across 
various objects. The agent’s findings 
are represented as reactive feedback 
lists. Having found a domain model 
object or perhaps an unidentified one, 
the CPR reasons about the probabilities 
of various objects being present in the 
environment. Now, suppose that Cerno 
loses or eats a sphere or prey. That lost 
or eaten instance is withdrawn from the 
simulation world. The epistemological 
difficulty here would be: How does Cer-
no limit the scope of the propositions it 
must re-consider and re-evaluate in the 

Figure 1: Screenshot of Pred-Prey Synthetic Terrain
with its corresponding Prolog Command Window
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light of its actions? This is solved by the 
loss’ or destruction’s memory trail that 
is formed by the Cerno’s CPR; so that 
when an instance is found:
• If the instance list of that object is 

empty (i.e. that object is definitely 
the first to be found), then a new 
unique instance is generated.

• If there is a memory trail of a previ-
ously lost instance, then that pre-
viously generated lost instance is 
re-created, instead of a new incre-
mental one.

• If it can refer to a previously found 
instance, rather than generating a 
new unique instance (rather than 
extending the instance list), then it 
refers to that previously found in-
stance.

• If it has been found for the ‘second’ 
time, then the first one refers to a 
previously found instance and the 
second one generates a new unique 
instance.

• If an instance was eaten, then the 
trail for that instance will be marked 
as destroyed, so that upon finding an 
instance, the identification is made 
based on the fact that it cannot pos-
sibly be that destroyed instance. 

Experimental Results
 

A succession of experiments were car-
ried out to evaluate CernoCAMAL’s over-
all performance, success rate, task ef-
fectiveness, and goal achievement. A 
general sample set of results are pre-
sented in Figure 2 that clearly shows 
a decrease in the number of failures in 
time that occurred compared to CAMAL.

 
Summary and Conclusion

 
Cognition is better viewed as solving 
probabilistic, rather than logical, infer-
ence problems. The Probabilistic ap-
proach to cognition has, therefore, be-
come an established approach [16, 17].

CernoCAMAL uses a Bayesian-BDI 
schema to drive a motivational black-
board. The inclusion of degree-of-belief 
in its belief predicates enables the archi-
tecture to select a focused belief set that 
reflects its current activities, as high-

lighted by actions, objects, and agents 
referenced in a current motivator. The 
motivator enables goal revision and the 
selection of the next goal based on goal 
importance and current beliefs and goal 
success. The deliberative processing of 
these constructs allows the selection of 
an appropriate action related to specific 
objects and tasks. This, in turn, drives 
motivator revision using the association 
construct, which in turn enables belief-
desire-intention combinations to be 
ranked based on the likelihood of their 
success (association values). The goal 
importance, association insistence, mo-
tivator intensity, and degree-of-belief 
are all underpinned by affordances; i.e. 
they are all consistently grounded in af-
fect.

References
 
[1] D.N. Davis, Control States and Com-
plete Agent Architectures, Computa-
tional Intelligence, 17: 621-650, 2001.
[2] A. Newell, Unified Theories of Cog-
nition, Harvard University Press, 1990. 
[3] D.A. Norman, Twelve Issues for 
Cognitive Science, Cognitive Science, 4: 
1-33, 1980.
[4] J. Piaget, Judgment and Reasoning 
in the Child, London: Routledge & Kegan 
Paul, 1928.
[5] J. Piaget and B. Inhelder, The Origin 
of the Idea of Chance in Children, Lon-
don: Routledge & Kegan Paul, 1951.
[6] E. Fischbein, The Intuitive Sources 
of Probabilistic Thinking in Children, 
Dordrecht: Reidel, 1975.
[7] J.M. Shaughnessy, Misconceptions 
of Probability: From Systematic Errors 
to Systematic Errors and Decisions, 
1981 Year Book: Teaching Statistics and 
Probability, 90-100.
[8] D. Green, A Survey of Probability 
Concepts in 3000 Pupils aged 11-16 
years, In Proceedings of the 1st Inter-
national Conference on Teaching Statis-
tics, 2: 766-783, 1983.
[9] R.F. Peard, Student Decision-Making 
in a Game of Chance and Misconcep-
tions in Probabilistic Reasoning, In Pro-
ceedings of the 18th Annual Conference 
of the Mathematics Education Research 
Group of Australia, 469-475, 1995.

[10] J. Truran, Children’s Misconcep-
tions about the Independence of Ran-
dom Generators, In Proceedings of the 
20th International Conference for the 
Psychology of Mathematics Education, 
4: 331-338, 1996.
[11] K. Truran, Children’s Use of a Rep-
resentative Heuristic, In Proceedings of 
the 20th International Conference for 
the Psychology of Mathematics Educa-
tion, 4: 339-346, 1996.
[12] E. Fischbein and D. Schnarch, The 
Evolution with Age of Probabilistic, In-
tuitively-Based Misconceptions, Journal 
of Research in Mathematics Education, 
28(1): 96-105, 1997.
[13] J. Way, The Development of Young 
Children’s Notions of Probability, In Pro-
ceedings of the 3rd Conference of the 
European Society for Research in Math-
ematics Education, Thematic Group, 5, 
2003.
[14] D.N. Davis and S.C. Lewis, Affect 
and Affordance: Architectures with-
out Emotion, In Proceedings of AAAI 
04 Spring Symposium, Stanford, USA, 
2004.
[15] D.N. Davis, Cognitive Architectures 
for Affect and Motivation, Cognitive 
Computation, 2:199-216, 2010.
[16] M. Oaksford and N. Chater, Bayes-
ian Rationality: The Probabilistic Ap-
proach to Human Reasoning, Oxford 
University Press, 2007.
[17] M. Oaksford and N. Chater, Précis 
of Bayesian Rationality: The Probabi-
listic Approach to Human Reasoning, 
Behavioural and Brain Sciences, 32:69-
120, 2009.

CernoCAMAL (cont.)

Figure 2: Overall Reduction in the Number of Failures
between CAMAL and CernoCAMAL architectures

Hossein Miri
PhD Candidate
Department of Computer Science,
University of Hull



No. 134, June 2012     7        

Cognitive science is not computer science
In AISBQ #133 two articles struck a 
nostalgic tone for the days of good-old 
fashioned AI.  While reminiscing about 
the late John McCarthy, Sloman de-
fended the principles of symbolic AI as 
a means of understanding human intel-
ligence.  This sentiment was echoed by 
Langley, who lamented that the found-
ing ideals of symbolic AI had fallen into 
disfavor.  He concluded that these ideals 
remained valid and advocated for their 
re-adoption by researchers and educa-
tors.

I want to strike a different tone, 
namely that the way out of the crisis of 
symbolic AI should lead us forward, not 
backwards.  I agree with Langley that 
research in AI can provide useful heu-
ristics to guide our search for a viable 
theory of mind, but it is precisely for 
that reason that I think that the com-
putationalist theory of mind should be 
abandoned.

  AI was one of the foundational dis-
ciplines of cognitive science, but now  
the strongest voice in cognitive science 
is that of neuroscience which does not 
speak in symbolic terms as researchers 
are more interested in identifying neural 
correlates of cognition. In addition, with 
the growing interest in consciousness 
science, new methods are being de-
veloped to measure and describe what 
lived experience is like.  I do not agree 
with the neuro-chauvinist attitude of 
cognitive science, but I think that there 
are good reasons why research in AI is 
nowadays mainly restricted to computer 
science departments: the computation-
al theory of mind, which tried to pro-
mote symbolic AI as a scientific theory 
of natural mind, is untenable.  

In methodological terms there are 
serious problems with the computer 
metaphor.  On the one hand, computa-
tional logic is independent from any par-
ticular means of realization.  While this 
initially appeared to be an advantage, 
since it allowed computer scientists to 
study the mind without considering bi-
ological details, it now blocks genuine 
dialogue with neuroscientists.  On the 
other hand, computational logic is also 
independent from personal experience.  
Again, while this appeared to be an ad-
vantage because it allowed researchers 
to avoid the difficult topics of introspec-
tion and consciousness, it now blocks 
genuine dialogue with the new field of 
consciousness science. 

Even outside this neuroscience-psy-
chology-philosophy triad, the computa-
tional hypothesis of human nature has 
fallen out of favor.  Anthropology, for ex-
ample, has little use for a theory which 
assumes that symbols are the build-
ing blocks of mechanisms located in-
side an individual mind (or even brain), 

given that a symbolic representation as 
such only makes sense in its context of 
shared socio-cultural practices [1].

While symbolic AI has been indeed 
successful in many areas and continues 
to be a driving force in the digital tech-
nological revolution [2], as a scientific 
theory of the human mind, it misses 
the point.  What are the alternatives? 
I believe that cognitive science should 
replace the computationalist metaphor 
with an existential stance that centers 
on the living (biological) and lived (ex-
periential) body [3].

I suggest that a more encompassing 
science of human nature must be able 
to intertwine an understanding of how 
the fundamental values that are gov-
erned by our metabolic existence are 
shaped by the enabling and constraining 
concerns of our socio-cultural existence.  
To do so we need to be able to integrate 
dynamic processes at a range of time 
scales, and at a range of levels (indi-
vidual, dyadic, social, cultural, etc.), 
and we must be able to connect those 
dynamics with changes in the first-per-
son experience of the people who are 
embedded in them.  All of these areas of 
research together form what has been 
called the paradigm of “enaction”.  I be-
lieve that a suitably revised AI can play 
a role in all of these aspects.

For example, consider the role of 
biological foundations.  There are good 
reasons for accepting that there is no 
mind without life, and that life requires 
some kind of material self-constitution, 
i.e.  metabolism.  It is in the messy pro-
cesses of continuous self-creation that 
living and mental autonomy is rooted 
(some issues related to this perspective 
have been discussed by Boden [4]). 

 While robots do not have to be 
physically self-producing in order to 
support some form of self-constitution, 
‘enactive’ AI could re-conceive a robot 
as a kind of interface, with the capac-
ity to allow autonomous dynamics to 
emerge in the domain of interaction.

Interestingly, these autonomous dy-
namics can also be found in the case of 
social interaction.  Moreover, when so-
cial interactions take on a ‘life of their 
own’ they can enable and constrain 
the actions of the individuals.   I have 
shown how simple agent-based models 
can help to understand autonomous so-
cial dynamics, and why these dynamics 
cannot be reduced to internal mecha-
nisms alone.  Accordingly, research in AI 
can help social psychologists by provid-
ing alternative hypotheses about social 
interaction that do not depend on the 
computer metaphor.  It is even possible 
to relate these findings to consciousness 
studies, because the dynamic structures 
of social interaction can inform our un-

derstanding of the dynamic structures 
of intersubjectivity.   In this way, agent-
based research into behavioral dynam-
ics can be used as an extension of phe-
nomenological philosophy.  

Another application of this approach 
can be found in the field of human-robot 
interaction.  Importantly, this area of re-
search explicitly brings a human partici-
pant into play.  One of the key insights 
of the enactive approach is that the 
practical use of any technology modu-
lates our lived experience.  A particu-
larly striking example of this is the way 
in which the use of sensory substitution 
interfaces can constitute new kinds of 
perceptual experience.    I see this as a 
promising possibility for the AISB com-
munity to connect with what is going 
on in consciousness science.  The field 
of human-computer interfaces enables 
a systematic study of how variations 
in the sensorimotor dynamics enabled 
by the technological interface relate to 
variations in the lived experience of the 
human user.

A shift from computationalism to an 
enactive approach provides many novel 
possibilities.  Freed from the limitations 
of the computer metaphor, the methods 
of AI are useful scientific tools to help 
us in our investigation of the complex 
systemic organization of life, mind and 
sociality which can help us to better un-
derstand the regularities of human ex-
perience as we interact with our tech-
nological world.  These opportunities to 
engage in the next phase of cognitive 
science are surely good news for all of 
us who were initially drawn to AI be-
cause of an interest in the human mind.   
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Information exchange in population-based algorithms

Introduction
  

In a recent conference – International 
Conference on Evolutionary Compu-
tation Theory and Application (ECTA 
2011) – among other discussions and 
presentations on evolutionary com-
putation, a special session was held 
to discuss the Future of Evolutionary 
Computation. One of the papers pre-
sented in the special session proposed 
the integration of Swarm Intelligence 
(SI) algorithms and Evolutionary al-
gorithms (EAs) as one possible future 
approach in the Evolutionary Compu-
tation (EC) [1].

This work narrates the early re-
search on using Stochastic Diffusion 
Search (SDS) – a swarm intelligence 
algorithm – to empower the Differ-
ential Evolution (DE) algorithm – an 
evolutionary algorithm – over a set 
of optimisation problems. The results 
reported suggest that the resource al-
location mechanism deployed in SDS 
has the potential to improve the op-
timisation capability of the classical 
evolutionary algorithm used in this 
experiment.

In the literature, nature inspired 
swarm intelligence algorithms and 
biologically inspired evolutionary al-
gorithms are typically evaluated us-
ing benchmarks that are often small 
in terms of their objective function 
computational costs [2]; this is often 
not the case in real-world applications. 
This paper is an attempt to pave the 
way for more effectively optimising 
computationally expensive objective 
functions, by deploying the SDS dif-
fusion mechanism to more efficiently 
allocate DE resources via information-
sharing between the members of the 
population.

We introduce SDS [3], a multi-
agent global search and optimisation 
algorithm, which is based on simple 
interaction of agents. SDS is inspired 
by one species of ants, Leptothorax 
acervorum, using a ‘tandem calling’ 
mechanism (one-to-one communi-  
cation), where the forager ant which 
finds the food location, recruits a sin-
gle ant upon its return to the nest, 
and therefore the location of the food 
is physically publicised. A high-level 
description of SDS is presented in the 
form of a social metaphor (the Mining 
Game) demonstrating the procedures 
through which SDS allocates resourc-
es.

The Mining Game

This metaphor provides a simple high-
level description of the behaviour of 
agents in SDS, where mountain range 

is divided into hills and each hill is di-
vided into regions:

A group of miners learn that there 
is gold to be found on the hills of 
a mountain range but have no in-
formation regarding its distribu-
tion. To maximize their collective 
wealth, the maximum number of 
miners should dig at the hill which 
has the richest seams of gold (this 
information is not available a-prio-
ri). In order to solve this problem, 
the miners decide to employ a sim-
ple Stochastic Diffusion Search.
• At the start of the mining pro-

cess each miner is randomly 
allocated a hill to mine (his hill 
hypothesis, h).

• Every day each miner is allo-
cated a randomly selected re-
gion, on the hill to mine.

At the end of each day, the prob-
ability that a miner is happy is 
proportional to the amount of gold 
he has found. Every evening, the 
miners congregate and each miner 
who is not happy selects another 
miner at random for communica-
tion. If the chosen miner is happy, 
he shares the location of his hill 
and thus both now maintain it as 
their hypothesis, h; if not,  the un-
happy miner selects a new hill hy-
pothesis to mine at random. 
As this process is isomorphic to 

SDS, miners will naturally self-organ-
ise to congregate over hill(s) of the 
mountain with high concentration of 
gold.

In the context of SDS, agents take 
the role of miners; active agents be-
ing ‘happy miners’, inactive agents be-
ing ‘unhappy miners’ and the agent’s 
hypothesis being the miner’s ‘hill-hy-
pothesis’.

The SDS algorithm commences a 
search or optimisation by initialising its 
population (e.g. miners, in the mining 
game metaphor). In any SDS search, 
each agent maintains a hypothesis, h, 
defining a possible problem solution. 
In the mining game analogy, agent 
hypothesis identifies a hill. After ini-
tialisation two phases are followed: 
Test and Diffusion Phases.

In the test phase, standard SDS 
checks whether the agent hypothesis 
is successful or not by performing a 
partial hypothesis evaluation which 
returns a boolean value. Later in the 
iteration, contingent on the precise 
recruitment strategy employed, suc-
cessful hypotheses diffuse across the 
population, allowing information on 
potentially good solutions to spread 
throughout the entire population of 
agents.

In the Diffusion phase, each agent 

recruits another agent for interaction 
and potential communication of hy-
pothesis. In the mining game meta-
phor, diffusion is performed by com-
municating a hill hypothesis.

In this work, the coupling strategy 
is presented, followed by a brief dis-
cussion.

Coupling SDS and DE

The goal of this process is to verify 
whether the information diffusion and 
dispensation mechanisms deployed in 
SDS may on their own improve the 
behaviour of Differential Evolution al-
gorithm (DE).

DE, one of the most successful 
Evolutionary Algorithms (EAs), is a 
simple global numerical optimiser over 
continuous search spaces which was 
first introduced by Storn and Price [4].

DE is a population based stochastic 
algorithm, proposed to search for an 
optimum value in the feasible solution 
space. This work uses one variations 
of DE (DE/best/1). More information 
available in [1].

In the new architecture introduced 
in the paper, a standard set of bench-
marks (from [5, 6] test suite) are 
used to evaluate the performance of 
the coupled algorithm. The resource 
allocation (or recruitment) and par-
tial function evaluation sides of SDS 
are used to assist allocating resources 
after partially evaluating the search 
space.

Each DE agent has three vectors 
(target, mutant and trial vectors); and 
each SDS agent has one hypothesis 
and one status. In the experiment re-
ported here (coupled algorithm), as 
stated before, SDS test diffusion cycle 
is run for n Function Evaluations (FEs) 
and then DE commences with the op-
timisation, taking its target vectors 
from SDS agents’ positions. The de-
tails on the parameters values, imple-
mentation issues and the pseudo-code 
are reported in [1].

In the test phase of a stand-
ard stochastic diffusion search, each 
agent has to partially evaluate its hy-
pothesis. The guiding heuristic is that 
hypotheses that are promising are 
maintained and those that appear un-
promising are discarded. 

In this work, the test phase is con-
ducted by comparing the fitness of 
each agent against that of a random 
one; if the selecting agent has a bet-
ter fitness value, it will become active, 
otherwise it will be flagged inactive.

In the diffusion phase, each inac-
tive agent picks another agent ran-
domly, if the selected agent is active, 
the selected agent communicates its 
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Information exchange (cont.)
hypothesis to the inactive one; if the 
selected agent is also inactive, the se-
lecting agent generates a new hypoth-
esis at random from the search space.

As outlined in our ECTA paper [1] 
after the initial n FEs during which 
SDS test diffusion cycle iterates, DE 
algorithm should run.

In this work, a number of experi-
ments are carried out and the perfor-
mance of one variation of DE algorithm 
(DE/best/1) is contrasted against the 
coupled SDS-DE algorithm (sDE). As 
mentioned earlier, the algorithms are 
tested over a number of standard 
benchmarking functions, preserving 
different dimensionality and modality 
(see [7] for more information on the 
benchmarks used).

The experiments are conducted 
with the population of 100 agents and 
the halting criterion for this experi-
ment is when the algorithms perform 
300, 000 FEs.

There are 30 independent runs 
for each benchmark function and the 
results are averaged over these inde-
pendent trials.

DE is run after 100, 000 FEs until 
the termination criterion which is 300, 
000 FEs. These values were selected 
merely to provide a brief initial ex-
ploration of the behaviour of the new 
coupled algorithm; no claim is made 
for their optimality.

In the results, over all bench-
marks, other than one (out of 14), DE 
algorithm does not significantly out-
perform the coupled algorithm. On the 
other hand, in most cases (9 out of 14 
benchmarks), the coupled algorithm 
significantly outperforms the classical 
DE  algorithm.

Discussion

The resource allocation process under-
lying SDS offers three closely coupled 
mechanisms to the algorithm’s search 
component to speed its convergence 
to global optima:
• ‘efficient, non-greedy information 

sharing’ instantiated via positive 
feedback of potentially good hy-
potheses between agents;

• dispensation mechanism – SDS-
led random-restarts – deployed as 
part of the diffusion phase;

• random ‘partial hypothesis evalu-
ation’, whereby a complex, com-
putationally expensive objective 
function is broken down into ‘k in-
dependent partial-functions’, each 
one of which, when evaluated, 
offers partial information on the 
absolute quality of current algo-
rithm search parameters. It is this 
mechanism of iterated selection of 

a random partial function that en-
sures SDS does not prematurely 
converge on local minimum.

To further analyse the role of SDS 
in the coupled algorithm, the diffusion 
phase of SDS algorithm is modified 
to investigate the dispensation effect 
caused by randomising a selection of 
agent hypotheses (effectively instan-
tiating the population with SDS-led 
random-restarts). In other words, af-
ter the SDS test phase, the hypothesis 
of each inactive agent is randomised.

As the results reported in [1] sug-
gest, although information sharing 
plays an important role in the perfor-
mance of the coupled algorithm, the 
significance of dispensation mecha-
nism (randomly restarting the inactive 
agents) in improving the performance 
of the algorithm cannot be discarded.

In some cases (3 out of 14), solely 
the dispensation mechanism (sDis-
pDE), which is facilitated by the test 
phase of the SDS algorithm, demon-
strates a significantly better perfor-
mance compared to the coupled algo-
rithm. However, in several cases, the 
coupled algorithms outperform the 
modified algorithm (7 cases), out of 
which 4 cases are performing signifi-
cantly better.

It is shown that out of 14 bench-
marks, sDE exhibits the best perfor-
mance as it is among the most sig-
nificant in 9 cases; sDispDE and DE 
are among the best in 7 and 2 cases, 
respectively.

The results show the importance of 
coupling the SDS-led restart mecha-
nism (dispensation mechanism) and 
the information sharing which are 
both deployed in SDS algorithm.

The third SDS component feature, 
which is currently only implicitly ex-
ploited by the coupled algorithm, is 
‘randomised partial hypothesis evalu-
ation’ (see [7] for a detailed explana-
tion on the implicit deployment of this 
feature). This work aims at emphasis-
ing the role of information exchange 
as an influential factor in assisting EA 
optimisers; it also reinforces the idea 
of the integration of SI algorithms with 
EAs as a potential future approach in 
Evolutionary Computation.
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Book review: Luciano Floridi, The Philosophy of Information
Professor Luciano Floridi is on the course 
of developing an overarching collection 
of books, referred to by himself as Prin-
cipia Philosophiae Informationis. The 
book The Philosophy of Information is 
the first volume in this collection.

As Floridi himself warns the reader, 
“... this is not an easy book to read, to 
put it mildly.” It is very dense and the 
author's writing style, although elegant 
and witty, can be a little overwrought  at 
some points.

The book is neatly structured, and its 
structure becomes clearer as the reader 
progresses along the chapters. The first 
three chapters are meta-theoretical and 
lay some methodological foundations 
upon which the following chapters are 
built. 

In chapter 1 (What is the philoso-
phy of information?) the author sets the 
framework for the whole book. Depend-
ing on the reader's background it can be 
quite hard to read, as its arguments are 
grounded on a large collection of biblio-
graphical references.

In chapter 2 (Open problems in the 
philosophy of information) the author 
takes the famous Hilbert twenty three 
problems as a model, and introduces 
eighteen problems, whose solutions 
should enlighten the field of Philosophy 
of Information. These problems, how-
ever, are not quite used as open prob-
lems in the sense suggested by Hilbert 
over a hundred years ago, instead they 
are guidelines which provide some di-
rections for the discussions and results 
presented in the following chapters.

In chapter 3 (The method of levels of 
abstraction) the author analyses care-
fully how concepts and domains can be 
organised in different levels of abstrac-
tion, and how this methodology can help 
in the organisation of knowledge.

In chapters 4 to 8 the author builds 
his theory of semantic information, step 
by step. In chapter 4 (Semantic infor-
mation and the veridicality thesis) he 
builds the notion of semantic informa-
tion as well-formed, meaningful and 
truthful data. In chapter 5 (Outline of 
a theory of strongly semantic informa-
tion) he further develops this notion and 
introduces a quantitative theory of se-
mantic information.

In chapter 6 (The symbol ground-
ing problem) the author discusses the 
age-old problem of attaching meaning 
to symbols. In chapter 7 (Action-based 
semantics) he introduces his own pro-
posed solution for this problem, which 
is related to—and influenced by—the 
research tradition on cognitive robotics.

In chapter 8 (Semantic information 
and the correctness theory of truth) the 
author tackles the problem of ascribing 
truth to data, in order to qualify pieces 

of data as semantic information.
In chapter 9 (The logical unsolv-

ability of the Gettier problem) Floridi 
discusses the arguments presented by 
Gettier in his famous 1963 article [1] to 
concur with that author  that the char-
acterisation of knowledge as justified 
true belief is less precise than required 
or expected.

In chapters 10 to 12 the author 
makes use of the foundations built in 
the previous nine chapters to introduce 
a logic of information—an important no-
tion which is carefully presented in this 
book, revising and detailing previous 
presentations as technical papers—as 
well as a theory of knowledge based on 
information, in which, given certain pre-
requisites, information can be upgraded 
to knowledge.

In chapter 10 (The logic of being 
informed) the author introduces an in-
formation logic, as a multimodal logic 
whose axioms are carefully selected 
in order to obtain the desired proper-
ties for a modal operator “a is informed 
that p”. In chapters 11 (Understanding 
epistemic relevance) and 12 (Semantic 
information and the network theory of 
account) he introduces conceptual tools 
upon which the pre-requisites to up-
grade information to knowledge can be 
built.

In chapter 13 (Consciousness, 
agents, and the knowledge game) the 
author discusses the notion of con-
sciousness, based on the results from 
the previous twelve chapters. 

As well as tickling the philosophically 
minded reader, chapters 10 to 13 can be 
of particular interest to researchers on 
Artificial Intelligence, as they focus on 
synthetic agents and provide sketches 
of computational theories which can 
be implemented and used for empirical 
research. The final two chapters in this 
remarkable book have a different tone. 

In chapter 14 (Against digital ontol-
ogy) the author discusses the difference 
between a digital ontology, according to 
which the ultimate nature of reality is 
digital, and informational ontology, ac-
cording to which the ultimate nature of 
reality is structural, and explains why he 
prefers the latter.

In chapter 15 (A defence of informa-
tional structural realism) Floridi closes 
the book, presenting in detail his pro-
posed informational ontology and, this 
way, proposing the Philosophy of Infor-
mation as an alternative foundation for 
a Philosophy of Science.

The book ends—as expected—with 
the bibliographical references referred 
to along the text. The size and breadth 
of the collection of references are worth 
highlighting, as they display the solid 
grounding upon which Floridi has built 

his work, and are a most valuable gift 
granted by the author to the interested 
reader.

Given the breadth and depth of cov-
erage of all its topics, the careful organ-
isation and structuring of concepts, and 
the relevance of its contents, The Phi-
losophy of Information shall be deemed 
essential reading for philosophers and 
computer scientists alike, especially 
those interested in Artificial Intelligence.
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Book review: Joscha Bach, Principles of Synthetic Intelligence
Published in 2009, “Principles of Syn-
thetic Intelligence” (PSI) has passed un-
der the radar of most readers. With zero 
reviews on Amazon (as of this writing) 
after three years, it deserves better. Its 
major impediment to attracting readers 
in the English-speaking world is that it is 
based on a relatively unknown body of 
work from Dietrich Dörner at Bamburg 
which remains untranslated from the 
original German. Hopefully, readers will 
give it another chance, once this review 
comes out.

The book itself consists of roughly 
three sections of content: a presenta-
tion of the PSI theory of Dörner for the 
first time in English, then a summary of 
work done by others using the PSI the-
ory, ending in a detailed implementation 
of the theory in the author’s MicroPSI 
architecture.

PSI itself is a cognitive architecture 
and the brainchild of Dörner. However, 
prior to this book, it was mainly de-
fined informally by reference to specific 
implementations by Dörner and others. 
Bach goes to great lengths to summa-
rize, condense, and extract the theory 
from the various parts and pieces that 
have been produced by Dörner and 
others. MicroPSI is the implementation 
of that theory by Bach (as part of his 
Doctoral work), which makes the the-
ory workable by implementing several 
restricted parts of the PSI theory in a 
way that makes it attractive for use by 
researchers.

The PSI cognitive architecture is 
Neuro-symbolic and is derived from ho-
meostatic agents that seek to fulfill mo-
tivations. The system grounds symbols 
in particular neural representations are 
theoretically uniform, where a single 
kind of structure can be used to repre-
sent anything in the system. The sym-
bol grounding is particularly interesting 
and detailed, and it is worth reading the 
book just to see how it works.

The theory claims that the mind is 
a “perceptual symbol system”, where 
all symbols are somehow perceptually 
grounded, as opposed to an amodal 
symbol system like ACT-R. For example, 
the concept “dog” in PSI would refer-
ence perceptual information (visual im-
ages perhaps) that the agent had en-
countered previously, but in ACT-R, it 
would be represented in some form of 
abstract statement in a predicate calcu-
lus not necessarily tied to any real per-

ceptions.
Another major part of the PSI archi-

tecture is the centrality of motivations. 
Rather than being tacked onto a cogni-
tive system, motivations are the part of 
the system that control what and why 
a mind would act. Major motivations 
include analogs of hunger, thirst, pain, 
certainty, competence, and social affili-
ation. These motivations are represent-
ed in the architecture as demands that 
increase over time, which are perceived 
by an agent as urges, and then used as 
motives to create goals.

The simple physiological demands 
work as expected, but the cognitive de-
mands of certainty and competence, as 
well as the social demand of affiliation 
are quite interesting. For instance, the 
urge to increase certainty can motivate 
an agent to explore its environment if 
little is known about it.

Emotion is also a central part of the 
PSI theory, and it is non-trivially incor-
porated into the system. Rather than 
being an external module, or a set of 
parameters, emotion is a dynamic re-
configuration of the system in light of 
experience. Certain key cognitive con-
straints can be changed based on feed-
back from the agent’s behaviours in the 
environment, similar to a startle re-
sponse to an unexpected outcome of an 
agent’s actions. Because it is dynamic, 
it will change over time as well as in 
response to external events. Interest-
ingly, researchers have made models 
of personality features using this, and 
have been able to verify some predicted 
emotional behaviors empirically using 
human subjects.

In addition to the particularly inter-
esting parts already mentioned, Bach 
provides an extensive review of the 
domains that PSI has been applied to, 
including social modeling, language 
studies, vision, and others. PSI pro-
vides either answers or partial answers 
for many big questions about cognition, 
though it is very much a living theory.

Overall, this book is filled with hid-
den gems, and should be on the read-
ing list for anyone interested in symbol 
grounding, motivations, emotions, so-
cial modelling, or similar topics.

Principles of Synthetic Intelligence PSI: 
An Architecture of Motivated Cognition. 
Oxford University Press. 2009. 399 pag-
es. ISBN: 0195370678

Ryan Kaulakis
Graduate Student
College of Information Sciences and 
Technology,
Penn State University, USA
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Event report: Roger Needham Lecture
On Tuesday 1st November, 2011, the 
BCS staged the 2011 Roger Needham 
Lecture at the Royal Society in London. 
In this annual lecture the winner of the 
BCS Roger Needham Award is officially 
awarded the prize and presents their 
work to the public. This year’s winner is 
Prof Maja Pantic from Imperial College 
London. The lecture on ‘Machine Under-
standing of Human Behaviour’ present-
ed a decade’s research in the area.

Following an introduction by Prof 
Jim Norton (president of the BCS), the 
BCS/CPHC Distinguished Dissertations 
awardees were announced by Prof Ann 
Blandford (UCL). The prize was awarded 
to Daniel Greenfield (Cambridge Univer-
sity); runner up is Vera Demberg-Win-
terfall (Edinburgh).

The presentation of the Roger Need-
ham Award 2011 to Prof Maja Pantic was 
carried out by Dr Andrew Blake (Head of 
Microsoft Research), who identified her 
as a driving force in the area of human 
behaviour recognition. In her excellent 
lecture on Facial Behaviour Understand-
ing, Maja engrossed the audience with 
her enthusiasm for the research she has 
committed herself to.

She introduced the audience con-
sisting of academics and representa-
tives from industry to the history of her 
research in the area of facial expression 
recognition. This started in an MSc proj-
ect on static analysis of human facial 
expressions at Delft. Here, she explored 
prototypic facial expressions using rule-
based systems and was able to distin-
guish six basic expressions.

A total of 45 facial action units di-
rectly linked to the contraction of mus-
cles were subsequently established, but 
not all of these were recognisable with 
the methods at hand in 2001. The prob-
lems related to motion and dynamic ex-
pression were not recognisable at the 
time. This led to the development of a 
technique called facial point tracking,  
which has been the focus of Maja’s re-
search over the past 10 years.

One of the problems calling for a 
solution was sudden and drastic head 
movement. Also, drastic changes in il-
lumination would previously prevent fa-
cial expressions from being recognised. 
Temporal models have been developed 
to help identify errors due to artifacts 
by enabling to track actual possibilities 
given the requirements of the physical 
muscular movement. Temporal evolu-

Dr Berndt Müller 
Senior Lecturer in Computing,
Faculty of Advanced Technology
University of Glamorgan

tion in face videos offers possibilities 
to detect spontaneous laughter as op-
posed to acted laughter (real joy versus 
acted happiness). Affective dimensions 
of dynamic continuous behaviour then 
led to multi-dimensional continuous 
interpretation-space mappings rather 
than the discretisation used in previous 
approaches. A new regression method 
has been established to deal with these.

Maja Pantic concluded her lecture 
with thanks to her group and all of her 
previous collaborators, without whom 
the development of many techniques 
would not have been possible.

In the question and answer session, 
Maja competently and enthusiastically 
answered questions on how success-
fully people can mask their emotions, 
the impact of her work in other areas, 
the extent to which expressions are 
learnt, the processing power needed for 
the analysis, and possible extensions 
of existing speech recognition with her 
expression recognition techniques. She 
emphasised that she ultimately wants 
to help people understand themselves 
better, in particular persons struggling 
in social interactions.

The event closed with a vote of 
thanks byTom McEwan (Napier Univer-
sity) and a buffet.

The lecture was filmed and is going 
to be made available from the BCS web 
site (http://www.bcs.org/).
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On 13th March 2012, Professor Mark 
Bishop gave his inaugural lecture to a 
full lecture theatre at Goldsmiths, Uni-
versity of London. Entitled “Radical 
post-cognitivism: new approaches to 
intelligence and the mind”; described 
as the “integration of a lifetime’s work”, 
the theme was how the underlying as-
sumptions of Cognitive Science have 
changed during Bishop’s career, and 
how he sees it developing in the future. 
The core argument was that much con-
temporary Cognitive Science research 
tacitly assumes intelligence is the re-
sult of computations upon conceptual 
representations; a philosophical stance 
that is at least questionable given many 
longstanding critiques [2].

Bishop identified three avenues by 
which Computationalism came to per-
vade Cognitive Science: (i) explicitly, 
that cognition was taken to be defined 
as computation upon representations; 
(ii) implicitly, that cognition could be 
defined as computation upon vectors 
of real numbers and (iii) descriptively, 
through confusion of accurate computa-
tional models of neurons with “an onto-
logical claim about the reality of what 
neurons do”.“We can describe the oper-
ation of brain neurons mathematically, 
computationally, but that’s no reason 
to believe that brain neurons really do 
compute.”

The current state of the art of AI was 
addressed with a video of IBM’s Watson 
and a live demonstration of Apple’s Siri, 
which both seamlessly integrate natural 
language processing, voice recognition 
and information retrieval to a degree 
that many would have considered un-
feasible only a few years ago, espe-
cially without extensive user calibration. 
Bishop noted that these undeniable suc-
cesses utilised an approach that was 
not inspired by, or were attempting to 
recreate, human intelligence. As such, 
contemporary artificial intelligence was 
shown to have successful applications, 
but was limited in its explanatory power.

Bishop continued by identifying 
weaknesses in a computational ac-
count of the mind, firstly the human 
mind was suggested to be capable of 
insights unreachable through logical 
inference. This argument, citing John 
Lucas, Roger Penrose, and Kurt Gödel, 
showed there exist logical statements 
that a human can see to be true but 
a computational process could never 

prove to be true. Bishop subsequently 
questioned the very notion of compu-
tation, claiming that the criteria for 
assigning computational properties to 
a process are “observer relative”. This 
claim was fortified with reference to 
his earlier work on John Searle’s Chi-
nese Room argument which criticises 
the notion that computation could ever 
lead to understanding and Bishop’s own 
“Dancing with Pixies” argument which 
aims to demonstrate that a strong 
computational theory of mind implies 
panpsychism [5].

The other branch of computational-
ism, that mental processes manipulate 
representations, was considered next. 
An entertaining demonstration of inat-
tentional blindness (including a few extra 
surprises for anyone who had previously 
“seen the gorilla”) the success of which 
questions whether the human mind ac-
tually processes a camera-like represen-
tation of the visual scene. Subsequently, 
the homuncular argument which claims 
that explaining vision with representa-
tions begs the question as the represen-
tations themselves require an observer. 
Bishop cited Dennett’s “content/vehicle 
distinction” clarifying he was not deny-
ing the existence of patterns of neu-
ral activity that appeared to represent 
the outside world, but that their exis-
tence was not suffcient evidence that 
they were being exploited as such by 
the mind.

As an introduction to an alternative 
to computationalism, Bishop described 
the operation of a centrifugal (or “Watt”) 
Governor, as an example of adaptive 
real-time behaviour, without objective 
representations. This led to a discus-
sion of swarm intelligence, where intel-
ligent behaviour can appear to emerge 
without the existence of a central ex-
ecutive controller or any encoding of a 
global goal. The application of this ap-
proach was further demonstrated with 
a discussion of the success of Bishop’s 
implementations of Stochastic Diffusion 
Search [1].

This led to Bishop’s concluding 
claim, that artificial intelligence and 
cognitive science are finally part-
ing ways, artificial intelligence apply-
ing computational techniques on “big 
data” to real problem solving, but at the 
expense of providing insights on big 
questions about mind. Cognitive science 
can continue to address these ques-

tions, but to do so requires a change of 
tack to align itself more with philoso-
phers such as the phenomenologists 
Maurice Merleau-Ponty, Humberto Mat-
urana and Francisco Varela who empha-
sise the role of the body, environment 
and action. Bishop encapsulated this 
emphasis in the phrase “My brain, in my 
body, in our world.”

On these grounds Bishop identified 
the “four Es” defining characteristics 
for a new era of cognitive science, that 
research should recognise the extent 
to which they are: Ecological, account-
ing for the environment; Embodied, 
concerning the physical presence of a 
system; Embedded, concerning the sys-
tem’s relation to the environment; En-
active, concerning the role of action.

 
References

 
[1] M. Bishop. Stochastic Searching 
Networks. In First IEE Conference on 
Artifical Neural Networks, pages 329–
331, 1989.
[2] M. Bishop. A cognitive computation 
fallacy? cognition, computations and 
panpsychism. Cognitive Computation, 
1(3):221–233, 2009.
[3] M. Bishop. Radical post-cognitivism: 
new approaches to intelligence and the 
mind. March 2012. Inaugural lecture 
given at Goldsmiths, University of Lon-
don.
[4] S.J. Nasuto, M. Bishop, and K. De 
Meyer. Communicating neurons: A con-
nectionist spiking neuron implementa-
tion of stochastic diffusion search. Neu-
rocomputing, 72(4-6):704–712, 2009.
[5] J. Preston and M. Bishop. Views 
Into the Chinese Room: New Essays on 
Searle and Artificial Intelligence. Clar-
endon Press, 2002.

Event report: Inaugural lecture — “Radical post-cognitivism: 
New approaches to intelligence and the mind”

Andrew Owen Martin
PhD Candidate, 
Department of Computing 
Goldsmiths, University of London



14       AISB Quarterly

My Ph.D. adviser, David L. Waltz, passed 
away March 22nd 2012 at the age of 68 
after suffering a year with brain can-
cer.  He is survived by his wife Bonnie, 
daughter Vanessa, son Jeremy, daugh-
ter-in-law Cathy, granddaughter Han-
nah, and brother Peter.

Dave had a long and illustrious ca-
reer.  He grew up in Massachusetts and 
earned all three of his degrees at the 
Massachusetts Institute of Technol-
ogy. His Ph.D. from the MIT AI Lab, ini-
tially supervised by Marvin Minsky, but 
completed under Patrick Winston, has 
stood the test of time as a significant 
milestone in AI. He advanced the image 
labeling work of Huffman and Clowes, 
moving from trihedral vertices to verti-
ces of 4 and 5 along with cracks and 
shadows. He laboriously counted and 
catalogued all the legal ways such verti-
ces could be labeled and discovered that 
the constraint propagation algorithm 
ran much faster than expected because 
the ratio of physically plausible labels to 
logical labels was much smaller. [1]

Dave assumed his first faculty posi-
tion at the University of Illinois, Urba-
na-Champaign, and tried to recreate 
the ambitious atmosphere of MIT in 
the middle of the cornfields of the Mid-
west. Luminaries such as Richard Ga-
briel and Tim Finin followed him from 
MIT to Urbana, and he produced a se-
ries of notable Ph.D students including 
Harry Tennant who went to Texas In-
struments, Brad Goodman who went to 
Mitre, and George Hadden who went to 
3M, among many others.  Although he 
did some additional work in computer 
vision, Dave switched his focus fully into 
Natural Language Processing, using Bill 
Wood’s Augmented Transition Networks 
to perform queries to Naval Databases 
[2].  I arrived in Urbana after working at 
IBM in 1980 and was accepted into the 
Waltz lab, where I started work on psy-
chologically plausible parsing which led 
to early work in connectionism, in a pa-
per co-authored with David titled “Mas-
sively Parallel Parsing” [3].  Dave was 
also involved in the brainstorming which 
lead to the major real-estate develop-
ment at Illinois called the Beckman Cen-
ter.  I remember sitting in his office with 
him spinning up a tale of twin towers of 
“natural brain” from molecules upward 
to brain scanning, and “synthetic mind” 
from chips up to AI and cognitive sci-
ence.  Dave successfully recruited major 

young figures in AI to Urbana, including 
Gerald Dejong and Kenneth Forbus.

Then, in 1984, Dave was called by 
Marvin Minsky to return to Cambridge 
to “relive the early days of the AI lab” 
as part of an MIT spin-off called Think-
ing Machines founded by Danny Hillis.  
In addition to the job at Thinking Ma-
chines, Dave began a part-time tenured 
position at Brandeis, which sought his 
help in developing its fledgling Comput-
er Science department.

Both at Thinking Machines and at 
Brandeis with his Ph.D. students who 
followed him from Illinois (Tony Mad-
dox, Hon Wai Chun, and Shaun Keller) 
and who joined him at Brandeis (Evan-
gelos Simoudis, Xiru Zhang, Ron Sun, 
and Marc Goodman), Dave fully devel-
oped the notion of massively parallel 
AI, and the Memory-based Reasoning 
parallel approach to what is now called 
Case-based Reasoning. [4] Waltz tried 
again to form a replica of the MIT AI 
lab, in this case the Volen Center for 
Complex Systems at Brandeis, which 
was built in 1993-4. He began early at-
tempts at large scale data analysis from 
both biological sources [5] and financial 
sources, selling a connection machine to 
Dow Jones, and many of the people he 
worked with at Thinking Machines such 
as Jill Mesirov and Xiru Zhang went on 
to foundational careers in those fields.  

In 1993, Dr. Waltz left Thinking Ma-
chines  and Brandeis (where he retained 
a link as an adjunct professor) for a 
position at Nippon Electric Corporation 
Research in Princeton NJ.  I don’t know 
much about his career at NEC except 
that during his tenure, C. Lee Giles built 
Citeseer, and Bill Bialek did his seminal 
work on information theory in the brain. 
While living in Princeton, Dave started 
another center, this time at Columbia 
University, called the Center for Com-
putational Learning Systems (CCLS), to 
which Dave moved full time after NEC 
shut down its pure research facility. 
Funded by numerous sources includ-
ing DARPA and Consolidated Edison, the 
center applied machine learning to hard 
industrial problems [6] as well as large 
scale language corpora. He spent the 
last years of his life at Columbia, and 
left behind a new Ph.D. student Rafi Pe-
lossof,  and a collection of excellent col-
leagues including Rebecca Passonneau, 
Roger Anderson, Douglas Riecken, and 
Albert Boulanger.

In Memoriam. David Waltz by Jordan Pollack, Brandeis University

David Waltz will be remembered for 
his work on constraint propagation, nat-
ural language processing, and massive-
ly parallel AI of various stripes.  He was 
a mentor to many scientists in the field.  
Despite his never-ending quest to rec-
reate the MIT AI lab, he was personally 
generous and loyal to his friends and 
colleagues. Through his pioneering and 
milestone publications, his influence on 
the fields of Artificial Intelligence and 
cognitive science will remain unlimited.  
I am very proud to have a Waltz number 
of 1.
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AISB/IACAP World Congress 2012

July 2nd to 6th, 2012
University of Birmingham, Birmingham, UK

http://events.cs.bham.ac.uk/turing12/
or via the AISB website.

AISB and IACAP (the International Association for 
Computing and Philosophy, http://www.ia-cap.
org/) have joined forces to run this Congress. It 
serves both as this year’s AISB Convention and 
this year’s IACAP conference.  It has been inspired 
by a desire to honour Alan Turing and by the broad 
and deep significance of Turing’s work to AI, to 
the philosophical ramifications of computing, and 
to philosophy and computing more generally. The 
Congress is one of the events forming the Alan 
Turing Year (http://www.mathcomp.leeds.ac.uk/
turing2012/).

The intent of the Congress is to stimulate a partic-
ularly rich interchange between AI and Philosophy 
on any areas of mutual interest, whether directly 
addressing Turing’s own research output or not.

The conference consists mainly of Symposia of 
varying lengths and Plenary Keynote Talks. In ad-
dition, Dermot Turing, who is Alan Turing’s nephew 
and is Honorary President of the Turing Centenary 
Advisory Committee, will give a short speech at 
the Congress Dinner.

Symposia

• Computing, Philosophy and the Question of 
Bio-Machine Hybrids: 4th AISB Symposium 
on Computing and Philosophy

• Computational Philosophy
• Revisiting Turing and his Test: Comprehen-

siveness, Qualia, and the Real World
• Linguistic and Cognitive Approaches To Dialog 

Agents (LaCATODA 2012)
• Mathematical Practice and Cognition II
• History and Philosophy of Programming
• Philosophy of Computer Science: PoC Meets 

AI and Law (Roundtable Discussion)
• Social Computing - Social Cognition - Social 

Networks and Multiagent Systems
• Understanding and Modelling Collective Phe-

nomena (UMoCoP)
• Framework for Responsible Research and In-

novation in AI
• The Machine Question: AI, Ethics, and Moral 

Responsibility
• Moral Cognition & Theory of Mind
• Information and Computer Ethics in the Age 

of the Information Revolution
• Information Quality
• Natural/Unconventional Computing and its 

Philosophical Significance
• Nature-Inspired Computing and Applications: 

1st Symposium (NICA)
• Turing Arts Symposium

Society News
There is also an “Author Meets Critics Session” on 
Luciano Floridi’s book The Philosophy of Informa-
tion.

Plenary Keynote Speakers

COLIN ALLEN
Provost Professor of Cognitive Science and of His-
tory & Philosophy of Science, Department of Phi-
losophy and Philosophy of Science, Indiana Uni-
versity, Bloomington, USA

“Computational philosophy and the examined 
text: a tale of two encyclopedias”

S BARRY COOPER
Professor at the School of Mathematics, University 
of Leeds, UK. Chair of the Turing Centenary Advi-
sory Committee

“AI - Hobby or Science? Structure, Embodied Cog-
nition, and the Turing Legacy”

LUCIANO FLORIDI
Professor of Philosophy and UNESCO Chair in 
Information and Computer Ethics, University of 
Hertfordshire and Fellow of St Cross College, Ox-
ford

“From AI to the Philosophy of Information: Doing 
Philosophy after Turing”

BENJAMIN KUIPERS
Professor of Computer Science & Engineering, 
University of Michigan, USA

“Constructing the Foundations of Commonsense 
Knowledge”

AARON SLOMAN
Honorary Professor, School of Computer Science
University of Birmingham, UK

“Varieties of Meta-Morphogenesis in the Boot-
strapping of Biological Minds”

BLAY WHITBY
Formerly of and associated with Department of In-
formatics, University of Sussex, UK

“In loco humanae: how we missed and continue to 
ignore the ethical implications of AI”

Blay is the keynote speaker appointed by SGAI, 
the BCS Specialist Group on Artificial Intelligence.

Overall chairs of the Congress

Anthony Beavers (University of Evansville, Indi-
ana; President of IACAP)

John Barnden (University of Birmingham, UK; 
Vice-Chair of AISB)

Local Chair

Manfred Kerber (University of Birmingham).
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Dear Aloysius...

About the Society
The Society for the Study 
of Artificial Intelligence 
and Simulation of 
Behaviour (AISB) is the 
UK’s largest and foremost 
Artificial Intelligence 
society. It is also one 
of the oldest-established 
such organisations in the 
world.

The Society has an 
international membership 
of hundreds drawn from 
academia and industry. 
We invite anyone with 
interests in artificial 
intelligence or cognitive 
science to become a 
member

AISB membership includes 
the following benefits:

• Quarterly newsletter
• Student travel grants to  
 attend conferences
• Discounted rates at
 AISB events and   
 conventions
• Discounted rates on  
 various publications
• A weekly e-mail bulletin
 and web search engine
 for AI-related events
 and opportunities

You can join the AISB 
online via:

http://www.aisb.org.uk

Cognitive Divinity
Programme 

Institute of Applied 
Epistemology

Dear Aloysius, 
As a long-standing member of the UK’s religious 
community, can you tell us please whether you agree 
with Baroness Warsi’s attack on ‘militant secular-
ists’? And do you think that the members of your 
Cognitive Divinity Programme fall into that category? 
Should AISB declare War on Warsi? Enlighten* us, 
PLEASE......................

Yours, Seeker

* Pun intended

Dear Seeker,
I have no authority to tell AISB what it should do, 
but as a computational theologian, I think Baroness 
Warsi’s has misread the situation. She should wel-
come the ‘militant secularists’. Theological controversy 
always stirs up religious fervour, which may serve 
to awaken the UK’s religious communities from their 
current complacency. 

As an agency of the Church of God the Program-
mer, the Cognitive Divinity Programme considers itself 
immune from the criticism of the ‘militant secularists’. 
Ours is a scientific religion, whose dogma we expect 
to be confirmed by experiment. If, as we believe, 
we are all agents in a massive computer simulation, 
then this truth will be uncovered by the inevitable 
discovery of bugs in the simulation. Deep in monastic 
seclusion, our acolytes study 24/7 to reveal these 
flaws in divine design. Of course, recent experience 
at CERN illustrates how God maintains His simulation 
as a moving target: changing the Laws of Physics 
to keep scientists guessing. But we are inspired 
rather than deterred from the challenge of the task.

Those interested to take part can, for a modest 
investment, obtain our CREATION™ (Computational 
Representation of Everything is an All-Powerful Tool 
to Implement Omnipotence in your Name) simula-
tion kit. Since we are all created in the image of 
God, it is our religious duty to ‘play God’ and run 
a simulation of our own. We also hope that this 
will provide insights into the kind of bugs we might 
identify in the ‘real’ creation.  Perhaps AISB might 
consider this a worthy goal for it to adopt. It would 
certainly be a better use of Baroness Warsi’s time.

Yours, Aloysius

Dear Aloysius,
Last year I graduated with a 2.ii BSc in Artificial In-
telligence from the University of Poppleton. Given the 

obvious need for smarter ICT systems in all sectors 
of the digital economy, I assumed employers would 
beat a path to my door. I was wrong. 12 months 
after graduating, I’m still unemployed. With your 
comprehensive knowledge of the AI market place, 
can you advise me how to get a job?

Yours, Resting

Dear Resting,
The Institute is always looking for talented new 
employees with AI expertise, but first you have 
to demonstrate your computing skills to us. Our 
automated INTERVIEW™ (Intelligent New Technol-
ogy Experts Recruited Via Impregnable Entry to 
Webpage) system is protected by the World’s most 
secure firewall.  If you can hack into it and leave 
your contact details, we’ll guarantee to come back 
to you with a job offer within a nanosecond.

Yours, Aloysius

Dear Aloysius,
I’m very worried about climate change. Are we 
making the Earth uninhabitable? Surely, with your 
Institute’s worldwide reputation for AI research you 
can do something to help.

Yours, Melting

Dear Melting, 
We’re all susceptible to the temptation of forbid-
den fruit – or in this case fossil fuels. Just as we 
thought we’d reached peak oil and the problem was 
self-limiting, we’ve discovered the guilty pleasures 
of fracking for shale gas and set back the date at 
which renewables become economical. What we need 
is some spectacular accidents that make fossil-fuel 
mining socially unacceptable. Of course, our Institute 
has not been idle. You might be wondering why 
the frequency of off-shore oil spills seems to have 
increased in recent years. Not wanting to incrimi-
nate myself or my colleagues, let me just say that 
our experimental deep water robot, ACT OF GOD™ 
(Activities that Cause Tumult, whose Outcomes Force 
Gas and Oil Discontinuation), has been a great suc-
cess. Let me reassure you that our motivation is 
entirely altruistic and not at all influenced by our 
very profitable sideline in robots for disaster recovery. 

Yours, Aloysius

Fr. Aloysius Hacker answers your questions

Agony Uncle Aloysius will answer your most intimate AI questions or hear your most embarrassing confessions. Please 

address your questions to fr.hacker@yahoo.co.uk. Note that we are unable to engage in email correspondence and reserve 

the right to select those questions to which we will respond. All correspondence will be anonymised before publication. 


