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ABSTRACT

In this paper, we present E-VOX, an emotionally enhanced seman-
tic ECA designed to work as a virtual assistant to search informa-
tion from Wikipedia. It includes a cognitive-affective architecture
that integrates an emotion model based on ALMA and the Soar
cognitive architecture. This allows the ECA to take into account
features needed for social interaction such as learning and emotion
management. The architecture makes it possible to influence and
modify the behavior of the agent depending on the feedback re-
ceived from the user and other information from the environment,
allowing the ECA to achieve a more realistic and believable inter-
action with the user. A completely functional prototype has been
developed showing the feasibility of our approach.
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1. INTRODUCTION

The concepts of intelligent agent and embodied conversational
agent (ECA) have emerged and progressed during the last years.
In particular, an ECA is a virtual character with conversational and
learning skills, realistic body expression, and the ability to perceive
the environment, to reason about it and act accordingly [7]. The
incorporation of these characteristics in ECAs involves a variety
of challenges, including physical appearance, cognitive modeling,
abilities to interact with humans and other agents, and ethical is-
sues. Embodied agents also provide a social dimension to the in-
teraction with users that both raises the believability and perceived
trustworthiness of agents, and increases the engagement of the user
with the system [24]. Presentations given by an ECA are perceived
as more entertaining and less difficult [35]. Some users prefer to
disclose intimate or personal experiences with an ECA than with a
human [19].

There is nowadays a consensus among researchers in fields such
as psychology and neuroscience about the close interaction be-
tween cognition and emotion in humans [17]. Particularly, evi-
dence shows that emotions play an essential role in cognitive func-
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tions such as decision making, learning, and planning [8]. These
research results have led to the concept of affective computing [27],
which refers to any type of computing related to emotions or other
affective phenomena. In recent years, this research area has re-
ported numerous contributions [34, 29]. There is a consensus about
considering affective aspects as essential to achieve human-like so-
cial behavior. Understanding and modelling social interactions in
a way that ECAs can display human-like abilities is the goal of
a promising research domain called social signal processing [37].
Realistic social interaction with an agent requires that the agent
considers emotions of the user and itself, to enable advanced affec-
tive features such as empathy, and to combine verbal and nonverbal
behavior in a seamless, unified way [1].

An approach to support all these aspects in ECAs is the use of
cognitive architectures. A cognitive architecture can be defined as a
scheme or pattern for structuring the functional elements that make
an intelligent agent as a whole [18], so it simplifies the design of
an integrated system in which all desired features can be included.
Cognitive architectures seem appropriate to provide ECAs with ca-
pabilities for cognitive processing such as learning, decision mak-
ing, planning, and perception. Nevertheless, in spite of the great
advances achieved in the last years in the development of ECAs,
there is a lack of architectures that effectively combine cognitive
and emotional aspects. This type of cognitive-affective architec-
ture must be designed to provide mechanisms that model the inter-
action between cognitive and affective processes and to achieve a
crucial requirement in the development of ECAs: real-feel human-
computer interactions.

On the other hand, in the last years, a huge amount of informa-
tion has become available thanks to the Web. Computers are good
at processing huge amounts of data, but most contents in the Web
have been (and still are) mainly human-oriented, i.e. users have to
interpret the meaning of the information that is exposed to them.
Therefore, it was proposed to move into the Semantic Web [4], a
Web where the semantics of the different resources are made ex-
plicit, thus allowing computers to process automatically that struc-
tured information. This has raised new opportunities to develop
intelligent agents that help users find what they are looking for, as
users are often overloaded with vast amounts of information, most
of which is inaccurate, misleading or unsolicited. Among the Se-
mantic Web applications, DBpedia is one of the most representa-
tive and active of them [5]. It provides a semantic entry point to
the Wikipedia that is able to perform intelligent searches and return
only results relevant to a particular knowledge domain.

In this paper, we present E-VOX, an emotionally enhanced se-
mantic ECA designed to work as a virtual assistant, providing the
user information available through DBpedia. An important aspect
of this agent is that it uses extensively a cognitive-affective archi-
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Figure 1: E-VOX: General architecture

tecture based on Soar and improved with an emotional model in-
spired by ALMA. This architecture allows the ECA to take into
account features needed for social interaction such as learning and
emotion management.

The paper is structured as follows. In Section 2, related work
is presented. Section 3 is devoted to present the architecture of E-
VOX system. In Section 4, the influence of the cognitive-affective
architecture in the behaviour of the system is described whereas
in Section 5 user-agent interaction is detailed. Finally, concluding
remarks and future work are presented in Section 6.

2. RELATED WORK

In this section, we briefly present related work about cognitive
architectures, affective models and ECAs.
2.1 Cognitive architectures and affective

models

There are different cognitive architectures that can be used to
develop intelligent agents. In [26] a review of some of them can
be found. Most cognitive architectures lack some essential features
(e.g., episodic memory and affective mechanisms), but nevertheless
they provide a solid environment for adding this kind of require-
ments. ACT-R [2] and Soar [16] seem appropriate architectures to
develop ECAs, given their maturity, wide range of features (e.g.,
different memory systems and learning mechanisms) and available
free implementations in different programming languages. Another
possibility is to use frameworks such as BDI (Belief, Desire, Inten-
tion), that has been used in different applications [38]. However,
cognitive architectures tend to include advanced features such as re-
inforcement learning or specific use memories, not present in such
frameworks.

On the other hand, a critical issue in the modeling of affective as-
pects is the lack of consensus about the definition of key concepts
such as the term emotion [14]. Emotions can be defined as the re-
sult of the subjective interpretation of a meaningful event for a sys-

tem. Several emotion models are based on the concept of appraisal.
These models propose that agents constantly evaluate perceived
events using a set of appraisal dimensions which are mapped to a
single emotion or a range of related emotions. Among these mod-
els, OCC [25] is probably the most widely used one. However,
given its complexity, it is usually simplified and only a few of the
24 emotions originally proposed are considered in most applica-
tions. Other models have also been used, such as Roseman’s [31],
Scherer’s [33] and Cathexis [36]. These emotional models may
be combined with other aspects such as mood (Soar-Emote [20])
and personality (ALMA [12]) to reflect long-term emotional states,
as well as with features such as learning (FLAME [10]), empathy
(FAtiMA [9]), and coping (EMA [21]) to build modern, believable,
and complex intelligent agents.

2.2 ECAs

There is a large volume of literature that explores the applica-
tions and the development process of ECAs. ECAs have been used
in diverse application domains, as e-Learning [21], games [3] or
information assistants [28] that help the user to find useful infor-
mation. This kind of agents are what some authors describe as
assistant conversational agents (ACAs) [32].

In some of these applications, special effort has been made to
work on affective issues.

The VirtualHuman System [30], a 3D interactive application,
includes the affective model ALMA [12] to provide it with emo-
tionally processed information useful to improve its conversational
abilities.

The Mission Rehearsal Exercise project, a virtual-based train-
ing program intended to teach soldiers how they should act in stress-
ful situations, includes EMA [21] to influence the decision-making
of computational agents.

The PETEEI (PET with Evolving Emotional Intelligence) is an
interactive emotional pet that implements FLAME to show differ-
ent emotional states [10]. FLAME incorporates learning compo-
nents and is implemented using fuzzy logic techniques.



Table 1: Events and appraisal tags

Appraisal Tags
Event Agent User
User provides positive explicit reward good_event -
User provides negative explicit reward bad_event -

A new information search is done

- good_likely_future_event

The user likes the information that the agent has found

good_act_self good_act_other

The user do not like the information that the agent has found

bad_act_self bad_act_other

The user has spent some time without interacting with the agent

bad_event -

The agent does not find any results for the solicited topic

bad_act_self bad_act_other

The agent finds an appropriate result and provides it to the user

good_act_self good_act_other

The agent cannot find any new information for the solicited topic

bad_act_self bad_act_other

The agent decides to ignore a search request by the user, because it is angry

good_act_self bad_act_other

Yuppy is a physical emotional pet capable of displaying certain
emotional behaviors according to the particular situation in which
it is involved. The affective model Cathexis [36] was included on
its architecture.

3. E-VOX

E-VOX is an emotionally enhanced semantic ECA that helps
users to find useful information. Figure 1 shows the architecture
of the system. In the next subsections, the different modules of the
system are explained.

3.1 Cognitive-Affective Architecture

The core of E-VOX is a cognitive-affective architecture based on
Soar [16] and extended with an affective model inspired by ALMA
[12].

Soar is a cognitive architecture designed to model the intelligent
behavior of an agent. Soar adopts the idea that knowledge, plan-
ning, reaction to events, and learning can be integrated in a simple
and homogeneous architecture. Soar includes a wide set of mech-
anisms such as semantic memory, episodic memory, reinforcement
learning, and spatial and visual information system.

ALMA is an emotional model based on three layers: emotion,
mood, and personality. Emotions represent an affective response in
the short-term and tend to decay quickly once its cause is removed.
Their intensity depends on the particular emotion elicited, the cur-
rent mood, and personality [15]. In ALMA, the emotion generation
process is based on the OCC model. Mood is defined as a durable
emotional state that influences actions from an entity, representing
the medium-term. Mood is expressed with three independent traits
according to the PAD temperament model from [23]. Personality is
based on the OCEAN model [22] and defined as the set of mental
characteristics of an entity that makes itself unique, representing
the long-term.

The combination of Soar and ALMA allows E-VOX to include

and take advantage of features such as reinforcement learning, episodic

memory, and emotion management. In fact, emotions are not only
managed, as they influence all the behavior of the system. One
critical point in every emotional management system is the set of
emotions to be considered. In this case, and due to the application

area chosen, the selected emotions are partially based on a previ-
ous study [11] that determined that the most frequently emotions
experienced by the users during the information search on Internet
are surprise, hope, joy, distress, liking and dislike. On the other
hand, after the search process, users reported mainly emotions as
Jjoy, relief, pride, regret, frustration, disgust and anger. Based on
this study, and adding some other emotions such as boredom and
fear, we have selected the following emotions for the agent (bore-
dom, anger, fear, remorse, pride, hate and relief) and the user (joy,
anger, hope, love/like and hate). The consideration of two sets of
emotions (user and agent) managed independently allows the ar-
chitecture to manage the emotions and emotional reactions of the
agent, while being able to simulate in a basic way the emotional
state of the user, and opens the possibility of considering character-
istics such as empathy.

3.2 Multimodal Interface

This module manages a multimodal interface based on a 3D
ECA. It is responsible for capturing user input (currently, keyboard
& mouse only, although ASR and facial expression recognition
are planned for future work) and sending the information to the
cognitive-affective architecture. Moreover, this module is also in
charge of generating the animations of the 3D virtual agents. To
enhance its communication capabilities, the agent performs differ-
ent movements depending on which state of the interaction it is:

e When it is resting (there is no user interaction), the agent
makes unconscious movements, which affects its head, eyes,
eyebrows and body (secondary animations).

e In other interaction states, the agent makes facial gestures re-
lated to questions, emotions or answers, to emphasize the vi-
sual message that the user receives along with the bare com-
munication information.

Besides, the facial expression and the voice of the agent (speed,
volume and pitch) change depending on the current emotional state
of it. Regarding the voice interaction, Loquendo TTS has been in-
tegrated as a speech synthesizer. An analyzer of the X-SAMPA
phonetic symbols converts them into information easily recogniz-
able in order to perform a correct viseme. The lexical and syntactic
analyzer uses JFlex and CUP.



3.3 SENED module

This module provides access to the semantic knowledge stored
in DBpedia. It processes the semantic keyword based queries that
are received from the multimodal interface during the interaction
with the user. It comprises the following components:

e The Lucene repository that ranks retrieved results and stores
them in a cache.

e The Query Engine. It is in charge of building the queries and
posing them to the data repositories, using DL reasoners.

e A Virtuoso repository, which provides access to the stored
data via SPARQL.

More details can be found in [6].

4. INFLUENCE OF THE ARCHITECTURE

Adding a cognitive-affective architecture allows the agent to man-
age the behavior of the agent integrating every kind of information
from different sources (short term memory, episodic memory, se-
mantic memory, preference system) and incorporating the affective
component in the decision procedure. For each event that needs to
be treated by the system, every possible action is proposed (stored
as production rules), and depending of the available information,
one action is chosen, which represent the reaction of the system
to that event. The details of this chosen reaction are sent to the
multimodal interface.

As mentioned in section 3.1, the system manages the emotional
state of the agent and the user. In the case of the agent, its person-
ality is defined and bounded to its initial emotional state. In the
case of the user, the first time that he or she interacts with the sys-
tem, a brief personality test is conducted, and at the beginning of
each user session, the system asks about his or her current mood,
selecting one of the eight octants that the PAD model defines [23]

From there, the system manages the emotional impact of the
events during the interaction (user inactivity, too many search re-
sults, asking for a new search, no search results...) for the agent and
for the user. For this, each system event is classified, marking them
with appraisal tags, emotional tags that represent the appraisal of
the system regarding each significative event that it must process,
following the ALMA model [12]. Some examples of events of the
system are shown in table 1 along their corresponding appraisal
tag, from the point of view of the user and the agent. The rela-
tionship between appraisal tags and specific emotions is not an
one-to-one relationship, as an agent could react emotionally to the
same event in different ways depending on its previous actions (and
consequences) and its current emotional state. The appraisal tags
allow a subset of the production rules of the architecture to fire in
parallel, and the chosen one acts as the emotional reaction of the
system. Ultimately, the processing of this reaction is what updates
the active emotion list, and the ALMA values are recalculated. The
user can provide feedback to the system at any time, about its own
emotional state and the behavior of the agent. This allows the sys-
tem to adjust the interaction and responses of the agent to fit more
adequately to the expectations of the user.

5. INTERACTION WITH THE SYSTEM

As mentioned in previous section, the first time that the user in-
teracts with the system, a brief personality test is conducted. The
concept of user session has been added to the system, as a sim-
ple user account system is provided. After logging in, the agent

is able to remember his or her search history, personality and last
emotional state when the previous session ended.

Figure 2 shows a screenshot of the application interface. It shows
the main window with the animated 3D ECA, areas for information
display from agent and user, and additional controls to provide ex-
plicit feedback to the system about how satisfied is the user with the
current behavior of the agent. This allows the agent to modify its
behavior if it seems inappropriate, or reinforce it if it seems correct.

|&JE-vox [l [®]
Agente dice: Usuario dice:
| iHota Joaquint | cancer infantit
Voy a buscar [0 que pides

[El céncer infantil es cualquisra de varias formas de céncer que

afecta a os pacientes en edad ped..

(Qué quieres decirme?

| Emar | | Detener locucion

|| Evaluacién

&Te gusta mi respuesta?

|£] Evaluacidn

4Qué te parece mi comportamienta?

®

| Emtar_| Salir |

Figure 2: E-VOX user interface and feedback controls

Figure 3 shows a system window, not normally shown to the user,
with controls for modifying the personality of the agent, as well as
the currently active emotions, personality and current mood of the
user and the agent. There are also hidden controls to turn on and
off some settings of the system.

|| E-VOX Admin o B ]
Openness 0.1 Pleasure 0.2

Conscientiousness 0.3 Arousal 0.4

Extraversion 0.5 Dominance 0.6

Agreeableness 07

Neuroticism 0.4

[ Actualizar personalidad J [ Actualizar estado de dnimo por defecto J

Current mood user (PAD): 0.19999998970039762 0.19999998970039] |
Virtual emotion center user (PAD). 0.20.20.2
Default mood user (PAD). 0.20.20.2

Current mood agent (PAD). -0.16565447759852392 0.1916395183031
Virtual emotion center agent (PAD): -0.13316666666666668 0.1540558
Default mood agent (PAD): 0.0 0.0 0.0

Lista emociones activas usuario: defaultMood 60

Lista emociones activas agente: defaulthlood 60 anger 8 anger 39 v
- PR . . v,
Salir

Figure 3: E-VOX control window

Some examples of interaction are shown below:

e Search attempt: The user requests the agent to search some
information for him or her (good likely future event). De-
pending of its emotional state, the agent will choose to per-
form the task or refuse it, ignoring the user.



e Inactivity: The user stops interacting with the system for a
reasonably long time (bad event). The agent may get angry
(Come back immediately!), get bored (Are you here? I'm
bored...) or worry about it (Are you OK? Has something aw-
ful happened to you?) depending on the current emotional
state and previous interactions with the user.

e No results: The agent cannot find any results for the provided
search terms from the user (bad act self). It may feel very
sorry about its own inability, or blame the user for providing
bad input, depending on the current emotional state of the
agent.

e More than one result available: The ECA provides the best
result available (good act self). If the user repeats the same
request, the ECA will not provide the same result as the pre-
vious one, instead it will return the second best, third best,
etc.

A first evaluation of the system is being conducted. A total of
10 persons (5 male, 5 female), aged between 17 and 58 years, have
participated so far in the evaluation sessions. In each testing ses-
sion, it has been carried out a pre-test with questions about age, sex,
education and experience with ECAs, and a short OCEAN person-
ality test! that allows to adjust the emotional model of the user and
adapt subsequent interaction with the agent. After the personality
test, the user performs two searches of information: a predefined
search (childhood cancer) and a free search for any topic chosen
by the user. Finally, the user fills the post-test questionnaire pre-
sented in the table 2 along with the mean values obtained. For each
question, the user chooses in a five-point scale between 1 (disagree
completely) and 5 (agree completely).

Table 2: Post-test questionnaire and obtained results

Question Mean
The answers have been quick 34
The answers have been correct and relevant 34
The system has been easy to use 4.5
It has not been necessary to change how to express myself 44
The system has been useful 33
It has been entertaining to work with the system 3.5
I would like to use the system at home 2.6
I feel that the system has potential in the future 44

Although the results showed here are initial and correspond to a
fairly small number of participants, the mean values obtained show
the good general acceptance of the ECA and the future possibilities
of improvement.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented E-VOX, an emotionally en-
hanced semantic ECA working as an assistant to provide useful
information over Wikipedia. It is based on a powerful cognitive-

affective architecture (Soar) and a complete emotional model (ALMA)

that allows it to support real-feel human-computer interaction. Al-
though this ECA is still a prototype, it is a completely functional

IShort Personality  Quiz,
personality.htm/

http://psychcentral.com/quizzes/

one that shows the feasibility of our approach. Moreover, the ar-
chitecture of the system can be reused to create ECAs for different
scenarios.

However, we are aware that there is still plenty of work to be
done. We are now considering to extend E-VOX with a number of
features:

o To take advantage of other built-in mechanisms that the Soar
cognitive architecture provides. We plan to use more features
of the semantic and episodic memory.

e To exploit Linked Data features to provide more accurate and
interesting information to the users.

e To incorporate emotional-sensing capabilities like real-time
facial recognition techniques [13].

e To explore the utility of the cognitive-affective architecture
in other applications.
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