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Abstract The rapidly growing demand for wireless com-
munication makes efficient power allocation a critical factor
in the network’s efficient operation. Power allocation in cel-
lular networks with interference, where users are selfish, has
been recently studied by pricing methods. However, pricing
methods do not result in efficient/optimal power allocations
for such systems for the following reason. Because of inter-
ference, the communication between the Base Station (BS)
and a given user is affected by that between the BS and all
other users. Thus, the power vector consisting of the trans-
mission power in each BS-user link can be viewed as a pub-
lic good which simultaneously affects the utilities of all the
users in the network. It is well known (Mas-Colell et al.,
Microeconomic Theory, Oxford University Press, London,
2002, Chap. 11.C) that in public good economies, standard
efficiency theorems on market equilibrium do not apply and
pricing mechanisms do not result in globally optimal allo-
cations. In this paper we study power allocation in the pres-
ence of interference for a single cell wireless Code Division
Multiple Access (CDMA) network from a game theoretic
perspective. We consider a network where each user knows
only its own utility and the channel gain from the base sta-
tion to itself. We formulate the uplink power allocation prob-
lem as a public good allocation problem. We present a game
form the Nash Equilibria of which yield power allocations
that are optimal solutions of the corresponding centralized
uplink network.
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1 Introduction

1.1 Overview and literature survey

With rapidly growing demand for wireless communication
the need for efficient use of spectrum has drawn significant
attention of researchers. One of the factors that governs the
efficiency of spectrum usage is power and interference con-
trol. The growth in the size of wireless networks makes it
desirable to use decentralized mechanisms for power con-
trol because centrally operated mechanisms involve added
infrastructure. However, the increasing intelligence of end-
user/intermediate network devices which are owned by self-
ish users, puts decentralized mechanisms at risks of failure
against strategic behavior of users. Therefore it is desirable
to develop decentralized mechanisms for power allocation
which are robust against the strategies of selfish users.

Decentralized mechanisms for power allocation/control
in cellular networks that study game-theoretic/strategic be-
havior issues have received considerable attention in the
literature. One of the earliest works which introduced
an individual utility maximization formulation for uplink
power control in a single cell Code Division Multiple Ac-
cess (CDMA) data network can be found in [2]. An up-
link problem similar to that of [2] in which users’ utilities
are taken to be functions of their respective Signal to In-
terference Ratio (SIR) was investigated in [3]; in this paper
the existence of an equilibrium was shown and a decen-
tralized algorithm for solving the power control problem

mailto:svandana@umich.edu
mailto:teneket@eecs.umich.edu


S. Sharma, D. Teneketzis

was suggested. The problem formulated in [2] was re in-
vestigated in [4] using pricing; it was shown that pricing
results in multiple equilibria which are Pareto superior to
the equilibria obtained in [2] and [3]. Pricing-based analysis
of the uplink power control problem was also done in [5];
in [5] the authors introduced user specific parametric util-
ity functions and proposed two decentralized algorithms,
the parallel update and the random update algorithms, that
converge to the unique equilibrium of the problem. In [6]
pricing-based ideas for uplink power control were extended
to multi-cell data networks. The authors of [7] studied up-
link power allocation under an Interference Temperature
Constraint (ITC); they proposed a power auction run by a
manager that achieves a power allocation arbitrarily close
to the globally optimal one. The conditions under which the
power auction achieves an optimal solution however require
in essence, that the manager should know the users’ utility
functions.

Game theoretic study of downlink CDMA data networks
can be found in [8, 9, 12]. In [8] and [9], optimal power allo-
cation strategies were determined for a single class CDMA
system under the assumption that the utility functions of the
users are common knowledge (see [10, 11] for the defini-
tion of common knowledge). The authors of [12] studied a
downlink power allocation problem for multi-class CDMA
networks; they proposed a decentralized mechanism based
on dynamic pricing and partial cooperation between the mo-
biles and the base station. The mechanism achieves a partial-
cooperative optimal power allocation which was shown to
be close to a globally-optimal power allocation. In [13] the
authors presented a decentralized mechanism for power al-
location that works for both uplink and downlink networks,
and also takes into account multiple ITCs; the mechanism
obtains an optimal power allocation under the assumption
that the users are cooperative.

In this paper we consider a single cell wireless CDMA
data network. We study power allocation for the uplink com-
munication in a given carrier frequency where the commu-
nication between a user and the Base Station (BS) generates
interference to that between other users and the BS. We con-
sider a decentralized network where users are selfish, and
where each user’s utility and the channel gain between the
BS and the user are that user’s private information. The ob-
jective is to develop a game form/decentralized mechanism
for determining power allocations such that the allocations
obtained at the Nash equilibria of the induced game are op-
timal solutions of the corresponding centralized problem.
Below we explain the motivation for considering the above
problem.

1.2 Motivation

A network resource is said to be a public good if the pres-
ence of the resource simultaneously affects the utilities of

all network users without getting divided among them. For
single cell wireless networks, power allocation problems in
the presence of interference can be treated as problems of a
public good allocation. The public good for the uplink net-
work is the power vector received by the BS from all the
users, and the public good for the downlink network is the
power vector transmitted by the BS to all the users. Power
allocation problems in cellular wireless networks with in-
terference have been previously considered in the literature
cited in Sect. 1.1. The solution approach in all the references
[2–9, 12] is based on different variations of pricing mecha-
nisms where each user pays some money for the power allo-
cated to it.

In general, in decentralized resource allocation problems
involving a public good, pricing mechanisms that fix a com-
mon price for the public good for all the users, fail to obtain
globally optimal allocations. The reason is that in a public
good economy the same good is simultaneously consumed
by users having different valuations of the good; thus, indi-
vidual valuations of the public good are different from the
system’s valuation and this results in inefficiency. This ex-
plains why the pricing mechanisms employed in [2–4, 7] do
not achieve globally optimal allocations and why the mech-
anism proposed in [5] does not achieve optimal allocations
unless the users vary their utilities according to their target
SIRs.

The pricing mechanism proposed in [12] is different from
the above references in that it obtains close to globally opti-
mal allocations. The reason for this is the following. The au-
thors of [12] introduce a constraint on the total power trans-
mitted by the BS. Due to this constraint, the original prob-
lem, where each user’s utility depends on the entire power
vector transmitted by the BS, reduces to one where each
user’s utility depends only on the power transmitted to it.
Thus, the problem changes from a public good allocation
problem (when explicit interference is present) to a private
good allocation problem. This is why the pricing mechanism
proposed in [12] results in efficient allocations. In systems
where there is no constraint on the maximum sum power, the
above-stated reduction is not possible and therefore, pricing
mechanisms do not yield optimal allocations. The failure of
pricing mechanisms to produce globally optimal power allo-
cations for wireless networks affected by interference, pro-
vides the key motivation for the formulation and solution
methodology presented in this paper.

In [13] a decentralized power allocation mechanism was
proposed that appropriately takes into account the exter-
nalities (public good effect) due to the interference from
other users. The mechanism overcomes the inefficiency of
the pricing mechanisms and obtains optimal power alloca-
tions. However, the network studied in [13] assumes coop-
erative users. The results of [13] motivated us to explore op-
timal power allocation mechanisms for networks in a non-
cooperative setup; this setup is adopted in this paper.
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1.3 Contributions of the paper

The key contributions of this paper are: (i) The formula-
tion of the uplink power allocation problem with interfer-
ence as a public good allocation problem; (ii) The specifi-
cation of a game form/decentralized power allocation mech-
anism (based on the public good formulation), the equilib-
rium analysis of the mechanism, and the proof of its key
properties, namely: (1) All Nash equilibria (NE) of the game
induced by the mechanism result in allocations that are opti-
mal solutions of the corresponding centralized uplink prob-
lem (Nash implementation, cf. Sect. 2.2). (2) All users vol-
untarily participate in the allocation process (individual ra-
tionality, cf. Sect. 2.2). (3) Budget balance at all NE and off
equilibrium.

Our proposed mechanism is distinctly different from the
pricing mechanisms studied in the aforementioned litera-
ture. Our formulation properly captures the valuation of in-
terference by each individual user as well as the system and
hence, the proposed mechanism leads to globally optimal
power allocations. Because the valuation of interference has
to be properly captured, the complexity of the strategy space
(also called message space) of our mechanism is signifi-
cantly larger than that of pricing mechanisms. We discuss
issues related to the complexity of our mechanism and its
impact on scalability in Sect. 3.3 and in Sect. 4.

The rest of the paper is organized as follows: In Sect. 2
we present the uplink model and formulate the correspond-
ing centralized power allocation problem. In Sect. 2.2 we
model the power allocation problem in the framework of
implementation theory. In Sect. 3.1 we present a game form
that obtains the solution of the centralized power allocation
problem at its Nash equilibria, is individually rational and
budget-balanced at all Nash equilibria as well as off equi-
librium. The proofs of the theorems that assert the above
properties of the game form are presented in Appendices A
and B. A discussion on users’ utility functions when the base
station employs multi-user detector decoding is presented in
Appendix C. We conclude in Sect. 4.

Before we present the model in Sect. 2, we describe here
the notation that we will use throughout the paper.

1.3.1 Notation

We represent vectors by underlined bold letters and scalars
by normal letters. The elements of a vector are repre-
sented by subscripting the vector symbol. An underlined
bold subscripted-symbol means that the vector-element is
also a vector e.g. in x = (x1,x2, . . . ,xN), each xi , i =
1,2, . . . ,N, is a vector; in x = (x1, x2, . . . , xN), each
xi, i = 1,2, . . . ,N, is a scalar. Unless otherwise stated, all
vectors are treated as column vectors. Bold 0 is treated as
a zero vector of appropriate size determined by the context.

The notation (xi,x
∗/i) (or (xi ,x

∗ /i)) is used to represent
the following: (xi,x

∗ /i) (or (xi ,x
∗ /i)) is a vector of di-

mension same as that of x∗; the ith element of (xi,x
∗ /i)

(or (xi ,x
∗/i)) is xi (or xi ), all other elements of it are the

same as the corresponding elements of x∗. We represent a
diagonal matrix of size N × N whose diagonal entries are
elements of the vector x ∈ R

N by diag(x).

2 The model (M1)

We consider a single cell CDMA wireless data network con-
sisting of a Base Station (BS) and multiple mobile users.
In this paper we focus on the uplink transmission from the
mobiles to the BS as shown in Fig. 1. Later we briefly dis-
cuss how the results for the downlink network can be ob-
tained in a similar way.1 We assume that there are N mo-
bile users,2 N ≥ 3, in the network; we denote the set of
users by N := {1,2, . . . ,N}. We consider the transmissions
of the users in a given carrier frequency; we assume that
the signature codes used by the users are not completely
orthogonal,3 hence the reception of signals from each user
experiences interference at the BS due to other users’ trans-
missions to the BS. Each user i ∈ N receives a Quality of
Service (QoS) from the data decoded by the BS for user i.
Due to interference, the QoS of user i, i ∈ N , depends not
only on the transmission power pt

i of user i but also, on
the power pt

j , j ∈ N \{i} of other users’ transmissions to the
BS. User i, i ∈ N , is capable of transmitting in the power
range P t

i := [0,P t
i

max]. We assume that,

Fig. 1 An uplink network with N mobile users and one base station

1In [14] we treat the problem of downlink transmission from the BS to
the mobiles in detail. For this problem we derive results similar to the
ones for the uplink problem presented in this paper.
2Here onwards we will use the terms “mobiles” and “users” inter-
changeably to mean mobile users.
3This helps increase the capacity of the network.
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Assumption 1 The transmission power range P t
i is user i’s

private information.4

Due to the path loss from the mobiles to the BS, the
QoS of user i actually depends on the power pj := pt

jhj0,

j ∈ N , received at the BS from all the users, where hj0 is
the channel gain from user j to the BS.

The QoS of a user that results from the power transmitted
by all the users is quantified by a utility function. We denote
the utility that user i ∈ N obtains when the power profile
received by the BS is p := (p1,p2, . . . , pN) by ui(p). The

functional form of ui : R
N → R depends on the technology

used by the BS to decode user i’s data as well as on the
personal preference of (human) user i for the decoded data.
We assume that the BS uses a Multi User Detector (MUD)
decoder for each user. The BS informs each user a-priori as
to which code to use for its data transmission so that the
BS can employ an MUD upon receiving the signals from all
the users. We note that it is in interest of each user to stick
to the code assigned by the BS because otherwise, the BS
will not be able to decode their respective data correctly. In
Appendix C (see also [13]) we present explicitly the utility
function of a user when the BS uses an MUD for each user.
We show that such a utility function is almost concave in p.
Hence, we make the following approximation. Let

Si := {p | pi ∈ Pi; pj ∈ R+, j ∈ N \{i}},
where Pi := [0,P t

i
max

hi0] =: [0,P max
i ]. (1)

Assumption 2 For each i ∈ N , ui : R
N → R is concave in

p for p ∈ Si and ui(p) = 0 for p /∈ Si . Also, the function ui

is private information of user i.

The assumption that ui(p) = 0 for p /∈ Si is made for
the following reason. A power profile p /∈ Si implies that
either pi /∈ Pi , or pj /∈ R+ for some j ∈ N \{i}. Accord-
ing to user i’s knowledge,5 it is not possible for the BS to
receive such a power profile because it corresponds to trans-
mission powers that are outside the feasible range (as known
to user i) of users’ transmission powers. Therefore, a power
profile p /∈ Si cannot provide any QoS to user i and results
in zero utility.

We assume that,

4Private information of a user is defined as the information that is
known only to that user and nobody else in the network.
5Assumption 4 that we state later implies that, each user i ∈ N knows
the channel gain hi0 from itself to the BS. As a result it knows the
range Pi as well as the set Si exactly. On the other hand, the set Sj , j ∈
N \{i} is private information of user j and user i does not know this set.
Therefore, user i perceives Si to be the set of powers that are feasible
for the BS to receive.

Assumption 3 The network users are non-cooperative and
selfish. The BS on the other hand does not have any utility
associated with the power allocations/transmissions. It acts
like an accountant that redistributes taxes (discussed be-
low) according to the specifications of the allocation mech-
anism.

Assumption 3 implies that the users have an incentive to
misrepresent their private information, e.g. a user i ∈ N may
not want to report to other users or to the BS its true pref-
erence for the users’ transmissions, if by doing so user i

obtains a power allocation in its favor.
We note that each user i ∈ N needs to know the channel

gain hi0 in order to know how the power transmitted by it
affects its QoS at the BS. The BS can measure the channel
gains hi0, i ∈ N , and announce them to the respective users
if the users send some “pre-specified” pilot signals to the BS.
However, because the users are selfish, the BS cannot rely
upon the pilot signal transmission from the users. Therefore,
we assume that the BS periodically transmits pilot signals to
the users so that each user i ∈ N can measure the channel
gain h0i from the BS to itself. Furthermore, we assume that,

Assumption 4 The channel between the BS and the users is
symmetric, i.e. h0i = hi0 ∀i ∈ N .

Because of Assumption 4, each user i ∈ N can compute
the channel gain hi0 from its measurement of h0i . We note
that it is in the interest of each user to measure its respec-
tive channel gain h0i correctly because this will tell the user
correctly the influence of its transmission power on its QoS.
We assume that,

Assumption 5 For each i ∈ N , the channel gain hi0 is user
i’s private information.

We would like to mention here that Assumption 4 is
made only for convenience and that it is not necessary for
the power allocation mechanism we present in this paper to
work. We explain the consequence of relaxing this assump-
tion in Sect. 3.2 after we present the power allocation mech-
anism.

Each user i ∈ N pays a tax ti ∈ R to the BS. This tax is
imposed for the following reasons: (i) For the use of the net-
work by the users. (ii) To provide incentives to the users to
transmit powers that result in a network-wide performance
objective. The tax for a user can be either positive or neg-
ative and is determined by the rules of the power alloca-
tion mechanism. With the flexibility of either charging a user
(positive tax) or paying compensation/subsidy (negative tax)
to a user, it is possible to induce users to behave in such a
way that a network wide performance objective is achieved.
For example, given the power transmission and interference
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constraints in the network, we can satisfy all the users by
setting “positive tax” for the users that receive power allo-
cations close to those requested by them and paying “com-
pensation” to the users that receive allocations that are not
close to their desirable ones. According to Assumption 3
the BS does not derive any profit from the above tax and
the purpose of the above tax collection is to just redistrib-
ute the money among network users. This implies that the
tax profile t := (t1, t2, . . . , tN ) is determined in a way such
that,

N∑

i=1

ti = 0. (2)

To describe the “overall satisfaction” of a user from
the QoS it receives from the power profile received by
the BS and the tax it pays for this QoS, we define an
aggregate utility function uA

i : R
1+N → R ∪ {−∞} for each

user i ∈ N as follows:

uA
i (ti ,p) :=

{
−ti + ui(p) if p ∈ Si,

−∞, otherwise.
(3)

Equation (3) signifies that an allocation (ti ,p) is of no use
to user i if p /∈ Si . This is because, based on its knowl-
edge, user i knows that it is not possible for the BS to
receive a power profile p /∈ Si . Because of Assumption 5
and Assumption 1, the set Si is user i’s private information.
This along with Assumption 2 implies that for each i ∈ N ,
the aggregate utility uA

i is user i’s private information. As
stated in Assumption 3 users are non-cooperative and self-
ish. Therefore, the users are self aggregate utility maximiz-
ers.

In this paper we restrict attention to static problems.
Specifically we make the following assumption:

Assumption 6 The set of users N , their utilities and the
channel gains between the BS and the users are fixed in ad-
vance and they do not change with time.

We also assume that before any power allocation period,
the BS announces the set of users in the network, there-
fore,

Assumption 7 The set of users N is common knowledge.

In the following section we formulate the power alloca-
tion problem for the network model (M1).

2.1 The uplink power allocation problem

For the network model (M1) we want to develop a power
and tax determination mechanism that works under the con-

straints imposed by the model and obtains a solution to the
following centralized problem corresponding to it.

Problem (P CU)

max
(t,p)

∑

i∈N
uA

i (ti ,p),

s.t.
∑

i∈N
ti = 0. (4)

≡ max
(t,p)∈ S

∑

i∈N
ui(p), where

S :=
{
(t,p) |

∑

i∈N
ti = 0, t ∈ R

N ;pi ∈ Pi , i ∈ N
}
. (5)

The optimization problem (4) is equivalent to (5) because
for (t,p) /∈ S, the objective function in (4) is negative infin-
ity by (3). Thus S is the set of feasible solutions of Prob-
lem (PCU). Because of Assumption 2, the objective func-
tion in (5) is concave in p. Moreover, the sets Pi , i ∈ N ,

are convex and compact. Therefore, there exists an optimal
power profile p∗ of Problem (PCU). Furthermore, since the
objective function in (5) does not explicitly depend on t ,
an optimal solution of Problem (PCU) must be of the form
(t,p∗), where p∗ is an optimal power profile and t is any
feasible tax profile for Problem (PCU), i.e. a tax profile that
satisfies (2).

Assumptions 1, 2 and 5 imply that there is no entity in the
network that knows perfectly all the parameters that describe
Problem (PCU). Therefore, we need to develop a mecha-
nism that allows the users and the BS to communicate with
one another and that leads to optimal allocations for Prob-
lem (PCU). Since a key assumption in Model (M1) is that the
users are non-cooperative and selfish, the mechanism we de-
velop must take into account the possible strategic behavior
of the users in their communication with the BS.

A systematic approach to the development of resource al-
location mechanisms for informationally decentralized net-
works (as the one described by Model (M1)) where users
behave strategically, is provided by implementation theory,
a branch of Mathematical Economics. In the context of our
problem, implementation theory deals with the design of
mechanisms that provide rules/guidelines on; (i) how the
BS and the mobiles should “communicate” with one an-
other; and (ii) how power allocations and tax allocations
should be determined, based on the outcome of communi-
cation, so as to induce the desired user/mobile strategic be-
havior.

In this paper we use an implementation theory-based ap-
proach for the solution of the power allocation problem pre-
sented in this section. Therefore, in the next section we pro-
vide a brief introduction to implementation theory and set
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the preliminaries for our solution to the power allocation
problem.

2.2 Embedding the power allocation problem for Model
(M1) in the framework of implementation theory

Implementation theory is a branch of the theory of mecha-
nism design developed by mathematical economists. Mech-
anism design provides a systematic methodology for the
design of decentralized resource allocation mechanisms
for informationally decentralized systems; it focuses on
the design of decentralized mechanisms that can achieve
some prespecified objective, e.g. maximizing some network-
wide/social welfare function. In the mechanism design
framework, a centralized resource allocation problem is de-
scribed by the triple (E , A, γ ): the environment space E , the
action/allocation space A and the goal correspondence γ .

The environment e of a resource allocation problem, cen-
tralized or decentralized, is defined to be the set of resources
and technologies available to all the users, their utilities,
and any other information available to them, taken together.
These are circumstances that cannot be changed either by
the users in the network or by the designer of the resource
allocation mechanism. For the network described by Model
(M1), the environment ei of user i, i ∈ N , consists of the
channel gains h0i and hi0, its utility function uA

i , and the
common knowledge about the set of users N as well as
the fact that the set of users, their utilities and the chan-
nel gains remain fixed throughout a power allocation period.
The environments of all the users collectively define the sys-
tem environment e := (e1, e2, . . . , eN). The set of all possi-
ble environments ei of a user defines its environment space
Ei . The environment spaces of all the users collectively de-
fine the environment space E := (E1, E2, . . . , EN) of the sys-
tem/problem.

The action/allocation space A of a resource allocation
problem, centralized or decentralized, is defined to be the set
of all possible resource allocation/exchange actions that can
be taken by the users. For the network described by Model
(M1), A is the set S of all tax and received power profiles
(t,p) that the BS can possibly allocate to the users.

The goal correspondence γ of a centralized resource al-
location problem is a map from E to A which assigns for
every environment e ∈ E , the set of allocations in A that
are solutions to the centralized resource allocation problem
according to some pre-specified system goal. For the cen-
tralized power allocation problem (PCU), the system goal is
the maximization of the sum

∑
i∈N uA

i (ti ,p) of users’ utili-
ties, and γ is a mapping that maps every environment e ∈ E ,
defined in the previous paragraph, to the set of solutions of
(PCU). Since in a centralized scenario one of the users (or a
controller such as the BS) has complete system information,
i.e. it knows e, it can determine optimal allocations γ (e)

in A corresponding to any given e using centralized opti-
mization methods (such as mathematical programming or
dynamic programming).

In an informationally decentralized system as the one de-
scribed by Model (M1), the controller (BS in Model (M1))
does not completely know e, therefore it can not determine
optimal centralized allocations γ (e) by methods similar to
those for the centralized problems. Therefore, for resource
allocation in a decentralized system, it is desirable to de-
vise a communication/message exchange process between
the users and the controller that eventually enables the con-
troller to determine optimal centralized allocations. How-
ever, when the users in a system are selfish, they have an in-
centive to misrepresent their private information while com-
municating with the controller so as to shift the allocation
determined by the controller in their own favor. The users
may also choose not to participate in the communication
process if they know that the resulting allocation will not be
in their favor (or if by not participating they are better off).
This may defeat the objective of maximizing the system ob-
jective function (

∑
i∈N uA

i (ti ,p) for the power allocation
problem). Therefore, for the success of a communication
process in leading to desirable outcomes it is required that
the allocation rule employed by the controller induces the
users to behave in a desirable manner (i.e. it ensures volun-
tary participation of the users in the communication process
and furthermore, it induces the users to communicate infor-
mation that results in system objective maximizing alloca-
tions). In the context of mechanism design, a formal treat-
ment of the design of such communication and allocation
rules is provided by implementation theory.

In implementation theory, a decentralized resource allo-
cation mechanism is specified by a game form. An N -user
game form is defined by the pair (M, f ). M := ∏N

i=1 Mi

is the message space which specifies for each i ∈ N the
set of messages Mi that user i can communicate to other
users and the controller. f is the outcome function which
maps M → A; it specifies for each message profile m ∈ M,
(m := (m1,m2, . . . ,mN),mi ∈ Mi , i ∈ N ), the resulting
allocation f (m) ∈ A.

Since the participation of the users in a resource alloca-
tion mechanism requires that they be aware of its protocols,
it is assumed that the game form is known to all the users
in the system. In order for a decentralized mechanism, spec-
ified by a game form, to obtain (optimal) centralized solu-
tions when the users in the system are selfish, it is required,
as discussed before, that the allocation rule f induces the
users to behave in a desirable manner. To specify this re-
quirement on a game form, we must first specify the users’
behavior. In the context of implementation theory, the users’
behavior is specified by specifying games and associated
equilibrium concepts.

A game is specified by a game form (M, f ) together
with the utilities uA

i , i ∈ N , specified by an environment
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e ∈ E . Such a game is represented by (M, f, {uA
i }Ni=1). In

this game the players are the users in N , the set of strategies
of a user is its respective message space Mi , i ∈ N , and the
payoff of a user corresponding to a given strategy/message
profile m is the utility uA

i (f (m)), i ∈ N , it obtains from the
resulting allocation f (m). Given a game, the users can be
assumed to behave according to different “behavioral con-
cepts” which lead to different types of “equilibrium con-
cepts”. One such equilibrium concept is Nash Equilibrium
(NE). A Nash Equilibrium of a game is defined as a message
profile m∗ such that none of the users finds it profitable to
unilaterally deviate to any other message. Mathematically,
m∗ is a NE of the game (M, f, {uA

i }Ni=1) if,

uA
i (f (m∗)) ≥ uA

i (f ((mi ,m
∗ /i))),

∀mi ∈ Mi , ∀i ∈ N . (6)

Let NE(M, f, {uA
i }Ni=1) represent the set of all Nash equi-

libria of the game (M, f, {uA
i }Ni=1), and let

ANE(M, f, {uA
i }Ni=1)

:= {a ∈ A | a = f (m) for some m ∈ NE(M, f, {uA
i }Ni=1)},

(7)

that is, ANE is the set of allocations corresponding to all
Nash equilibria of the game.

Now consider a decentralized resource allocation prob-
lem. Let E = ∏N

i=0 Ei be the environment space and A the
allocation space associated with the problem, let γ : E → A
be a goal correspondence, and let uA

1 , uA
2 , . . . , uA

N, be the
users’ utilities corresponding to a given environment e ∈ E .
Then, we have the following:

Definition 1 (Implementation in Nash equilibria) A game
form (M, f ) is said to “implement in Nash equilibria” the
goal correspondence γ if,

ANE(M, f, {uA
i }Ni=1) ⊂ γ (e) ∀e ∈ E ,

i.e., for any given environment, the set of allocations result-
ing (through the outcome function f ) from the Nash equilib-
ria of the game (M, f, {uA

i }Ni=1) is a subset of the set of allo-
cations γ (e) that are optimal solutions of the corresponding
centralized problem (e, A, γ ).

Definition 1 implies that a game form that implements
in NE a goal correspondence, takes into account the users’
strategic behavior and obtains centralized solutions, given
that the users participate in the message exchange process
specified by the game form. However, in order that the users
voluntarily participate in a mechanism specified by a game
form, the game form must satisfy an additional property de-
fined as follows. Let the initial endowment of a user be de-
fined as the amount of resources the user has before partici-
pating in a game form; e.g. for the network model (M1), the

initial endowment f 0
i of user i, i ∈ N , is the tax and trans-

mission power profile before the power allocation mecha-
nism is run, i.e. f 0

i = (t0
i ,p0) = (0,0), ∀i ∈ N . We then

have the following,

Definition 2 (Individual rationality) A game form (M, f )

is said to be individually rational if ∀i ∈ N , uA
i (f (m)) ≥

uA
i (f 0

i ) for all m ∈ NE(M, f, {uA
i }Ni=1), i.e. at any NE allo-

cation the utility of each user is at least as much as its utility
before participating in the game/allocation process.

Definitions 1 and 2 imply that a game form that is individ-
ually rational and implements in NE a goal correspondence,
obtains optimal allocations of the corresponding centralized
system by having the users voluntarily participate in the allo-
cation process. These are exactly the properties that we want
in a tax and power allocation mechanism for the network
model (M1). Thus the theory of implementation introduced
above provides us with a framework to develop the desired
decentralized power allocation mechanism for the network
model (M1).

In light of the discussion provided in this section, we now
state our objective for the power allocation problem pre-
sented in Sect. 2.1.

The objective: Let E and A be respectively the environ-
ment space and the allocation space corresponding to the
uplink network model (M1) as defined in Sect. 2.2. Let
γ : E → A be the goal correspondence for Problem (PCU)
as defined in Sect. 2.2. Our objective is to design an individ-
ually rational game form (M, f ) that implements in NE the
goal correspondence γ .

In the next section, we present a game form that achieves
the above objective. However, before we proceed, we
present a brief clarification on the interpretation of NE in the
mechanism that we present in the following section. Nash
equilibria describe strategic behavior in games of complete
information. Since the users in Model (M1) do not know
each other’s utilities, for any profile of the users’ utilities
the resulting game is not one of complete information. We
can create a game of complete information by increasing the
message/strategy space following Maskin’s approach [15].
However, such an approach would result in an infinite di-
mensional message/strategy space for the corresponding
game. We do not follow Maskin’s approach; instead, we
adopt the philosophy of [16]. Specifically, by quoting [16],
“we interpret our analysis as applying to an unspecified
(message exchange) process in which users grope their way
to a stationary message and in which the Nash property is a
necessary condition for stationarity.”

3 Solution of the uplink power allocation problem

In this section we present a game form that provides a decen-
tralized mechanism for solving the uplink power allocation
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problem presented in Sect. 2.1. We first present the structure
of the message space M and the outcome function f that
constitute the game form. We then present theorems that as-
sert that the proposed game form is individually rational and
that it fully implements in NE the goal correspondence γ

corresponding to Problem (PCU). At the end we present a
discussion on the intuition behind the structure of the pro-
posed game form.

3.1 The game form

To obtain an appropriate game form for the power allocation
problem it is useful to observe that in the uplink network, the
power profile p = (p1,p2, . . . , pN) received by the BS can
be treated as a public good [1]. This is because, analogous
to a public good in an economy, the same vector p affects
the utility of all the users in the network. Furthermore, like
a public good, the exact amount of the utility a user obtains
from p differs from user to user and depends on its individ-
ual function ui, i ∈ N that determines its QoS. Game forms
that implement in NE efficient allocation of public goods
have been proposed by Groves and Ledyard [17], Hurwicz
[18] and Walker [19]. In this section we present a game form
for the uplink power allocation problem that is inspired from
Hurwicz’ mechanism [18]. Below we specify each of the el-
ements of the proposed game form, the message space and
the outcome function.

3.1.1 The message space

Since for the network model (M1) we are interested in de-
termining the power profile that should be received at the
BS and tax that the users should pay, the communication
between the users and the BS should contain information
that is helpful in determining the optimal amounts of each
of commodities. We let each user i ∈ N send to the BS a
message mi ∈ Mi := R

N+ ×R
N that has the following form:

mi := (π i ,pi ); π i ∈ R
N+ , pi ∈ R

N. (8)

The message mi consists of two elements: pi = (pi1,pi2,

. . . , piN ) which can be interpreted as the received power
profile that user i (i ∈ N ) suggests to be allocated to all
the users j ∈ N ; and π i = (πi1,πi2, . . . , πiN ) which can
be interpreted as the price that user i (i ∈ N ) suggests to be
charged to the users j ∈ N for using the network.

3.1.2 The outcome function

Based on the message profile m = (m1,m2, . . . ,mN), the
BS sets the taxes t̂i (m), i ∈ N , and determines powers
p̂(m) = (p̂1(m), p̂2(m), . . . , p̂N (m)) to be received from

the users as follows:

p̂(m) = 1

N

N∑

i=1

pi , (9)

t̂i (m)

= lTi (m)p̂(m) + (pi − pi+1)
T diag(π i )(pi − pi+1)

− (pi+1 − pi+2)
T diag(π i+1)(pi+1 − pi+2), i ∈ N ,

(10)

where

li (m) = π i+1 − π i+2. (11)

In (10) and (11), i + 2 ≡ 1 for i = N − 1, and for i = N,

i + 1 ≡ 1 and i + 2 ≡ 2.
The game form defined by (8)–(11) together with the

users’ utility functions in (3) specify a game. The strategy
of user i, i ∈ N , in this game is its message mi . We note
that the message mi of user i, i ∈ N , is allowed to take
any value (which can be unboundedly large) in the space
R

N+ ×R
N ; in particular pi is not restricted to lie in Si . Thus,

a Nash equilibrium6 of the above game is a message profile
m∗ from which no user wants to unilaterally deviate (see (6))
even when arbitrary deviations are possible by unbounded
magnitude of messages.

As discussed in Sect. 2.2, our objective is to develop a
game form for which the set of tax and received power allo-
cations obtained at all its NE is the same as the set of optimal
tax and received power allocations for the centralized prob-
lem (PCU). Below we present theorems that assert that the
proposed game form achieves this goal.

3.2 Properties of the game form

The main results of this paper are summarized by Theo-
rems 1 and 2 below.

Theorem 1 Let m∗ be a NE of the game induced by the
game form presented in Sect. 3.1 and the users’ utility func-
tions (3). Let (t̂(m∗), p̂(m∗)) =: (t̂∗

, p̂∗
) be the tax and re-

ceived power allocation at m∗ determined by the game form.
Then,

(a) (t̂
∗
, p̂∗

) is individually rational, i.e. all users weakly

prefer t̂
∗
, p̂∗ to the initial allocation (0,0). Mathemati-

cally,

uA
i (t̂∗i , p̂∗

) ≥ uA
i (0,0), ∀i ∈ N .

(b) (t̂
∗
, p̂∗

) is an optimal solution of the centralized prob-
lem (PCU).

6See footnote 8 for a discussion on the interpretation of Nash equilib-
ria.
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Theorem 2 Let p̂∗ be an optimum received power profile
corresponding to Problem (PCU). Then,

(a) There exist a set of personalized prices l∗i , i ∈ N , such
that

p̂∗ ∈ argmax
p∈Si

{−l∗i
T p + ui(p)}, ∀i ∈ N .

(b) There exists at least one NE m∗ of the game induced
by the game form presented in Sect. 3.1 and the users’
utility functions (3) such that, p̂(m∗) = p̂∗. Further-

more, if t̂∗i := l∗i
T p̂∗, i ∈ N , the set of all NE m∗ =

(m∗
1,m

∗
2, . . . ,m

∗
N) (where m∗

i = (π∗
i ,p

∗
i ), i ∈ N ) that

result in (t̂
∗
, p̂∗

) is characterized by the solution of the
following set of conditions:

1

N

∑

i∈N
p∗

i = p̂∗
,

π∗
i+1 − π∗

i+2 = l∗i , i ∈ N ,

(p∗
i − p∗

i+1)
T diag(π∗

i )(p
∗
i − p∗

i+1) = 0, i ∈ N ,

π∗
i ≥ 0, i ∈ N .

Because Theorem 1 is stated for an arbitrary NE m∗ of
the game induced by the game form presented in Sect. 3.1
and the users’ utility functions (3), the assertion of the the-
orem holds for all NE of this game. Thus, part (a) of Theo-
rem 1 establishes that the game form presented in Sect. 3.1
is individually rational.

Part (b) of Theorem 1 asserts that all NE of the game in-
duced by the game form presented in Sect. 3.1 and the users’
utility functions (3) result in optimal centralized allocations
(solutions of Problem (PCU)). Thus, the set of NE alloca-
tions is a subset of the set of centralized allocations. This
establishes that the game form presented in Sect. 3.1 im-
plements in NE the goal correspondence γ defined by Prob-
lem (PCU) (see Sect. 2.2). Because of this property, the game
form guarantees to provide a centralized allocation irrespec-
tive of which NE is achieved in the game induced by the
game form.

The assertion of Theorem 1 that establishes the above
two properties of the game form is based on the assump-
tion that there exists a NE of the game induced by the game
form of Sect. 3.1 and the users’ utility functions (3). How-
ever, Theorem 1 does not say anything about the existence
of a NE. Theorem 2 establishes that NE exist in the above
game and also characterizes the set of all NE that result in
optimal centralized allocations (t̂

∗
, p̂∗

) = ((l∗i
T p̂∗

)Ni=1, p̂
∗
)

where l∗i , i = 1,2, . . . ,N, are defined in Theorem 2(a).
The proofs of Theorems 1 and 2 are given in Appen-

dices A and B. In the next section we provide a brief dis-
cussion on the intuition behind the structure of the proposed
game form.

Before we proceed to the next section, we note that the
game form presented in Sect. 3.1 determines for the uplink
network an optimum power profile that should be “received”
at the BS. Once the game form determines an optimum re-
ceived power profile, each user can determine its respec-
tive transmission power that would result in the optimum
received power profile since each user knows its respective
channel gain hi0, i ∈ N . Since the optimum received power
profile is obtained at the NE of users’ messages, no user can
gain by unilaterally changing the power received from it at
the BS; in other words the user cannot gain by transmitting a
power that does not result in the received power determined
by the game form. Thus, the game form of Sect. 3.1 not only
determines the optimum received powers, but also induces
the users to “transmit” with optimum powers.

As we mentioned earlier, Assumption 4 is not necessary
for the game form proposed in Sect. 3.1 to result in optimal
power allocations. Consider the case when the symmetric
channel assumption is relaxed. We note that the game form
of Sect. 3.1 requires the users to communicate messages in
terms of the power vector received at the BS, not the power
vector transmitted by the users. Therefore, once the mech-
anism determines the power vector that should be received
at the BS, the BS can announce it to the users. In the ab-
sence of the knowledge of uplink channel gains, the users
will have to transmit power based on some estimate of the
uplink channel gain; if the power received by the BS is not
the same as that determined by the mechanism, the BS can
send feedback to the users to adjust their transmission pow-
ers. As explained in the previous paragraph, it will be in the
interest of the users to make the transmission power adjust-
ment so as to match the received power to the optimal one.
Thus, the mechanism would result in the same outcome as
in the case with the symmetric channel assumption.

3.3 Key features of and intuition behind the game form

The key feature of our problem is that the action/transmis-
sion power of a user directly affects the utility of every
other user. Thus, every user’s action creates an external-
ity for every other user. Consequently, we have to view the
power allocation problem with strategic users as the decen-
tralized resource allocation of a public good, where the pub-
lic good is the power profile p := (p1,p2, . . . , pN) received
at the BS. Since the users are strategic, the dimensionality
of the message space of any “efficient”7 mechanism must
be at least as large as the dimensionality of any “efficient”
mechanism for non-strategic users [20]. Under the condi-
tion that users are non-strategic, the minimum dimensional-
ity of any “efficient” public good mechanism is of the order

7We define a mechanism to be “efficient” if it implements in Nash
equilibria the solution of the corresponding centralized power alloca-
tion problem.
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O(N2) (see [21]). Therefore, any “efficient” mechanism for
our problem must have a message space whose dimension-
ality is at least of the order O(N2).

In our mechanism each of the N users announces a 2N

dimensional message consisting of an N dimensional power
profile proposal and an N dimensional price profile pro-
posal. Thus, the dimensionality of the message space of our
mechanism/game form is 2N2. From the above discussion
it is clear that the use of high dimensional mechanism is in-
evitable if one wants to have full implementation in Nash
equilibria.

To understand how the proposed structure of the game
form achieves the desired goal, let us now look at the
properties the game form induces in its NE. A NE of
the game corresponding to the proposed game form can
be interpreted as follows: Note that the allocated received
power profile, given the users’ messages mj , j ∈ N , is

1/N
∑N

i=1 pi . Therefore user i’s proposal pi can be in-
terpreted as the increment user i desires in the power re-
ceived from each user over the sum of other users’ pro-
posals so as to bring the allocated received power profile
p̂(m) to i’s desired value. Thus, if the average of the re-
ceived power profiles proposed by users other than user i

does not lie in Si , user i can propose an appropriate re-
ceived power profile and bring the allocated profile within
Si . It should be noted that the flexibility of proposing any
received power profile in R

N gives each user i ∈ N the ca-
pability to make the constraint p ∈ Si be satisfied by uni-
lateral deviation. It follows that any NE received power
profile must lie in

⋂
i∈N Si . Furthermore, it can be seen

from (10) that the game form formulation ensures that
the allocated tax profile satisfies (2) (even at off-NE mes-
sages). The above two features imply that all NE alloca-
tions (t,p) lie in S and hence are feasible solutions of Prob-
lem (PCU).

To see why NE allocations are optimal, let us look at
the form of the tax (10). The tax for user i consists of
three types of terms. Type-1 is lTi (m)p̂(m) that depends
on the power proposals of all the users, and the price pro-
posals of users other than user i. Type-2 term is the one
that depends on pi as well as π i , and type-3 term is the
one that depends only on the messages of users other than
user i. Since π i does not affect the received power alloca-
tion and affects only the type-2 term in ti , the NE strategy of
user i, i ∈ N , that minimizes its tax is to propose for each
j ∈ N , πij = 0 unless at the NE, pij = pi+1j . Since all
the users i ∈ N choose the aforementioned strategy at the
NE, the type-2 and type-3 terms vanish from every user’s
tax ti , i ∈ N , at the NE. Thus, the tax that users pay at a
NE m∗ is of the form lTi (m∗)p̂(m∗), i ∈ N . The NE price

term lTi (m∗) =: l∗i T
, i ∈ N , can therefore be interpreted as

the “personalized price” 8 of the NE received power profile
p̂(m∗) =: p̂∗ (treated as a public good) for user i; at the
NE this price for user i is not controlled by i’s message.
The above reduction of tax terms in terms of the allocated
received power profile implies that, at the NE, the utilities
of the users i ∈ N effectively depend only on the allocated
received power profile. Since each user has the capability
(by choosing appropriate pi ∈ R

N ) to shift the allocated re-
ceived power profile to its desired value given that the pro-
posals of all other users are fixed, the NE strategy of each
user is to propose a power profile that results in an allo-
cation that maximizes its corresponding utility. Thus, each
user maximizes its net utility at the NE, and this results in
the maximization of the system objective function at the NE.

It is worth mentioning at this point the significance of
type-2 and type-3 terms in the users’ tax. As explained
above, these terms vanish at NE. However, if these terms are
not present in ti , user i, i ∈ N , can propose arbitrarily high
price for other users in π i as π i would not affect user i’s
utility at all.9 It is also important that the NE price li is not
affected by π i , otherwise user i may influence its own price
in an unfair manner. However, since π i would affect other
users’ price, it is necessary to prevent user i from propos-
ing unfair prices for other users. Type-2 and type-3 terms
in ti do the above job by imposing a penalty on user i at
off-equilibrium messages if user i proposes a high value of
π i or if it deviates too much from other users in its power
profile proposal.

4 Conclusion

In this paper we studied power allocation for a single cell
wireless CDMA network with interference and selfish users.
The problems of power allocation in cellular networks in the
presence of interference are analogous to public good allo-
cation problems. Thus, pricing mechanisms that are useful
in developing decentralized optimal power allocation algo-
rithms for networks without interference (which are analo-
gous to private good economies), do not result in globally
optimal power allocations for cellular networks with inter-
ference. The main contributions of this paper are: (i) The for-
mulation of the uplink power allocation problem as a pub-
lic good allocation problem. (ii) The construction of a game
form that has the following properties: (1) It implements in
Nash equilibria the solution of the corresponding central-
ized power allocation problem; (2) It is individually ratio-
nal; (3) It is budget-balanced at all Nash equilibria and off
equilibrium. (iii) The characterization of all Nash equilibria
of the games corresponding to the proposed game form.

8In Economics literature, these personalized prices for the public goods
are called “Lindahl” prices.
9Note that li depends on π i+1 and π i+2 and not π i .
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For simplicity of presentation and explanation, we pre-
sented only the uplink problem in this paper, however, the
downlink power allocation in the presence of interference
and selfish users can be solved in the same way as the up-
link problem. Unlike the uplink power allocation problem
in which we treat the power vector received at the BS as a
public good, in the downlink problem we treat the power
vector transmitted by the BS to the users as a public good
because in the downlink case, the power vector transmit-
ted by the BS is the common commodity that affects the
utilities of all the users. We refer the interested reader to
[14, 22] for details of the results on the downlink prob-
lem.

We conclude by discussing some complexity, implemen-
tation and scalability issues associated with our mechanism.
We have already discussed the complexity of the message
space of our mechanism in Sect. 3.3 and have pointed out
that the use of high dimensional mechanisms is inevitable if
one wants to have full implementation in NE.

Given that the dimensionality of the message space of
any “efficient” mechanism must be high (at least O(N2)),
we now discuss its impact on scalability. If each user’s
transmission affects every other user, then the mechanism
we propose is not scalable. On the other hand, in the sit-
uation where each user’s transmission affects only a sub-
set of the network users, it is possible to have, for large-
scale networks, mechanisms that are efficient, scalable and
have characteristics similar to our mechanism. An effi-
cient and scalable mechanism for this situation is presented
in [25].

Even though in our solution to the power allocation prob-
lem we have implementation in NE and have obtained a
complete characterization of all Nash equilibria, at present
we do not have an algorithm for the computation of these
equilibria. For our problem, best response dynamics do not
guarantee convergence to Nash equilibria because the games
induced by the proposed game form are not, in general, su-
permodular. For development of efficient mechanisms that
can compute NE, there can be two different approaches.
(i) The development of algorithms that guarantee conver-
gence to Nash equilibria of the games constructed in this
paper. (ii) The development of alternative mechanisms/game
forms that lead to supermodular games. Both of the above
problems are open research problems of paramount impor-
tance.

The development of mechanisms/game forms for power
allocation in dynamic systems in the presence of selfish
users is another very important open research problem.
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In the appendices that follow, we present the proof of
Theorems 1 and 2. We divide the proof into several claims
to organize the presentation.

Appendix A: Proof of Theorem 1

Claim 1 If m∗ is a NE of the game induced by the game
form presented in Sect. 3.1 and the users’ utility functions
(3), then the allocation (t̂(m∗), p̂(m∗)) =: (t̂∗

, p̂∗
) is a fea-

sible solution of Problem (PCU), i.e. (t̂
∗
, p̂∗

) ∈ S.

Proof By construction of the game form, the allocated
tax (10) satisfies (2) which implies that the NE tax profile
t̂
∗

also satisfies (2). Therefore to prove the claim, we need
to show that the NE power profile p̂∗ ∈ ⋂

i∈N Si (where
Si, i ∈ N , is defined by (1)). We will prove this by showing
that, if p̂∗

/∈ Si for some i ∈ N , then there exists a profitable
unilateral deviation for user i.

Suppose p̂∗
/∈ Si for some i ∈ N . Then, from (3),

uA
i (t̂∗i , p̂∗

) = −∞. Consider m̃i = (π∗
i , p̃i ) where π∗

i is the

NE price profile and p̃i (p̃i ∈ R
N) is such that,

p̂(m̃i ,m
∗ /i) = 1

N

(∑

j∈N
j �=i

p∗
j + p̃i

)
= 0 ∈ Si.

Then,

uA
i

(
t̂i (m̃i ,m

∗ /i), p̂(m̃i ,m
∗/i)

) = −t̂i (m̃i ,m
∗ /i) + ui(0)

> −∞ = uA
i (t̂∗i , p̂∗

). (12)

Thus user i will find it profitable to deviate to m̃i .
Inequality (12) implies that m∗ cannot be a NE, which is

a contradiction. Therefore we must have that, p̂∗ ∈ ⋂
i∈N Si

and hence, (t̂
∗
, p̂∗

) ∈ S. �

Claim 2 If m∗ is a NE of the game induced by the game
form presented in Sect. 3.1 and the users’ utility func-
tions (3), then, the tax t̂i (m

∗) =: t̂∗i paid by user i, i ∈ N ,

at NE m∗ is of the form, t̂∗i = l∗i
T p̂∗, where l∗i := li (m

∗).

Proof Let m∗ be a NE described in Claim 2. Then, for each
i ∈ N ,

uA
i (t̂i (mi ,m

∗ /i), p̂(mi ,m
∗ /i)) ≤ uA

i (t̂∗i , p̂∗
),

∀mi ∈ Mi . (13)

Substituting mi = (π i ,p
∗
i ), π i ∈ R

N+ , in (13) and using (9)
implies that

uA
i (t̂i ((π i ,p

∗
i ),m

∗ /i), p̂∗
) ≤ uA

i

(
t̂∗i , p̂∗)

, ∀π i ∈ R
N+ .

(14)
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Since uA
i decreases in ti (see (3)), (14) implies that

t̂i ((π i ,p
∗
i ),m

∗ /i) ≥ t̂∗i , ∀π i ∈ R
N+ . (15)

Substituting (10) in (15) implies that

l∗i
T p̂∗ + (p∗

i − p∗
i+1)

T diag(π i )(p
∗
i − p∗

i+1)

− (p∗
i+1 − p∗

i+2)
T diag(π∗

i+1)(p
∗
i+1 − p∗

i+2)

≥ l∗i
T p̂∗ + (p∗

i − p∗
i+1)

T diag(π∗
i )(p

∗
i − p∗

i+1)

− (p∗
i+1 − p∗

i+2)
T diag(π∗

i+1)(p
∗
i+1 − p∗

i+2),

∀π i ∈ R
N+ . (16)

Canceling the common terms in (16) implies

(p∗
i − p∗

i+1)
T diag(π i − π∗

i )(p
∗
i − p∗

i+1) ≥ 0,

∀π i ∈ R
N+ . (17)

Since (17) must hold for all π i ≥ 0, it implies that for each
j ∈ N ,

either p∗
i j = p∗

i+1j
, or π∗

i j = 0. (18)

From (18) it follows that at any NE m∗,

(p∗
i − p∗

i+1)
T diag(π∗

i )(p
∗
i − p∗

i+1) = 0, ∀i ∈ N . (19)

Using (19) in (10) we obtain that any NE tax profile must be
of the form

t̂∗i = l∗i
T p̂∗

, ∀i ∈ N . (20)

�

Claim 3 The game form given in Sect. 3.1 is individually
rational, i.e. for every NE m∗ corresponding to it, the al-
location (t̂

∗
, p̂∗

) is weakly preferred by all the users to the
initial allocation (0,0), i.e.,

uA
i (0,0) ≤ uA

i (t̂∗i , p̂∗
), ∀i ∈ N .

Proof Suppose m∗ is a NE of the game specified by the
game form presented in Sect. 3.1 and the users’ utility func-
tions (3). From Claim 2 we know the form of the tax at m∗.
Substituting that from (20) into (13) we obtain that, for each
i ∈ N ,

uA
i (t̂i ((π i ,pi ),m

∗ /i), p̂((π i ,pi ),m
∗ /i))

≤ uA
i (l∗i

T p̂∗
, p̂∗

), ∀mi = (π i ,pi ) ∈ Mi . (21)

Substituting for t̂i in (21) from (10) and using equality (19)
we obtain

uA
i

(
l∗i

T p̂((π i ,pi ),m
∗ /i)

+ (pi − p∗
i+1)

T diag(π i )(pi − p∗
i+1),

p̂((π i ,pi ),m
∗ /i)

)

≤ uA
i (l∗i

T p̂∗
, p̂∗

), ∀π i ∈ R
N+ , ∀pi ∈ R

N. (22)

In particular, π i = 0 in (22) implies that

uA
i

(
l∗i

T p̂((0,pi ),m
∗ /i), p̂((0,pi ),m

∗ /i)
)

≤ uA
i (l∗i

T p̂∗
, p̂∗

), ∀pi ∈ R
N. (23)

Substituting 1/N(pi + ∑
j∈N \{i} p∗

j ) = p in (23) and using

the fact that (23) holds for all pi ∈ R
N gives

uA
i (l∗i

T p, p) ≤ uA
i (l∗i

T p̂∗
, p̂∗

), ∀p ∈ R
N. (24)

For p = 0, (24) implies that

uA
i (0,0) ≤ uA

i (l∗i
T p̂∗

, p̂∗
), ∀i ∈ N . (25)

�

Claim 4 A NE allocation (t̂
∗
, p̂∗

) is an optimal solution of
the centralized problem (PCU).

Proof For each i ∈ N , (24) can be equivalently written as

p̂∗ ∈ argmax
p∈RN

uA
i (l∗i

T p,p)

= argmax
p∈Si

(−l∗i
T p + ui(p)

)
. (26)

Since for each i ∈ N , ui(p) is assumed to be concave in p

over Si and the set Si is convex, Karush Kuhn Tucker (KKT)
conditions [23, Chap. 11] are necessary and sufficient for p̂∗

to be a maximizer in (26). Thus, for each i ∈ N , ∃ λi
1 ∈

R
N+ and λi

2 ∈ R
N+ such that, p̂∗, λi

1 and λi
2 satisfy the KKT

conditions given below:

l∗i − ∇ui(p̂
∗
) − λi

1 + λi
2 = 0, (27)

λi
1
T
p̂∗ = 0, (28)

λi
2
T
(p̂∗ − P max

0 1) = 0, (29)

where,

1 = (1,1, . . . ,1︸ ︷︷ ︸
N times

) ∈ R
N×1.

Combining the KKT conditions of all the users, i.e. sum-
ming (27) for all i ∈ N , and using the fact that

∑
i∈N l∗i = 0

(see (11)), we obtain
∑

i∈N
(−∇ui(p̂

∗
) − λi

1 + λi
2) = 0. (30)
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Equation (30) along with (28) and (29) for all i, and the non-
negativity of λi

1,λ
i
2, i ∈ N , specify the KKT conditions (for

variable p) for (5). Since (5) is a concave optimization prob-
lem, the KKT conditions are necessary and sufficient for its
optimum. Since p̂∗ satisfies these KKT conditions, it is a
maximizer of the objective function in (5). Therefore, as de-
scribed in Sect. 2.1, an optimal solution of Problem (PCU)
is of the form (t, p̂∗

), where t ∈ R
N is any tax profile that

satisfies (2). Since by construction of the tax the NE alloca-
tion t̂

∗
satisfies (2), we conclude that (t̂

∗
, p̂∗

) is an optimal
solution of (PCU). �

Theorem 1 shows that if there exists a NE correspond-
ing to the game of Sect. 3.1, then the allocation at the NE is
an optimal solution of the centralized problem (PCU). How-
ever, Theorem 1 does not guarantee the existence of a NE;
in other words, it does not guarantee that a centralized opti-
mum power profile is attainable through NE. This is guaran-
teed by Theorem 2 which is proved next.

Appendix B: Proof of Theorem 2

We prove Theorem 2 in two steps. In the first step we show
that if p̂∗ is an optimal power profile for the centralized
problem (PCU), there exist a set of personalized prices, one
for each user i ∈ N , such that when every user individually
maximizes its own utility taking the above prices as given,
then each of them obtains p̂∗ as its optimal power profile.
In the second step we show that p̂∗ and the corresponding
set of personalized prices can be used to construct message
profiles that are NE of the game induced by the game form
of Sect. 3.1 and the users’ utility functions (3).

Claim 5 If p̂∗ is an optimum power profile corresponding
to Problem (PCU), there exist a set of personalized prices
l∗i , i ∈ N , such that

p̂∗ ∈ argmax
p∈Si

−l∗i
T p + ui(p), ∀i ∈ N . (31)

Proof Suppose p̂∗ is an optimal power profile correspond-
ing to Problem (PCU). Problem (PCU) does have a solution
since it involves maximization of a concave function in p

over a convex and compact set in p (the solution in t triv-
ially exists). Writing the optimization problem (PCU) for p

we have,

p̂∗ ∈ argmax
p

∑

i∈N
ui(p)

s.t. p ∈ Si, ∀i ∈ N .

An optimal solution of the above problem must satisfy the
KKT conditions. Therefore there exist λi

1 ∈ R
N+ and λi

2 ∈

R
N+ , i ∈ N , such that p̂∗, λi

1 and λi
2, i ∈ N , satisfy

∑

i∈N

(−∇ui(p̂
∗
) − λi

1 + λi
2

) = 0, (32)

λi
1
T
p̂∗ = 0, ∀i ∈ N , (33)

and

λi
2
T
(p̂∗ − P max

0 1) = 0, ∀i ∈ N . (34)

We define for each i ∈ N ,

l∗i := ∇ui(p̂
∗
) + λi

1 − λi
2. (35)

Then,

l∗i − ∇ui(p̂
∗
) − λi

1 + λi
2 = 0, ∀i ∈ N . (36)

Equations (36), (33) and (34) together imply that for each
i ∈ N , p̂∗, λi

1 ∈ R
N+ and λi

2 ∈ R
N+ satisfy the KKT condi-

tions for the following maximization problem:

max
p ∈Si

−l∗i
T p + ui(p). (37)

Since (37) is a concave optimization problem, KKT condi-
tions are necessary and sufficient for its optimum. Therefore,
from (33), (34) and (36) we conclude that

p̂∗ ∈ argmax
p ∈Si

−l∗i
T p + ui(p). (38)

�

Claim 6 Let p̂∗ be an optimal power profile correspond-
ing to Problem (PCU), let l∗i , i ∈ N , be the personalized

prices defined in Claim 5, and let t̂∗i := l∗i
T p̂∗

, i ∈ N . Let
m∗

i := (π∗
i ,p

∗
i ), i ∈ N , be a solution to the following set of

relations:

1

N

∑

i∈N
p∗

i = p̂∗
, (39)

π∗
i+1 − π∗

i+2 = l∗i , i ∈ N , (40)

(p∗
i − p∗

i+1)
T diag(π∗

i )(p
∗
i − p∗

i+1) = 0, i ∈ N , (41)

π∗
i ≥ 0, i ∈ N . (42)

Then, m∗ := (m∗
1,m

∗
2, . . . ,m

∗
N) is a NE of the game induced

by the game form of Sect. 3.1 and the users’ utility func-
tions (3). Furthermore, p̂(m∗) = p̂∗, and for each i ∈ N ,
li (m

∗) = l∗i and t̂i (m
∗) = t̂∗i .

Proof Note that, (39)–(42) are necessary conditions for any
NE m∗ corresponding to the game of Sect. 3.1 to result in
the allocation (t̂

∗
, p̂∗

) (this follows from (9), (11) and (19)).
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Therefore, the set of solutions of (39)–(42), if one exists, is
a superset of the set of all NE that result in (t̂

∗
, p̂∗

). Below
we show that the solution set of (39)–(42) is in fact exactly
the set of NE that result in (t̂

∗
, p̂∗

).
To prove this we first show that the set of relations (39)–

(42) do have a solution. Notice that by setting p∗
i = p̂∗

∀i ∈ N , (39) and (41) are satisfied. Notice also that the right
hand side of (40) sums to 0 by taking the sum over i ∈ N .
Therefore, (40) has a solution in π∗

i , i ∈ N . Furthermore,
for any solution π∗

i , i ∈ N , of (40), π∗
i + c, i ∈ N , where c

is some constant, is also a solution of (40). Therefore by ap-
propriately choosing c, we can select a solution of (40) such
that (42) is satisfied.

It is clear from above that (39)–(42) have multiple solu-
tions. We now show that the set of solutions m∗ of (39)–(42)
is the set of NE that result in the given centralized solution
(t̂

∗
, p̂∗

). From Claim 5, (31) can be equivalently written as

p̂∗ ∈ argmax
p∈RN

uA
i (l∗i

T p,p), ∀i ∈ N . (43)

A change of variable Np − ∑
j∈N
j �=i

p∗
j = pi in (43) gives

p∗
i ∈ argmax

pi∈RN

uA
i

(
l∗i

T 1

N

(
pi +

∑

j∈N
j �=i

p∗
j

)
,

1

N

(
pi +

∑

j∈N
j �=i

p∗
j

))
. (44)

Because of (41), (44) also implies the following:

(π∗
i ,p

∗
i )

∈ argmax
(π i ,pi )∈R

N+×RN

uA
i

(
l∗i

T p̂((π i ,pi ),m
∗ /i)

− (p∗
i+1 − p∗

i+2)
T diag(π∗

i+1)(p
∗
i+1 − p∗

i+2),

p̂((π i ,pi ),m
∗/i)

)
. (45)

Furthermore, since uA
i is strictly decreasing in the tax (see

(3)), (45) also implies the following:

(π∗
i ,p

∗
i ) ∈ argmax

(π i ,pi )∈R
N+×RN

uA
i

(
l∗i

T p̂((π i ,pi ),m
∗ /i)

+ (pi − p∗
i+1)

T diag(π i )(pi − p∗
i+1)

− (p∗
i+1 − p∗

i+2)
T diag(π∗

i+1)(p
∗
i+1 − p∗

i+2),

p̂((π i ,pi ),m
∗/i)

)
, i ∈ N . (46)

Equation (46) implies that, if the message exchange and
allocation is done according to the game form defined in
Sect. 3.1, then user i, i ∈ N , maximizes its utility at m∗

i

given that all other users j ∈ N \{i} use their respective mes-
sages m∗

j , j ∈ N \{i}. This implies that a message profile m∗

that is a solution to (39)–(42) is a NE corresponding to the
aforementioned game. Furthermore, it follows from (39)–
(42) that the allocation at m∗ is

p̂(m∗) = 1

N

∑

i∈N
p∗

i = p̂∗
, (47)

and for each i ∈ N ,

li (m
∗) = π∗

i+1 − π∗
i+2 = l∗i , (48)

t̂i (m
∗) = li

T (m∗)p̂(m∗) + (p∗
i − p∗

i+1)
T

× diag(π∗
i )(p

∗
i − p∗

i+1)

− (p∗
i+1 − p∗

i+2)
T diag(π∗

i+1)(p
∗
i+1 − p∗

i+2)

= l∗i
T p̂∗ = t̂∗i . (49)

It follows from (46)–(49) that the set of solutions m∗ of
(39)–(42) is exactly the set of NE corresponding to the game
of Sect. 3.1 that result in the allocation (t̂

∗
, p̂∗

). This com-
pletes the proof of Claim 6 and hence the proof of Theo-
rem 2. �

Appendix C: Utility function for a MMSE-MUD
decoder

In this section we present the explicit form of user’s utility
functions for the case when the BS uses a Mimimum Mean
Square Error Multi User Detector (MMSE-MUD) decoder
for each user.

Suppose there are N users (transmitter-receiver pairs) in
a network, and the BS uses MMSE-MUD receivers to de-
code the received data for each user. The MMSE at the out-
put of receiver for user i(i ∈ N ) is then given by (see [24,
Chap. 6])

MMSEi

= min
ci

T ∈R1×M
E[‖bi − ci

T yi‖2] =
[(

I + 2

N0
ARA

)−1]

ii

.

(50)

In (50) bi is the data symbol transmitted by user i, yi

is the output of matched filter corresponding to user i, I

is the identity matrix of size M × M , N0/2 is the two
sided power spectral density of the thermal noise, A :=
diag(A1,A2, . . . ,AN) is the diagonal matrix consisting of
the received signal amplitudes of users 1 through N , and R

is the cross-correlation matrix of the users’ signature wave-
forms. For simplicity of analysis and for analytical tractabil-
ity we consider the case of two users below.
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Fig. 2 u1(p1,p2) vs. (p1,p2)

for N0/2 = 10−1.2 and ρ = 0.01

For the two-user (N = 2) case, the expression for the
MMSE in (50) becomes

MMSEi (p) =
N0
2

N0
2 + pi(1 − ρ2(pj )

(N0/2+pj )
)
, i, j ∈ {1,2},

j �= i. (51)

In (51) pi is the power received at the BS from user i ∈
{1,2}, pi = A2

i and pj = A2
j , i, j ∈ {1,2}, j �= i; and ρ

is the cross correlation between the signature waveforms of
users 1 and 2.

We define the users’ utility functions to be

ui(p) = −MMSEi (p), i ∈ {1,2}. (52)

Below we investigate the properties of function ui defined
in (52). From (51) and (52) we see that for a given power
spectral density N0/2 of the thermal noise, the cross corre-
lation ρ, and the received power p2 from user 2, the function
u1 is of the form −1

c1+c2p1
for some constants c1 and c2. Thus

u1 is concave in p1. On the other hand, for a given p1, if
ρ is very small which is usually the case in practical wire-
less systems, the coefficient ρ2 in the denominator of (51)
makes the variation of u1 with p2 very small. Thus p1 dom-
inantly determines the curvature of function u1. To illustrate
this we plot u1(p) vs. (p1,p2) in Fig. 2. It can clearly be
seen from Fig. 2 that u1 is a concave function of p1 and
varies very little with p2. Therefore, u1 is close to concave
in p = (p1,p2). To check the utility of user 2, we use simi-
lar arguments as above by interchanging the indices 1 and 2
and we get that u2 is also close to concave in p.

For larger networks with N > 2, it is difficult to give a
general expression for ui similar to (51). However, when

the cross correlation among the users’ waveforms is small,
the curvature of function ui is dominantly determined by
pi . Similar to the case for N = 2, the function ui is concave
in pi , and varies very little with other components of p :=
(p1,p2, . . . , pN), thus, making it close to concave in p.
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