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CHAPTER 1

INTRODUCTION

1.1. Preliminaries

A packet radio netw rk consists of a collection of geographically distributed and
possibly mobile nodes which wish to communicate with one another via one or more

broadcast radio channels.

Associated with each node is a network interface unit (NIU) consisting of a
communications section, which transmits and receives units of information called
packets, and a logic section, which controls the communications section and processes
packets. [If an NIU serves only as the source or sink of packets, then it is called a
terminal; if it serves only to forward packets, then it is called a repeater; and if it serves

both as a terminal and a repeater, then it is called a station.

Because of the limitations of NIUs, e.g., insufficient transmission power, packets
may be sent to one or more intermediary NIUs, stations or repeaters, before reaching
their final destinations and each link in this chain is called a hop. A single-hop
network is one in which all NIUs are terminals and each packet is transmitted directly

from source to destination. All other networks are multihop networks.



At a specified time and with respect to a certain NIU, a communication channel is
idle if no transmission is detected by the NIU on the channel; otherwise, the channel is
busy. It is assumed that channels are noiseless and that transmissions are received by
all NIUs within specified regions surrounding the transmitters unless two or more
transmissions on the same channel “collide’” at an NIU, i.e., the transmissions are
coincident at an NIU within overlapping transmission regions. Thus power capture and
time capture are modelled as follows: an NIU can receive but one transmission on any
channel at any time and any other transmission on the same channel within a specified
region will interfere. Note, however, that there can be several successful coincident
transmissions in different parts of a multihop network, i.e., spatial reuse of the
communication channel, if the transmissions do not collide at the intended recipients’

NIUs.

Access to a shared communication channel is governed by a set of rules called a
channel access protocol. These rules specify the procedure that must be followed by
NIUs which wish to use the channel. They dictate when, which, and to whom NIUs
may transmit. Protocols may be centralized or distributed: in a centralized protocol a
single NIU controls access of all NIUs to the channel and in a distributed protocol each
NIU controls its own access to the channel. Protocols may dedicate a portion of the
capacity of the communication channel to each NIU or may permit each NIU to
randomly access the entire capacity of channel. If decisions at an NIU are based on
information about the state of the network which is not available locally, the protocol

must specify the manner in which information is exchanged among NIUs.

In multihop networks, a routing algorithm is used to determine the path that a

packet follows between its source and ultimate sink. The forward progress of any



transmission is defined to be the distance achieved along the line connecting the
transmitting NIU to the NIU which is the ultimate sink of the packet, and a routing
algorithm which maximizes the forward progress of any transmission is called a most

forward progress (MFP) routing algorithm.

The criteria used to evaluate channel access protocols in this dissertation include
measures of channel utilization, packet delay time, packet throughput, stability,
fairness, and capacity. The definitions of some of these criteria depend on a statistical
characterization of the network or the class of networks to which they are applied, i.e.,
probabilistic specifications of node locations, nodal packet arrival processes, packet

length distributions, traffic patterns and routing algorithms.

o The [effective) channel utilization of a protocol for a specific network is defined to
be the ratio of the expected rate at which data are (successfully) transmitted on
the communication channel to the bandwidth of the channel, excluding potential
spatial reuse, for a specified statistical characterization of the network. Unless
qualified by the term “nodal”, channel utilization refers to the global utilization
of the channel in the network. (For a homogeneous network with isotropic traffic
patterns the global utilizations are just the products of the nodal channel
utilizations and the number of nodes in the network.) The average (effective)
channel utilization of a protocol for a specific statistical characterization of a
network is the (effective) channel utilization averaged over time. Note that for
multihop networks the global channel utilization may exceed one because of

spatial reuse and may also be normalized to that per unit area.

For large, homogeneous networks with isotropic traffic patterns in which edge



effects can be ignored, having a slotted channel communication channel in which
packets are the length of one slot, and having nodes with independent Poisson
exogenous packet arrival processes with mean rates \ per slot, then the nodal
channel utilization for any node in the ¢-th slot is

E(L,,(N\) + I, (\)
where 7, ,(\) and I, ,(\) are indicator random variables assuming values 1 if and
only if there are successful or unsuccessful transmissions, respectively, from the
node in the ¢t-th slot; and the effective nodal channel utilization for any node in
the ¢-th slot is

E(Z,:(\)).
The average nodal channel utilization and the average effective nodal channel

utilization are
1 T 1 T
lim sup— M E(J, ,(\) + I, ,(\)) and lim sup—, 3 E(/, ,(A)),
T - T‘=° ! ! T—oo T (=0 ’

respectively. The global channel utilizations are simply the nodal utilizations
multiplied by the number of nodes in the network.

Packet delay is defined to be the difference between the time at which a packet
appears at its source and the time at which the last bit of a packet is successfully
received at its ultimate destination unless qualified by the term ‘“one-hop”, in
which case the delay is measured from arrival to reception at the next
destination. The mean or expected packet delay for a specific protocol and
statistical characterization of a network is the expected value of the packet delay.
The throughput for a specific protocol and statistical characterization of a network
is the expected rate av which data, typically packets, arrive at their destinations.

The average throughput for a specific protocol and statistical characterization of



a network is the rate at which data arrive at their destinations averaged over
time. Throughput is usually specified as the rate at which data reach their
ultimate destinations unless qualified, e.g., by the term ‘“‘one-hop’. Like
utilization, throughput may be normalized to the unit area.

A protocol is stable for some statistical characterization of a network if the
average packet delay in the network is finite.

A protocol is called fair if for all homogeneous networks with isotropic traffic
patterns, the average packet delays at all nodes in a specific network are equal.
The (average) capacity of a protocol for a homogeneous network with an uniform,
isotropic traffic pattern in which the exogenous data arrival processes at nodes are
independent Poisson processes with mean rates \ is the maximum for 0<\ < oo of
the (average) effective channel utilization for a statistical characterization of the
network. Unless qualified as “nodal”, capacity refers to the global capacity of the
network. Unless qualified as “one-hop’’, capacity refers to the rate at which data
are delivered to their ultimate destinations (normalized by the bandwidth of the

communication channel).

For large, homogeneous networks with isotropic traffic patterns in which edge
effects can be ignored, having a slotted channel communication channel in which
packets are the length of one slot, and having nodes with independent Poisson
exogenous packet arrival processes with mean rates \ per slot, then the one-hop
nodal capacity for any node in the ¢-th slot is

max t.1/, (X))

0<x< <
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FDMA protocols for the single-hop, finite source, network model is 1.0 and both

protocols are stable in this context.

Nelson investigated the use of TDMA in static, multihop, packet radio networks
with known topologies and packet flow patterns [Nel82|. He attempted to find a
method to assign the time slots in TDMA frames to sets, or cliques, of transmitter-
receiver pairs which could converse without interfering with one another in such a way
that the average packet delay in the network would be minimized. While he was
unable to find an optimal assignment of slots to cliques he was able to find an upper
bound to the minimum delay by computing the delay for the case in which cliques are

randomly assigned to slots.

Dedicated protocols like FDMA and TDMA can be effective in packet radio
networks if the traffic is not bursty in nature. (An information source is called bursty
if its burst factor g [Lam78], the ratio of the acceptable average message delay time to
the mean message interarrival time, is small.) Dedicated protocols become inefficient if
the traffic is bursty because the portion of the entire bandwidth of the channel
allocated to each NIU must be large enough to meet message delay constraints;
however, the capacity is unused most of the time. It is this inefficiency which motivates
the use of variants of strict TDMA protocols like statistical TDMA and of random
access protocols like ALOHA and CSMA in which the entire capacity of the

communication channel is allocated on packet-by-packet basis when required.

1.2.2. ALOHA protocols

A simple distributed random access protocol for packet radio networks was

developed by Abramson and is called ALOHA [Abr70|. (Note that a distinction is



and the network nodal capacity for the :-th node is

max EY 7, (\)

0Sh<m 2
where [,,,(\) is an indicator random variable assuming value 1 if and only if
node k is successfully receiving a transmission that originated at node 1, L.e., node
i was the original source of the data, and is also the ultimate destination of the
data in the t-th slot. (Without loss of generality it is assumed that nodes 1,2,...,n
are the potential ultimate destinations for data originating at node i.) The
average capacities and the global capacities are defined in manners analogous to

the average and global channel utilizations, respectively.

1.2. Channel access protocols

In this section, we review two classes of dedicated access protocols, the TDMA
protocols and the FDMA protocols; review four classes of random access protocols, the
ALOHA protocols, the CSMA protocols, the BTMA protocols, and the tree protocols;
and review one class of hybrid protocol, the ALOHA/FDMA protocol. All of these

protocols can be used in either single-hop or in multihop networks.

1.2.1. TDMA and FDMA protocols

In time division multiple access (TDMA) and frequency division multiple access
(FDMA) a portion of the capacity of the communication channel allocated to each NIU.
In TDMA the channel is temporally multiplexed among NIUs and an NIU is assigned
one or more time “slots”’ in a repeating sequence of “frames’” during which it can use
the channel. In FDMA the channel is frequency multiplexed among NIUs and an NIU

is allocated a portion of the frequency spectrum. The capacity of the TDMA and



drawn between the ALOHA network and the ALOHA protocol.) In this protocol,
whenever an NIU is not busy and a new packet arrives, the packet is transmitted.
NIUs make no attempt to ascertain if the communication channel is idle before
transmitting. Also, NIUs make no attempt to detect interference or to abort
unsuccessful transmissions. In the event that two or more packets collide, none is

acknowledged and the sources retransmit the packets after a random delay. Lam found

that the capacity of ALOHA for the single-hop, infinite source, network model! is 1/ 2¢
or approximately 0.184. He also showed that ALOHA is unstable in this context

[Lam75].

The characteristics of slotted ALOHA , ALOHA with a temporally slotted channel
in which NIUs can initiate slot length transmissions only on slot boundaries, were first
described by Roberts [Rob72]. Like ALOHA, the protocol is unstable in the context of
a single-hop, infinite source, network model; however, its capacity is 1/e or

approximately 0.388 [Lam?75].

In multihop packet radio networks the capacity of the ALOHA protocols may
increase since several conversations can coexist without interfering with one another.
Silvester coined the term ‘‘spatial reuse” to describe this phenomenon and he and

Akavia investigated the use of slotted-ALOHA in multihop networks Aka79, Sil80|.

For multidimensional, homogeneous networks, Akavia derived a relationship
among the optimal transmission range for an NIU (the range that minimizes the
channel bandwidth required to satisfy constraints on average packet delay), the average
distance traveled by messages, the total traffic emerging from a unit area of the

network, and the desired average packet delay. He showed that ALOHA performed

'See Appendix A.



well when the traffic is bursty and that networks in which the transmission range of
NIUs could be controlled suffered less from steady traffic than single-hop ALOHA
networks. While in the latter case, ALOHA is only 1/e times as efficient as the best
M/D/ 1 queue; in the former case, it is 1/ Ve times as efficient. Of course, such a queue

is an ideal model and cannot be constructed in a distributed environment.

Silvester looked at one- and two-dimensional homogeneous networks in which each
NIU is assumed to have the same, limited transmission range and to be equally likely to
transmit to any other NIU. He showed that there exists an optimal value for this
transmission range for which the expected forward progress of a packet per attempted
transmission is maximized. If the transmission range is increased beyond this value,
then the expected forward progress decreases due to the increased probability of
interference from other transmissions. For two-dimensional networks having regular or
random topologies which are neither fully connected nor disconnected, he found that
the network nodal capacity is proportional to the reciprocal of the square root of the
number of nodes in the network. He also showed that for two-dimensional networks
with random topologies the optimal transmission range is such that an average of 5.89

other NIUs can “hear” a transmission.

Nelson generalized Silvester’s work to include capture [Nel82| for random planar
networks using slotted-ALOHA. He derived a formula for the network capacity as a
function of the number of nodes in the network, the average number of nodes within
the hearing range of a randomly selected node, the capture parameter of the receivers in
the network, and the probability that a node in the network transmits in any slot. He
showed that when the capture parameter is 0.7, typical for good FM, the network nodal

capacity is 0.074/v'n and occurs when an average of 4.99 other nodes can hear a
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transmission.

Akavia investigated the performance of hierarchical slotted-ALOHA networks in
which many terminals are linked to repeaters and repeaters to one central station
[Aka79]. Each repeater is assumed to receive packets from a unique collection of
terminals, each repeater is associated with a different collection of terminals, and each
collection of terminals is assumed to generate traffic as a Poisson source with common
rate. All terminals transmit to local repeaters using the slotted-ALOHA protocol and
similarly, each repeater transmits to the central station using slotted-ALOHA. Akavia
suggested that such hierarchical networks could be established by either employing
capture and assigning different transmission power levels to different hierarchies or by
employing FDMA and assigning different frequencies to different hierarchies. Akavia
showed that multilevel ALOHA networks of the type described have better performance

when heavily loaded than comparable single level ALOHA networks.
1.2.3. CSMA protocols

Tobagi analyzed the performance of a class of carrier sense multiple access
(CSMA) protocols in a single-hop packet radio environment [Tol;74]. Unlike the
ALOHA protocols, the CSMA protocols require that an NIU test the channel for
activity before transmitting and defer from transmitting if the channel appears to be
busy. In a p-persistent CSMA protocol an NIU (a) defers until the channel is idle and
then it either (b) transmits immediately with probability » (0<p <1), or (c) defers for a
short period of time with probability 1-p and then reverts to {a). In a non-persistent
CSMA protocol, an NIU repeatedly defers for a randomly chosen interval of time until

it finds the channel idle. whence it transmits immediately.
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In a single-hop network, collisions occur if a transmission is initiated by an NIU
before it realizes that another NIU has also started to transmit. (A transmission is
vulnerable for a period of at most 7 units of time {rom its start, where r is the
maximum signal propagation time between NIUs in the network.) In the event that
two or more packets collide in either a p-persistent or a non-persistent CSMA protocol,
no packet is acknowledged and the sources retransmit the packets after a random
delay. The capacity of a non-persistent CSMA protocol for the single-hop, infinite
source, network model is about 0.815 when the ratio of propagation delay to packet

.

transmission time ¢ is .01 [Kle75a|.

The effect of using any CSMA protocol in a multihop environment differs from
that of using the same protocol in a single-hop environment. In a single-hop CSMA
network, an idle channel guarantees that a transmission will be successful if the effect
of the propagation time r is neglected and a busy channel guarantees that a collision
will occur. However, in a multihop CSMA network, neither of the aforementioned is
true. These phenomena, depicted in Figures 1.1 and 1.2, are called ‘“hidden area
effects”’ and are inherent in any multihop communication network in which NIUs have
limited transmission power. In Figure 1.1, the channel appears idle to node C even
though node A is transmitting to node B and any transmission from C will interfere
with the transmission from A to B. In Figure 1.2, the channel appears busy to node C;
however, were node C to transmit to D, the transmission would be successful and

would not interfere with the transmission from node A to B.



Figure 1.1

Hidden area effect

Figure 1.2

CSMA inefficiency

* Node A is transmitting to
node B.

* Node C sees an idle channel
and transmits to node D.

* The-transmission from C to
D interferes with that from A
to B.

* Node A is transmitting to
node B.

* Node C sees a busy channel
and does not transmit to node
D.

* The transmission from C to
D would not interfere with
that from A to B.

Tobagi showed that the capacity of a non-persistent CSMA protocol decreases

from 0.815 to a value less than 0.30 when one-half or more of all NIUs are hidden from

each NIU (¢ = 0.01) and he introduced the busy tone multiple access (BTMA) protocol

as a modification of the CSMA scheme to eliminate the effect of hidden areas ‘Tob75].
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[n his work, Tobagi considered networks with a unique topology: he assumed that the
networks were composed of terminals which wish to communicate with a central
station, e.g., a centralized computer system. All terminals are within the transmission
range of the central station but not necessarily within the transmission range of one
another; thus, transmissions from one terminal to the central station may not be
apparent to another terminal. To eliminate the hidden area problem, he suggested that
the central station transmit a “busy tone” on a subchannel whenever the main channel
is busy and that terminals check the status of the subchannel rather than the main
channel before transmitting. The capacity of the non-persistent BTMA protocol for a
network with the topology described above is approximately 0.70. This is significantly
better than the performance of non-persistent CSMA in the same environment but
inferior to non-persistent CSMA in an environment in which all nodes can hear one

another.

While the BTMA protocol solves the problems that any CSMA protocol
experiences when used in a multihop environment, it introduces another problem which
is depicted in Figure 1.3. Here the channel appears idle to node C; however, were node
C to transmit to node D, the transmission would experience interference from node A
and would be unsuccessful. As we show later, this seemingly innocuous problem limits
the performance of BTMA multihop packet radio networks. (We also described a

method to correct the problem.)
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* Node A is transmitting to
node B.

* Node C sees an idle channel
and transmits to node D.

* The transmission from A to
B interferes with that from C
to D.

Figure 1.3

BTMA inefficiency

Nelson suggested another approach to improve the performance of CSMA in the
multihop networks [Nel82]. He observed that if NIUs were able to estimate the number
of nodes that are transmitting within their hearing range, then this information might
be used to bias a strict CSMA protocol. In particular, he suggested that a node may
want to transmit if few NIUs within its range are transmitting on the chance that its
transmission would not interfere with other transmissions. Nelson called this
generalization of CSMA, rude-CSMA. He concluded that for random planar networks,

rude-CSMA does not improve performance.

1.2.4. Tree protocols

A number distributed, random access protocols, loosely termed ‘“‘tree” protocols,
have been described by Berger |Ber81|, Capetanakis [Cap79a, Cap 79bl, and Gallager
Gal78|. All of these protocols rely on a communication channel which is temporally

slotted and it assumed that NIUs can synchronize their transmissions on slot

boundaries. Also, it is assumed that NIUs do not have information about other
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transmissions on the channel as in CSMA and BTMA, but that NIUs receive feedback

about the outcome of any transmission after a transmission has ended.

The operation of these protocols can be viewed as the cyclic searching of an
imaginary n-ary tree which is superimposed on all NIUs. Each vertex of the tree
corresponds to a subset of NIUs that may transmit in the next time slot if the vertex is
scanned -- the root corresponds to the set of all nodes. The m children of any vertex
(m <n) are disjoint sets, each containing approximately 1/m of the NIUs associated
with the parent, which are scanned if and only if a collision occurs when their parent is
scanned. The structure of the tree, the level at which the search begins, and the
searching pattern (typically depth-first or breadth-first) may be varied to optimize the

search for NIUs having packets to transmit.

In Capetanakis’ seminal work, he assumed that whenever an NIU has a packet to
transmit, it waits until the current tree has been expanded and a new tree expansion
begins, whence it transmits the first packet in its queue whenever a vertex of which it is
a member is scanned, and deletes that packet from its queue only if no collision occurs.
He also assumed that all vertices in a tree are binary except for the root which may
have more than two children; that a pseudo depth-first search pattern is used starting
with the children of the root. Capetanakis showed that the capacity of an optimal tree
protocol for the single-hop, infinite source, network model is 0.430. He also showed that
for a finite source model the optimal tree protocol becomes a TDMA protocol as the

load increases; hence, has a capacity of 1.0.

Berger and Gallager suggest modifications of Capetanakis’s searching algorithm
which increase the capacity of the tree protocol for the single-hop, infinite source,

network model to 0.487.
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1.2.5. Hybrid protocols

Akavia suggested that a combination of an ALOHA protocol and FDMA or
TDMA might be an effective hierarchical, hybrid protocol for broadcast packet radio
networks [Aka79]. In his networks, terminals are linked to repeaters and repeaters to
one central station in the case of centralized systems or to each other in the case of
distributed networks -- the basic configuration is similar to that described before
except that all terminals transmit to local repeaters using the ALOHA protocol and
each repeater transmits using a dedicated protocol. Thus Akavia uses ALOHA in an
environment to which it is suited, one in which the traffic is bursty, and a dedicated
protocol in an environment to which it is suited, one in which the traffic is steady: the
traffic from many terminals is combined at the repeaters. He shows that for centralized
systems and for one-dimensional distributed networks, the performance of two-level,
hybrid protocols is superior to single level protocols over a wide range of operating
conditions -- whenever the traffic is neither very bursty nor very steady. He also shows
that while additional protocol levels may improve performance in some cases, the
magnitude of the improvement is far smaller than that experienced when changing from

a single level protocol to a two level protocol.

1.3. Performance limits

There have been a sequence of results that have placed bounds on the capacity of
random access protocols in packet radio networks. The bounds pertain protocols which

do not use supplementary feedback, e.g., channel state in CSMA.

In the single-hop environment, Gallager's tree protocol, the modified version of

Capetanakis’s protocol, is a random access protocol with a capacity of 0.487 which
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places a lower bound on the capacity that can be achieved by random access protocols.
Pippenger used an information-theoretic argument to show that the capacity of any
random access protocol for the single-hop, infinite source network model could not
exceed 0.7448 [Pip79] and later Molle used a ‘‘genie’’ argument to show that the

capacity for any random access protocol for this model could not exceed 0.8731 [Mol80].

In the multihop environment, Nelson found an upper bound on the one-hop nodal
capacity over all random access protocols in connected random planar packet radio
networks to be 0.9278/N where N is the average number of nodes within the
transmission range of a randomly selected node [Nel82|]. Lower bounds have have been
established by Silvester, Nelson, and Akavia with various assumptions as described

earlier.

1.4. Preview

In this dissertation, we address several important issues. First we examine the
criteria that must be satisfied for multihop packet radio networks to operate without
collisions and derive two general laws for the conflict-free operation of networks. Using
these laws, we then place bounds on the operating characteristics of a subclass of all
packet radio networks, the regular, planar networks. Next we show that the
application of these laws leads to new random access protocols for multihop packet
radio networks, a class of bi-level TREE/TDMA protocols and a carrier sense, collision
avoidance multiple access (CS/CAMA) ;)rotocol. Analytical and simulation models of
the protocols are described and are used to evaluate their operating characteristics. A
Petri net model of the second of the protocols is used to prove that it operates

correctly.
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In Chapter 2 the criteria that must be satisfied for the conflict-free operation of
multihop networks are examined. Both necessary and sufficient conditions are
presented in the form of two “laws,”’ the weak law and the strong law. These laws are
then applied to protocols for two-dimensional regular networks, i.e., the triangular,
square, and hexagonal networks. Upper bounds are placed on the capacities of
protocols which obey the weak law for each of the regular networks and it is shown
that there exist protocols achieving these bounds. It is also shown that there exist
protocols for regular networks which obey the strong law and have capacities exceeding
those that can be obtained by protocols obeying the weak law. It is shown that of
protocols for the regular networks, those for square networks obeying the strong law

have the highest potential capacities.

In Chapter 3, a new class of channel access protocols for packet radio networks is
presented. The protocols are called TREE/TDMA protocols and are based on regular
backbones of repeaters which are superimposed on irregular networks of terminals. In
these protocols, two levels of control are used on a shared broadcast channel: a tree
multiple access (TREE or TMA) link exists between each terminal and a nearby
repeater and a spatial TDMA link exists between adjacent repeaters -- the TREE link is
embedded in the TDMA framing. Hence a packet is transmitted from its source to a
local repeater; then from repeater to repeater until it reaches the vicinity of its
destination; whence, it is transmitted to its destination. An analytical model of selected
operating characteristics of networks using TREE/TDMA is presented. Necessary and
sufficient conditions for the stable operation of these are derived, capacities are

calculated, and mean packet delay times are evaluated.
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In Chapter 4, a new random access protocol is introduced and analytical models
describing the operating characteristics of the protocol are presented. The protocol is a
carrier sense, collision avoidance, multiple access (CS/CAMA) protocol and operates
under the strong law of conflict-free operation described in Chapter 2 with a single level
of control on a shared broadcast channel. Like the TREE/TDMA protocols,
CS/CAMA can be used in irregular or random planar networks. In this chapter, we
prove that CS/CAMA is essentially conflict-free and that it operates correctly, e.g., is
free of deadlocks. We present both analytical and simulation models of the protocol

and compare the operating characteristics of the protocol predicted by each model.

The TREE/TDMA and CS/CAMA protocols exhibit characteristics which make
them attractive alternatives for use in a multihop packet radio environment. Both
protocols are reliable since they are distributed, the latter more so than the former: the
NIUs function independently of one another and require only local state information;
hence, there does not exist a single node whose failure can render the entire network
inoperative as in a centralized network. Both protocols are flexible and can
accommodate mobile users. No elaborate mechanism is needed for adding or deleting
nodes from a network as in certain ‘“token-passing’’ and reservation protocols. Both
protocols allow terminals to maintain a low EM profile; hence, limit detection:
terminals need only transmit when conversing and any transmission can be confined to
the neighborhood of the transmitter. Neither protocol requires expensive or complex

hardware at an NIU.

Most importantly, the protocols are efficient. Most, if not all, of the earlier
random access media access protocols are rendered inefficient in the multihop packet

radio environment because either the “hidden area” is ignored by the protocols or in



accommodating the hidden area, the potential for spatial reuse of the channel is
sacrificed. Both the TREE/TDMA and CS/CAMA protocols eliminate the effect of the

hidden area without sacrificing the potential for spatial reuse of the channel.



CHAPTER 2

TWO-DIMENSIONAL REGULAR NETWORKS

2.1. Introduction

In this chapter, we examine the criteria that must be satisfied for multihop packet
radio networks to operate without collisions and discuss two general laws for the
conflict-free operation of packet radio networks. The weak law stipulates a sufficient
condition for the conflict-free operation of networks and is transformed into an
operational protocol easily. The strong law stipulates necessary and sufficient
conditions for the conflict-free operation of networks and is transformed into an

operational protocol with more difficulty than the weak law.

Using these laws we place bounds on the maximum, instantaneous and average,
one-hop and network, nodal capacities that can be achieved by protocols for a subclass
of all packet radio networks, the two-dimensional regular networks. Upper bounds are
placed on the capacities of protocols which obey the weak law for each of the regular
networks and it shown that there exist protocols achieving these bounds. It is also
shown that there exist protocols for regular networks which obey the strong law and
have capacities exceeding those that can be obtained by protocols obeying the weak

law. Among the three classes of regular networks, the triangular, square, and
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hexagonal networks, it is proved that protocols for hexagonal networks have the largest
potential network capacities under the weak law, and that protocols for square

networks have the largest potential network capacities under the strong law.

Both the weak law and the strong law, and regular two-dimensional networks,
play a central role in this chapter and those that follow. In the next chapter, we show
that regular networks can be used to form the backbones for more general networks in
which nodes are randomly distributed in the plane. Finally in Chapter 4, we describe a
protocol which obeys the strong law and also eliminates the problems which limit the

performance of the CSMA protocols and BTMA protocols.

2.2. Laws of conflict-free concurrent transmissions

In this section, we present necessary and sufficient conditions for the steady-state,
conflict-free, operation of multihop networks in which nodes share a common
communication channel. We first describe a sufficient condition, hereafter called the
“weak’” law, for conflict-free concurrent transmissions. We then describe a necessary
and sufficient condition, hereafter called the “strong” law, for conflict-free concurrent

transmissions.

The weak law of concurrent conflict-free transmissions
If every transmitter in a network is at least three hops away from other
transmitters, then the network is conflict-free.
Proof
® Assume that there exists one network whose transmissions satisfy the condition
but is not conflict-free. Then, there exist transmissions which collide. Without

loss of generality (WLG) assume that in the first (second) of these transmissions



transmitter T, (T,) is transmitting to receiver R, (R,).

e If a collision occurs, then either the transmission from T, interferes with R, i.e.,
T, is one hop away from R, or the transmission of T, interferes with R, i.e., T,
is one hop away from R,. Since T, (T,) is one hop away from R, (R,) by
assumption, then T, and T, are no more than two hops away from each other.

e This contradicts the condition that T, and T, are at least three hops away from

each other. O

The strong law of concurrent conflict-free transmissions
A network is conflict-free if and only if every transmitter in the network is at
least two hops away from other receivers exciuding the receiver which is the
intended recipient of the transmission.
Proof
o If a network is conflict-free, then a receiver can not hear other transmitters
excluding its own transmitter. Therefore, all the other transmitters must be at
least two hopAs away from the receiver.
e If every transmitter in a network is at least two hops away fromr other receivers
excluding the receiver which is the intended recipient of the transmission, then
one receiver can hear exactly one transmission. Therefore, the network is

conflict-free. ©

The weak law and the strong law describe conditions which, if satisfied, will
ensure the conflict-free operation of a network. Note that these laws implicitly pose
constraints on static states of the network in terms of topological constraints on a

graph which specify which nodes are neighbors, i.e., who can “‘hear’ whom, and not in
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terms of temporal constraints. When these laws are applied to a real network, one
must adjust the constraints to account for the signal propagation time between

neighbors.

2.3. Tessellations of the plane

In this section the structure of regular two-dimensional networks is examined.
First we identify the equilateral polygons which can be used to generate regular
tessellations of the plane. We then calculate the density of nodes in the plane for each
regular network and find the mean number of hops that a packet will travel for each

network.

Lemma 2.1.
There are three equilateral polygons which generate regular tessellations of the
plane: the triangle, square, and hexagon [Cox69)|.
Proof
e The degree of an interior angle of an n-sided equilateral polygon is 180(n-2)/n.
Since each vertex belongs to m (a positive integer) equilateral polygons, m times
the degree of an interior angle is 360, i.e, 180m(n-2)/n = 360.
e Since n and m must be positive integers, the above equation has the following
three sets of solutions:
(i)  n =3, m = 6 which implies that the polygons are triangles;

4, m = 4 which implies that the polygons are squares; and

=~
I

(iii) n =6, m = 3 which implies that the polygons are hexagons. O



When one of these three planar tessellations is used to represent the structure of a
regular communication network, we associate a node or an NIU with each vertex in the
tessellation and a communication channel with each edge in the tessellation.

If we assume the distance between two adjacent nodes to be r, then we can

calculate the density of the nodes or vertices per unit area in the network as follows.

Lemma 2.2.

The node densities v, in triangular, square, and hexagonal networks are,

respectively,

Nt —:5, and v, = Nk
Proof
e Triangular network - If that there are / triangles on a plane which is large
enough so that the edge effect can be neglected, then there are 3!/ 8 vertices on the
plane since each triangle has three vertices and each vertex is shared by six

triangles. The node density is the number of vertices divided by the area covered

by the ! triangles, i.e.,
2 2

[mrz] A
4

vy

e Square network - Apply the technique used for the triangular network. There are
4i/ 4 vertices in a plane tessellated with squares and each square has an area of r2.
e Hexagonal network - then there are 3!/6 vertices There are 6//3 vertices in a

plane tessellated wirh hexagons and each hexagon has an area of 3v3r%/2. O



Lemma 2.3.
In networks in which a packet originating at any node, its source, is equally likely
to have any of the n nodes within m, m € Z*, hops of the source as its ultimate
destination, in which nodes transmit with power sufficient to just reach nodes
which are k-distant (node A is k-distant from node B if the shortest path from A
to B is of length k), £ ¢ Z*, and in which nodes use a most forward routing
algorithm, the mean numbers of hops a packet makes in traveling from its source

to its ultimate destination in triangular, square, and hexagonal networks are,

respectively,
A = 4km? + 3k + 1)m -k + 3
* 8(mk + 1)
1 in + a, .
for m = 5;[ —_— 1], oy = 3, @, = 2, and a, = 1.5. If the network is
a,

large, i.e.,, n >> 1, then

Proof
e The numbers of nodes that are within m hops of nodes if transmissions cover
nodes that are k-distant are for triangular, square, and hexagonal networks
nem) = a,mk(mk + 1)

for , defined for the appropriate network as above. Note that this implies that

1 in + a,
m = — —— -1
2k a,

e Using n,(m) we find that the numbers of nodes that are exactly i hops away are



nai) = nu(i-1) = ak(2tk - k + 1).

e Thus the expected numbers of hops are

hy= —L g‘i(n.(i)—n.(i—l))or

nJm) 2
2
hy = dkm_ + 3k + )m -k + 3 for m or n chosen as outlined above.
8(mk + 1)
1 /n 2m 2 n
0Forn>>1,m27c a—.andh.zTorh.zﬂ Z . Qa

2.4. Weak law -- capacity

In this section, we first derive upper bounds on the one-hop nodal capacities
(instantaneous and average) that can be achieved by protocols obeying the weak law
for triangular, square, and hexagonal networks. Next we place bounds on network
nodal capacities of protocols for regular networks with uniform, isotropic traffic
patterns. Finally we show that there exists a fair protocol whose one-hop nodal
capacities (instantaneous and average) and network nodal capacities equal the

respective bounds for each type of regular network.

Theorem 2.1.
Assuming that the transmission range of each node is fixed such that a
transmission just reaches nodes that are k-distant, £ € Z*, then the one-hop
nodal capacities (instantaneous and average) of protocols obeying the weak law
for triangular, square, and hexagonal networks do not exceed é,,,, = 1/ (n,(1) + 1),
for n,(1) defined in Lemma 2.3. Furthermore, the bounds on nodal capacities are
greatest when k equals 1 and assume values of 1/7, 1/5, and 1/4 for triangular,

square, and hexagonal networks, respectively.
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Proof

e Since the weak law requires that transmitters be at least three hops away from
each other, no node can be within the transmission range of two different
transmitters. Thus we can bound the instantaneous one-hop nodal capacity,
hence all other types of nodal capacity, by estimating the largest fraction of
nodes in a network that can transmit at any time.

o In a triangular network, there are at least n,(1) == 3k(k + 1) nodes within the
transmission range of any transmitter (see Figure 2.1). Thus the fraction of
nodes that can transmit at the same time must not exceed 1/ (ny(1) + 1). Since

is an positive integer, the maximum one-hop nodal capacity is 1/7 when k = 1.

There are 60 nodes in the
shaded area. (k=4)

Figure 2.1

Weak law -- triangular networks

e In a square network, there are at least n,{1) = 2k(k + 1) nodes within the
transmission range of any transmitter (see Figure 2.2). Thus the fraction of
nodes that can transmit at the same time must not exceed 1/(n,(1) + 1). Since &

is an positive integer, the maximum one-hop nodal capacity is 1/5 when k£ = 1.



There are 40 nodes in
the shaded area. (k=4)

Figure 2.2

Weak law -- square networks

e In a hexagonal network, there are at least n,(1) = 3k{k + 1)/ 2 nodes within the
transmission range of any tr‘ansmicter (see Figure 2.3). Thus the fraction of
nodes that can transmit at the same time must not exceed 1/(n4(1) + 1). Since k
is an positive integer, the maximum one-hop nodal capacity is 1/4 when &k = 1.

0

There are 30 nodes in the
shaded area. (k=4)

Figure 2.3

Weak law -- hexagonal networks
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Theorem 2.2.
Assuming that the transmission range of each node is fixed such that a
transmission just reaches nodes that are k-distant, ¥ € Z*, and that any of the »
nodes within m hops of the source of data is equally likely to be its destination,
then the netwé)rk nodal capacities (instantaneous and average) of protocols
obeying the weak law for triangular, square, and hexagonal networks do not

exceed

for ;',,,. and k, as defined in Theorem 2.1 and Lemma 2.3, respectively.

The maximum values of §, , occur when k equals 1 and are

. 3
Spe= Za. = @m = 1) for a, as defined before and

1{ 4n + a ]
m = — —— ]
2 a,

If the network is large, i.e., n >> 1, then

3ak
Spo 2 2
a.

2n{ok?® + ak + 1)

For large networks the maximum values of S, , (k = 1) are

da, ) 0.3712  0.4243 0.4593
2 nd

e — or
on(2a, + 1) \/ a. vn ' R AT

for triangular, square. and hexagonal networks, respectively. If these values are
normalized to the unit area, we find the corresponding bounds per unit area

based on v, to be
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0.4288 0.4243 and 0.35386
r2\/.rr’ r2\/71_’ r'zx/‘r;.“'

Proof
e The network nodal capacity is the one-hop nodal capacity divided by the
expected number of hops encounted by data. To prove this for node 7,
1 € lbl,.,nrb, define indicator random variables X, , Y, and Z;, j k=1,.,n. Let
X; be 1 if and only if node ; is transmitting data that originated at node 1; let
Y. be 1 if and only if node  is receiving data that originated at node i and is an
intended destination, i.e., on the most forward path from the source to the
ultimate destination; let Z, be 1 if and only if node k is receiving data that

originated at node i and is also the ultimate destination of the data. Now

B
I
&3]
I

since the ultimate destination is randomly chosen from the n nodes and hence

from the nodes receiving data from i. Since S, , = EYZ, and Y X; =Y 7,,
1 1 1

EYY,
1

h

Spo=

Furthermore, ¢, .= EY X, since the sum of the traffic originating at node ¢
1

(primary transmissions by i and secondary transmissions by other nodes which
are forwarding data originating at i) must equal the rate at which nodes
transmits data in the network, i.e., the one-hop nodal capacity, since traffic is

uniform and isotropic.
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e By inserting the appropriate values from Theorem 2.1 and Lemma 2.3 the general

formula for 3",,'. is found to be

6{mk + 1)
lok(k + 1) + 1][4km® + 3(k + 1)m - k + 3]

and the first portion of the theorem is proved.
o By substituting 1 for ¥ the second portion of the theorem is proved.

e The third portion of the theorem follows from the fact that for n >> 1

2 n
h, =2 32 \/ = (see Lemma 2.3).

e The fourth portion of the theorem follows by substituting 1 for ¥ and 3, 2, and
1.5 for a,, a,, and a, in the preceding.
e The last portion of the theorem follows if the network nodal capacities are

multiplied by the appropriate densities of nodes found in Lemma 2.2. O

Theorem 2.3.
There exists a fair channel access protocol, obeying the weak law, whose one-hop
and network nodal capacities (instantaneous and average) equal the bounds
established in Theorem 2.1 and Theorem 2.2 for large regular networks.

Proof

e The protocol whose capacities equal the bounds is called weak spatial TDMA

(WSTDMA) and can be envisioned as a TDMA protocol in which the location of
a node in the network determines the the slot in a TbMA frame in which the
node can transmit. Each TDMA frame in WSTDMA is divided into n,(1) + 1
slots, i.e., seven slots for triangular networks, five slots for square networks, and
four slots for hexagonal networks. Associated with each slot is a set of nodes or a

clique whose members are allowed to transmit to nodes k-distant when the slot
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appears in the TDMA frame. The routing algorithm used in WSTDMA is a most
forward progress algorithm.

Figures 2.4, 2.5, and 2.6 depict cliques when % is 1 for triangular, square, and
hexagonal networks. In these figures, nodes bearing the number i belong to the

same clique and may transmit in the 7th slot of the TDMA frame.

Nodes are divided into
seven subsets.

Figure 2.4

Weak spatial TDMA -- triangular networks

Nodes are divided into
five subsets.

Figure 2.5

Weak spatial TDMA -- square networks
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Nodes are divided into four
subsets.

Figure 2.6

Weak spatial TDMA -- hexagonal networks

e WSTDMA is fair since each node in a network has equal access to each frame.
Hence if a network is homogeneous and the traffic pattern is isotropic, then the
average packet delays at all nodes in the network must be equal.

e WSTDMA obeys the weak law since no two nodes which are transmitting are
within one or two hops of one another.

® The capacities of WSTDMA equal the respective bounds for triangular, square,
and hexagonal networks because if one assumes that each node in a network
always has a packet to transmit, then each node transmits once every seven time
slots, five time slots, and four time slots for the respective networks. Since
collisions cannot occur in WSTDMA, the instantaneous nodal capacities are
always 1/7, 1/ 3, and 1/ 4, respectively, and since the nodal capacities are equal in
each time slot for a chosen tessellating polygon, the average nodal capacities are

equal to their corresponding instantaneous values. Network nodal capacities can
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be obtained by dividing the appropriate one-hop nodal capacity by the mean
number of times that a packet is transmitted -- this is equal to the expected

number of hops calculated in Lemma 2.3 since a most forward routing algorithm

is used in WSTDMA. QO

The results of the preceding theorems are summarized in Table 2.1. It is clear
from the table that hexagonal networks have the largest capacities of the three regular
networks unless capacities are normalized to the unit area, whence square networks
have the largest one-hop capacities and triangular networks have the largest network

capacities.

Nodal Triangular Square Hexagonal
Capacity Networks Networks | Networks
One-Hop 0.1429 0.2000 0.2500
Network 0.3712 0.4243 0.4593

Vn vn vn
One-Hop 0.1650 0.2000 0.1925
Per Unit Area .2 r2 2
Network 0.4286 0.4243 0.3536
Per Unit Area 2 n 20
Table 2.1

Weak law -- WSTDMA capacities for large regular networks



36

2.5. Strong law -- capacity

In this section, we place bounds on nodal and network capacities (instantaneous
and average) that can be achieved by protocols obeying the strong law for triangular,
square, and hexagonal networks. While we are unable find upper bounds to the
capacities as we did in the preceding section, other than the obvious bound on the one-
hop nodal capacities of 1/2, we do place lower bounds on the capacities that can be
obtained by protocols obeying the strong law for regular networks. The bounds
demonstrate that there exist protocols obeying the strong law whose capacities exceed

those that can be achieved by any protocol obeying the weak law.

Theorem 2.4.
Assuming that the transmission range of each node is fixed such that a
transmission just reaches nodes that are k-distant, £ ¢ Z™*, then there exists a fair
channel access protocol, obeying the strong law, whose one-hop nodal capacities
(instantaneous and average) for triangular, square, and hexagonal networks are
¢re=1/(8.k +1) for 8, =2, 3, =1, and §, = 1. These capacities are greatest
when & equals 1 and assume values of 1/3, 1/2, and 1/ 2, respectively.

Proof

e The protocol is called strong spatial TDMA (SSTDMA) and is an extension of the

WSTDMA protocol oresented in Theorem 2.3. In SSTDMA each frame is divided

into ¢,(k) = o8,k + 1) slots where v, =6, v, =4, and v, =3 if £ =1 and
74 = 6 otherwise. {Note that ~, indicates the number of