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Abstract—In this report we study the asymptotic
connectivity of a low duty-cycled wireless sensor net-
work, where all sensors are randomly duty-cycled such
that they are on/active at any time with a fixed probabil-
ity. A wireless network is often said to be asymptotically
connected if there exists a path from every node to
every other node in the network with high probability
as the network density approaches infinity. Within the
context of a low duty-cycled wireless sensor network,
the network is said to be asymptotically connected if
for all realizations of the random duty-cycling (i.e., the
combination of on and off nodes) there exists a path
of active nodes from every node to every other node
in the network with high probability as the network
density approaches infinity. With this definition, we
derive conditions under which a low duty-cycled sensor
network is asymptotically connected. These conditions
essentially specify how the nodes’ communication range
and the duty-cycling probability should scale as the
network grows in order to maintain connectivity.In this
report we study the asymptotic connectivity of a low
duty-cycled wireless sensor network, where all sensors
are randomly duty-cycled such that they are on/active
at any time with a fixed probability. A wireless network
is often said to be asymptotically connected if there
exists a path from every node to every other node in the
network with high probability as the network density
approaches infinity. Within the context of a low duty-
cycled wireless sensor network, the network is said to
be asymptotically connected if for all realizations of
the random duty-cycling (i.e., the combination of on
and off nodes) there exists a path of active nodes from
every node to every other node in the network with high
probability as the network density approaches infinity.
With this definition, we derive conditions under which
a low duty-cycled sensor network is asymptotically
connected. These conditions essentially specify how
the nodes’ communication range and the duty-cycling
probability should scale as the network grows in order
to maintain connectivity.

I. INTRODUCTION
The Army’s Future Combat Systems potentially

rely heavily on the efficient use of unattended sen-
sors to detect, identify and track targets in order to

enhance situation awareness, agility and survivability.
Among different types of sensors, the unattended
ground sensors (UGS) are typically deployed and left
to self-organize and carry out various sensing, moni-
toring, surveillance and communication tasks. These
sensors are operated on battery power, and energy
is not always renewable due to cost, environmental
and form-size concerns. This imposes a stringent
energy constraint on the design of the communica-
tion architecture, communication protocols, and the
deployment and operation of these sensors. It is thus
critical to operate these sensors in a highly energy
efficient manner.
It has been observed that low power sensors con-

sume significant amount of energy while idling in
addition to that consumed during transmission and
reception. Consequently, it has been widely consid-
ered a key method of energy conservation to turn off
sensors that are not actively involved in sensing or
communication. By functioning at a low duty cycle,
i.e., by reducing the fraction of time that a sensor
is active/on, sensors are able to conserve energy,
which consequently leads to prolonged lifetime. This
is particularly applicable in scenarios where sensors
are naturally idle for most of the time (e.g., detection
of infrequent events such as fire, fault, etc., and
transmission of very short messages). However, as
sensors alternate between sleep and wake modes, its
coverage and communication capability are inevitably
disrupted. Duty-cycling sensory devices directly leads
to loss of sensing coverage, while duty-cycling radio
transceivers directly leads to loss of network con-
nectivity. It is therefore crucial to understand the
performance degradation as a result of duty-cycling
the sensor nodes, and to design good networking
mechanisms that work well with low duty-cycled
sensor networks.
In this report we aim at understanding the funda-

mental relationship between duty-cycling the radio
transceivers and the resulting network connectivity.
Specifically we will consider random duty-cycling



where sensor nodes are on/awake with a certain
probability (called the wake/active probability). The
definition of connectivity refers to the existence of
a route (consisting of active nodes) from each active
node to every other active node in the network. While
intuitively increasing nodes’ transmission radius and
decreasing nodes’ active probability have opposite
effects on the connectivity, it is less clear how they are
related quantitatively to ensure connectivity. We will
focus on understanding how these quantities scale
as the network density increases, by studying the
asymptotic connectivity of the network. Asymptotic
connectivity in this context refers to the existence of
a route (consisting of active nodes) from each active
node to every other active node in the network, as
the number of nodes approaches infinity.
More precisely, we consider the network with n

nodes uniformly and independently placed in a unit
square in !2. Each node is awake with probability
p(n) and is connected to active neighbors within
the range of transmission R(n) when it is active.
The problem under consideration is how p(n) and
R(n) are related to ensure that the network is con-
nected with high probability as n goes to infinity. An
important prior work is [1]. Our network model is
essentially the same as that studied in [1], with the
only difference that in [1] the wake/active probability
p(n) is always 1. [1] showed that it is sufficient
and necessary for each node to be connected to
Θ(log n) nearest neighbors to achieve asymptotic
connectivity as n approaches infinity. Building on this
result, in this study we show that the above randomly
duty-cycled network is asymptotically connected with
probability one if and only if the average number
of active neighbors a node has is on the order of
log (np(n)). It has to be mentioned that this result
cannot be obtained as a straightforward extension to
[1] as discussed in more detail in subsequent sections.
Given the sufficient and necessary conditions for

asymptotic connectivity, we further investigate the
relationship between transmission radius and active
probability with respect to energy consumption. We
also study the quantitative relationship between trans-
mission radius and sensing radius when both the
asymptotic connectivity as well as certain coverage
requirement need to be satisfied. Moreover, we dis-
cuss some important related issues further. Asymp-
totic connectivity in the sparse network is discussed
while we considered it in the dense network in this
paper. We redefine asymptotic connectivity to inves-

tigate how the sufficient and necessary conditions
are affected. Some experiments on phase transitions
of probability of connectivity are performed in the
network with sleep/wake activity. At last, we evaluate
transmission radius to show how it is affected by
introducing active probability.
The rest of the paper is organized as follows. We

present the network model and our main result in
the next section, and discuss its relationship to the
related work in Section III. In Section IV we give a
number of preliminary results, and Section V outlines
the proof of the main result. Sections VI, VII, VIII
give more discussion of our main result in the context
of energy, coverage, and some other issues. Section
IX concludes the paper.

II. NETWORK MODEL AND MAIN RESULT

Consider a unit square in !2, where n nodes
are deployed uniformly and independently. Time is
slotted. In each time slot, a node has a probability
p(n) of being awake or active, referred to as the active
probability. An active node is connected to its active
neighbors within a circle of radius R(n), referred to
as the transmission range. Such a network is said to
be asymptotically connected if there exists a path of
active nodes between any pair of two active nodes
with high probability as the density n approaches
infinity. In order to study the conditions under which
such a network is asymptotically connected, we will
utilize a number of results derived for a similar, but
not duty-cycled network (i.e., where p(n) = 1 for all
n). We begin by introducing the following types of
networks/graphs that will be used in this report.

• Gp(n, R(n)) denotes the duty-cycled network
mentioned above, i.e., a network formed in a unit
square where n nodes are deployed uniformly
and independently. In this network a node is
active with probability p(n) and when active is
connected to its active neighbors within a circle
of radius R(n).

• G(n, R(n)) denotes a non-duty-cycled network
formed in a unit square with n nodes deployed
uniformly and independently. In this network
a node is always active and is connected to
neighbors within a circle of radius R(n).

• Gλ(n, R(n)) denotes a network formed as a
Poisson point process with intensity n. In this
network a node is always active and is connected
to neighbors within a circle of radius R(n).



• F(n,φn) denotes a network formed in a unit
square with n nodes deployed uniformly and
independently. In this network a node is always
active and is connected to its φn nearest neigh-
bors.

• Fλ(n,φn) denotes a network formed as a Pois-
son point process with intensity n. In this net-
work a node is always active and is connected
to its φn nearest neighbors.

The following notations are used throughout this
paper. For two functions f(n) and g(n) defined on
some subset of the real line, (1) f(n) = O(g(n))
implies that there exist numbers n0 and M such that
|f(n)| ≤ M · |g(n)| for all n > n0 (asymptotic
upper bound); (2) f(n) = Θ(g(n)) implies that
f(n) = O(g(n)) and g(n) = O(f(n)) (asymptotic
tight bound); and (3) f(n) = o(g(n)) implies that
limn→∞ f(n)/g(n) = 0 (asymptotically negligible).
Our main result is shown in the following theorem.

Theorem 1 There exist two constants k1 and k2, 0 <
k1 < k2, such that:
1) for np(n)R2(n) = k2 log(np(n)), we have

lim
n→∞

Pr{Gp(n, R(n)) is connected } = 1 , (1)

2) for np(n)R2(n) = k1 log(np(n)), we have

lim
n→∞

Pr{Gp(n, R(n)) is disconnected } = 1 . (2)

Eqn. (1) is also commonly viewed as a sufficient
condition on connectivity and Eqn. (2) commonly
viewed as a necessary condition on connectivity.
Put together, np(n)R2(n) = Θ(log (np(n)) can be
viewed as the sufficient and necessary conditions for
asymptotic connectivity. In subsequent sections we
will also refer to these two equations as part I and
part II of the theorem.
Below we sketch the idea of the proof of the above

theorem and discuss this result within the context of
other existing results on asymptotic connectivity.
Figure 1 summarizes the main idea of the

proof, and illustrates where our technical contri-
butions lie. The network we are interested in,
Gp(n, R(n)), is shown on the top left. To prove
the theorem, we first show that if a Poisson net-
work with intensity np(n), i.e., Gλ(np(n), R(n)),
is asymptotically connected/disconnected given the
condition np(n)R(n)2 = k log(np(n)) for some
k > 0, then Gp(n, R(n)) is asymptotically con-
nected/disconnected given the same condition (for
possibly different constants).

This process is illustrated by the arrow labeled
with “A” in the figure. Conceptually, because of the
random duty-cycling, there are only on average np(n)
nodes awake in the network at any instance of time.
This makes the network Gp(n, R(n)) behave like a
Poisson network rather than one with a fixed number
of nodes. However, in order to study asymptotic con-
nectivity np(n) needs to approach infinity, which ren-
ders inapplicable the standard result of approximating
a binomial distribution with a Poisson distribution
(which assumes a finite intensity). Although this
seems a highly intuitive result, we were not able to
find a prior proof. We give one such proof in Lemma
3, where we establish the Poisson approximation of
a binomial distribution when np(n) → ∞.
We next show that if the network Fλ(np(n),φnp),

i.e., a Poisson network with intensity np(n) where
each node is connected to its φnp nearest neigh-
bors, is asymptotically connected/disconnected given
the condition φnp = c log(np(n)), for some c >
0, then the network Gλ(np(n), R(n)) is asymptot-
ically connected/disconnected given the condition
np(n)R(n)2 = k log(np(n)) for some k > 0.
This process is illustrated by the arrow labeled with

“B” in the figure. Here Fλ(np(n),φnp) is a Poisson
network with φnp neighbors for each node, and
Gλ(np(n), R(n)) is a Poisson network with neighbors
within a finite radius R(n) of each node. Note that for
the latter, the condition np(n)R(n)2 = k log(np(n))
for some k > 0 is on the average number of neighbors
a node has, whereas for the former the condition
φnp = c log(np(n)) for some c > 0 is on the actual
number of neighbors a node has.
The last step is to show that network

Fλ(np(n),φnp) is asymptotically con-
nected/disconnected given the condition
φnp = c log(np(n)), for some c > 0. This
network is essentially the same as Fλ(n,φn) (with
a different intensity). This result is obtained in
similar ways as in [2], which showed the same result
for F(n,φn). This step is illustrated by the arrow
labeled with “C” in the figure.

III. RELATED WORKS

Two most relevant results to that studied in this
paper are from [1] and [2], respectively. In particular,
as mentioned above [1] studied a network of the
type F(n,φn), and it was shown that it is sufficient
and necessary for each node to be connected to its
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Fig. 1. Outline of the proof of Theorem 1.

Θ(log n) nearest neighbors in order to achieve asymp-
totic connectivity for this network. An immediate
thought was whether one could simply replace n
with np(n) in this result to obtain the conditions
for a network of the type Gp(n, R(n)), assuming
np(n) → ∞. Although intuitively appealing, there
is a conceptual difference. Replacing n with np(n)
in this result implies that the sufficient and necessary
conditions for asymptotic connectivity are for every
active node to be connected to np(n) nearest active
neighbors. However, these conditions are not directly
guaranteed when the neighborhood of each node
is defined by a fixed radius R(n) with randomly
deployed nodes, and when the nodes are randomly
duty-cycled. Instead, what Theorem 1 shows is that
it is sufficient and necessary for each active node to
be connected to an average of Θ(log(np(n))) active
neighbors for asymptotic connectivity of a network
of the type Gp(n, R(n)).
In [2] a network of the type G(n, R(n)) was

considered, and it was shown that with πR2(n) =
log n+c(n)

n , the network is asymptotically connected
with probability one if and only if c(n) → ∞. This
result is not directly used in our study. However,
throughout this paper we follow heavily the basic
definitions and methods used by [1] and [2], as well
as use a number of (intermediate) results derived in
them with appropriate modifications. These will be
pointed out in subsequent sections.
[3] showed that the sufficient and necessary con-

ditions for asymptotic coverage with connectivity in
a grid network are p(n)R2(n) = Θ( log n

n ). Although
mathematically similar, these conditions are not the
same as the ones given by Theorem 1, since asymp-
totic coverage with connectivity is a different measure
from asymptotic connectivity, and a grid network is
different from a random network. [3] also showed that
the sufficient condition for asymptotic connectivity in
the grid network is in the form of

np(n)e−
πp(n)R2(n)n

2 → 0 as n → ∞.

It can be shown that p(n)R2(n) = Θ( log n
n ) implies

· · ·
· · ·
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Fig. 2. The square tessellation τnp
S .

np(n)e−
πp(n)R2(n)n

2 → 0 as n and np(n) both go to
infinity. The reverse is not necessarily true. Therefore,
we see that the condition for a randomly deployed
network, i.e., p(n)R2(n) = Θ( log n

n ), is more re-
strictive than that for a grid network. Other related
work includes [4], which studied the necessary and
sufficient conditions of both asymptotic coverage and
connectivity for a network with fixed node density λ
but increasing area A. In addition, the concepts of
k-connectivity and path connectivity were studied in
[5] and [6], respectively.

IV. PRELIMINARIES
For the proof of Theorem 1, we need the following

definitions which were originally defined in [1], with
slight generalization to account for p(n) < 1.

Definition 1 Square tessellation τnp
S . The unit square

is split equally into Mnp = %
√

np(n)
K log(np(n))&

2 small
squares as depicted in Figure 2, where a constant
K > 0 is a tunable parameter, and %x& is the smallest
integer larger than or equal to x. This tessellation of
the unit square will be denoted by τnp

S . The small
squares are denoted by Snp

i , i = 1, 2, · · · , Mnp, from
left to right, and from top to bottom.

Definition 2 k-filling event. Consider a structure
composed of 21 squares each of side length d/6 and
placed in a larger square of side length d: one at the
center and the others at the periphery of the larger
square with distance d/4 between the center square
and the others. A k-filling event occurs if there are
at least k nodes in each of 21 small squares and no
nodes in the space between the center square and the
others.
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Fig. 3. The disk tessellation τnp
D .

Definition 3 Disk tessellation τnp
D (a, b). Consider a

unit square with its bottom left corner being the
origin, as shown in Figure 3. Let r be such that
πr2 = K log(np(n))

np(n) , where K > 0 is a tunable
parameter. Consider a grid of squares of size 2r,
with corners at (a mod 2r, b mod 2r). Inside each
square, we inscribe a disk of area K log(np(n))

np(n) . The
set of all disks intersecting the unit square are called
the Disk Tessellation τnp

D (a, b). The disks intersecting
the unit square are denoted by Dnp

i , i = 1 ≤ Mnp.

Throughout our analysis, the asymptotic regime of
interest is where the duty cycle p(n) → 0, n → ∞
and np(n) → ∞.
Consider the network Gλ(np(n), R(n)), where 0 <

p(n) < 1. Denote the number of nodes that fall into
the unit square by M̃np, and denote the number of
nodes that fall into square Snp

i by Ñnp
i .

Lemma 1 limnp(n)→∞ Pr{|M̃np − np(n)| ≤√
np(n) log(np(n))} = 1.

Proof: Since M̃np is a Poisson random variable
with mean = np(n) and variance = np(n), by
Chebychev’s inequality,

Pr{|M̃np − np(n)| >
√

np(n) log(np(n))}

≤ np(n)
np(n) log(np(n))

=
1

log(np(n))
→ 0, as np(n) → ∞.

Consider Gp(n, R(n)). Denote the number of active
nodes in the unit square by Ma

n , which is a random
variable. Denote the number of active nodes in square
Snp

i by Na
i .

Lemma 2 limnp(n)→∞ Pr{|Ma
n − np(n)| ≤√

np(n) log(np(n))} = 1.

Proof: Since Ma
n is a Binomial random variable

with mean = np(n) and variance = np(n)(1−p(n)),
by Chebychev inequality,

Pr{|Ma
n−np(n)| >

√
np(n) log(np(n))}}

≤ np(n)(1 − p(n))
np(n) log(np(n))

=
1 − p(n)

log(np(n))
→ 0, as np(n) → ∞.

Let n be sufficiently large and p be small. When its
product np(n) is of moderate magnitude, the poisson
approximation of binomial distribution is proven in
the literature [7]. In this report, we need it in the
special case of np(n) → ∞ as n → ∞, which will
be proved in the following lemma.

Lemma 3 Suppose that p(n) → 0 and np(n) →
∞ as n → ∞. For any nonnegative j ≤ n and
sufficiently large n, Pr{Ma

n = j} is approximated
by Pr{M̃np = j}, i.e., in the limit their difference
goes to zero.

Proof: We have that

Pr{Ma
n = j} = (n

j )p(n)j(1 − p(n))n−j ,

P r{M̃np = j} =
(np(n))je−np(n)

j!
.

As Pr{Ma
n = j} is a binomial distribution de-

termined by n and p(n), we will denote it by
b(j; n, p(n)). Thus

b(0;n, p(n)) = (1 − p(n))n. (3)

By the definition of the derivative of function log x,
we have

lim
δ→0

log x − log(x − δ)
δ

=
1
x

. (4)

Since p(n) → 0 as n → ∞, Eqn. (4) can be written
as

lim
n→∞

log x − log(x − p(n))
p(n)

=
1
x

.

For x = 1, we have

lim
n→∞

− log(1 − p(n))
p(n)

= 1.

In other words, ∀ε1 > 0, there exists N1 > 0 such
that n > N1 implies |− log(1−p(n))

p(n) − 1| < ε1. Let



∆(n) ≡ − log(1−p(n))
p(n) −1, such that ∆(n) ∈ [−ε1, ε1].

For all ε1 > 0 and ε2 > 0, there exists N2 > 0 such
that n > max{N1, N2} implies

|(1 − p(n))n − e−np(n)|
= |(1 − p(n))−

1
p(n) ·(−np(n)) − e−np(n)|

= |e
−1

p(n) log(1−p(n))·(−np(n)) − e−np(n)|
= |e(1+∆(n))·(−np(n)) − e−np(n)|
= |e−np(n)(e−np(n)·∆(n) − 1)|. (5)

Because |∆(n)| is bounded by ε1, |e−np(n)·∆(n) − 1|
is bounded by some N3 > 0. Therefore, Eqn. (5)
≤ |e−np(n)| · N3 < ε2. Thus for sufficiently large n
we have

b(0;n, p(n)) ≈ e−np(n).

Furthermore, for any fixed j we have

b(j; n, p(n))
b(j − 1; n, p(n))

=
np(n) − (j − 1)p(n)

j(1 − p(n))
.

Therefore for sufficiently large n, we have

b(j; n, p(n)) ≈ (np(n))j

j!
e−np(n) = Pr{M̃np = j}.

Lemma 4 (Lemma 3.2.5 (iii) in [2]) Suppose Y is a
Poisson random variable with parameter λ, then for
any K > 1

log(4/e) , we have

lim
λ→+∞

1
λ

e
1
K
λ · Pr{|Y − λ| ≥ µλ} = 0,∀µ ∈ (µ∗, 1),

where µ∗ is the root of −µ∗ +(1+µ∗) log(1+µ∗) =
1
K .

Lemma 5 below is based on Lemma 3.1 in [2],
with a slight modification by using np(n) instead of
n.

Lemma 5 For any K > 1
log(4/e) ,

limnp(n)→∞ Pr{maxi |Ñnp
i − K log(np(n))| ≤

µK log(np(n))} = 1,∀µ ∈ (µ∗, 1),
where µ∗ ∈ (0, 1) is the sole root of the equation
−µ∗ + (1 + µ∗) log(1 + µ∗) = 1

K .

Proof: Recall Mnp ! np(n)
K log(np(n)) . By invoking

the independence property of the Poisson process for

the random variables Ñnp
1 , Ñnp

2 , · · · , Ñnp
np(n)

K log(np(n))

, we
have

Pr{ max
1≤i≤Mnp

|Ñnp
i − K log(np(n))| ≤ µK log(np(n))}

=
Mnp∏

i=1

Pr{|Ñnp
i − K log(np(n))| ≤ µK log(np(n))}

= (Pr{|Ñnp
1 − K log(np(n))| ≤ µK log(np(n))})Mnp

= (1 − Pr{|Ñnp
1 − K log(np(n))|

> µK log(np(n))})Mnp

= e
np(n)

K log(np(n)) ·log(1−Pr{|Ñnp
1 −K log(np(n))|>µK log(np(n))}).

If we let ρnp ! K log(np(n)), which is the mean
value of Ñnp

1 , then

Pr{ max
1≤i≤Mnp

|Ñnp
i − K log(np(n))| ≤ µK log(np(n))}

= exp{e
ρnp

K

ρnp
· log(1 − Pr{|Ñnp

1 − ρnp| > µρnp})}.

Since by Chebychev’s inequality,

Pr{|Ñnp
1 − ρnp| > µρnp} ≤ var(Ñnp

1 )
(µρnp)2

=
ρnp

(µρnp)2
=

1
µ2ρnp

→ 0, as np(n) → ∞,

and log(1 − x) is approximated by −x for small x,
we have

Pr{ max
1≤i≤Mnp

|Ñnp
i − K log(np(n))| ≤ µK log(np(n))}

= e
− e

ρnp
K

ρnp
·Pr{|Ñnp

1 −ρnp|>µρnp}·(1+o(1))
.

Hence, by Lemma 4, we deduce that

Pr{ max
1≤i≤Mnp

|Ñnp
i − K log(np(n))| ≤ µK log(np(n))}

→ 1, as np(n) → ∞.

Consider the disk tessellation τnp
D (a, b) in a unit

square with nodes deployed as a Poisson point pro-
cess with intensity np(n). Similarly to the square
tessellation, let the number of nodes that fall into disk
Dnp

i be denoted as Ñnp
D,i.

Lemma 6 For any K > 1
log(4/e) and any point

sequence {(an, bn) ∈ R2, n = 1, 2, · · · },
limnp(n)→∞ Pr{Ñnp

D,i ≤ (1 + µ)K log(np(n)), for
any disk Dnp

i in tessellation τnp
D (an, bn)} = 1,∀µ ∈

(µ∗, 1),



where µ∗ ∈ (0, 1) is the sole root of the equation
−µ∗ + (1 + µ∗) log(1 + µ∗) = 1

K .

Let us consider graph Gλ(np(n), R(n)). Let
P λ;(1)(np(n), R(n)) be the probability that
Gλ(np(n), R(n)) has at least one isolated node (i.e,
one with no neighbors) and P λ

d (np(n), R(n)) be the
probability that Gλ(np(n), R(n)) is disconnected.
From continuum percolation [8], we know that
P λ

d (np(n), R(n)) is asymptotically the same as
P λ;(1)(np(n), R(n)). Consider G(np(n), R(n)),
the network with exactly np(n) number of nodes.
Let Pd(np(n), R(n)) be the probability that
G(np(n), R(n)) is disconnected.

Lemma 7 (Lemma 3.1 in [2]) If πR2(n) =
log(np(n))+c(n)

np(n) , then

lim sup
np(n)→∞

P λ;(1)(np(n), R(n)) ≤ e−c,

where c = limn→∞ c(n).

Lemma 8 (Theorem 2.1 in [2]) If πR2(n) =
log(np(n))+c(n)

np(n) , then

lim inf
np(n)→∞

Pd(np(n), R(n)) ≥ e−c(1 − e−c),

where c = limn→∞ c(n).

The following theorem is proven using intermedi-
ate results in [2].

Theorem 2 The network Gλ(np(n), R(n)) with
πR2(n) = log(np(n))+c(n)

np(n) is connected with proba-
bility one as np(n) → ∞ and n → ∞ if and only if
limn→∞ c(n) = ∞.

Proof: (Sufficiency) From percolation theory,
for any ε > 0 and for all sufficiently large np(n), we
have

P λ
d (np(n), R(n)) ≤ (1 + ε)P λ;(1)(np(n), R(n))

≤ (1 + ε)e−c(n) ,

where the second inequality is from Lemma 7. Since
ε > 0 is arbitrary, we have

lim sup
np(n)→∞

P λ
d (np(n), R(n)) ≤ e−c.

(Necessity) From Eqn. (1.21) in [2],

P λ
d (np(n), R(n))

≥ Pd(np(n), R(n))(
1
2
− ε) − e−np(n)πR2(n)

πR2(n)

≥ Pd(np(n), R(n))(
1
2
− ε) − e−c(n)

log(np(n)) + c(n)
.

Based on Lemma 8, since ε > 0 is arbitrary,

lim inf
np(n)→∞

P λ
d (np(n), R(n)) ≥ 1

2
e−c(1 − e−c).

V. PROOF OF THEOREM 1

In this section, we prove both two parts of Theorem
1. For simplicity we will ignore edge effect in our
discussion, but note that edge effect does not alter
the main theorem (see also [1], [2]). The proof of
each part consists of three steps. In part I, the proof
proceeds as follows:

(1) Given np(n)R(n)2 = k2 log(np(n)) for
some k2 > 0, we show Gp(n, R(n))
is asymptotically connected if
Gλ(np(n), R(n)) is asymptotically
connected.

(2) It is shown that if there exists c2 such
that Fλ(np(n), c2 log(np(n))) is asymptot-
ically connected, then there exists k2 such
that Gλ(np(n), R(n)) is asymptotically con-
nected with np(n)R(n)2 = k2 log(np(n)).

(3) We show that Fλ(np(n), c2 log(np(n))) is
asymptotically connected for some c2 > 0.

For the first step, note that R(n) is bounded and
that n → ∞ implies np(n) → ∞. For sufficiently



large n,

Pr{Gp(n, R(n)) is connected}

=
n∑

j=0

Pr{Gp(n, R(n)) is connected|Ma
n = j}

· Pr{Ma
n = j}

= (
∑

|j−np(n)|≤
√

(np(n) log(np(n)))

+
∑

otherwise

)

Pr{Gp(n, R(n)) is connected|Ma
n = j}

· Pr{Ma
n = j}

=
∑

|j−np(n)|≤
√

(np(n) log(np(n)))

Pr{Gp(n, R(n)) is

connected|Ma
n = j} · Pr{Ma

n = j} + o(1)

=
∑

|j−np(n)|≤
√

(np(n) log(np(n)))

Pr{Gλ(np(n), R(n))

is connected|M̃np = j} · Pr{M̃np = j}
· (1 + o(1)) + o(1) , (6)

where the third equality is based on Lemma 1. The
fourth equality is based on Lemma 3 and the fact
that Gp(n, R(n)) given j active nodes is the same as
Gλ(np(n), R(n)) given j nodes are in the network.
From Lemma 2 we have that Eqn. (6) can be written
as

(1 + o(1)) · (Pr{Gλ(np(n), R(n)) is connected}
+o(1)) + o(1).

Therefore if

lim
n→∞

Pr{Gλ(np(n), R(n)) is connected} = 1,

then

lim
n→∞

Pr{Gp(n, R(n)) is connected} = 1 ,

thus completing the first step.
In Step 2 we show that if there exists c2 for

Fλ(np(n), c2 log(np(n))) to be asymptotically con-
nected, then there exists k2 for Gλ(np(n), R(n)) to
be asymptotically connected with np(n)R(n)2 =
k2 log(np(n)). To prove this, let us tessellate
Gλ(np(n), R(n)) by τnp

S , with K, µ satisfying
Lemma 5. Consider some nodes whose radius is
R(n) =

√
2K log(np(n))

np(n) on τnp
S , as shown in

Figure 4. Every circle contains a small square.
From Lemma 5, we know that each circle con-
tains more than or equal to K(1 − µ) log(np(n))
nodes with high probability, where µ ∈ (µ∗, 1). We

· · ·

· · ·

· · ·

· · · ·

· · ·
· · ·
· · ·

·

··

npS1
npS2

npS3

Fig. 4. Nodes with radius of transmission R(n) =√
2K log(np(n))

np(n) on τnp
S .

construct another graph by connecting each node
with its nearest K(1 − µ) log(np(n)) − 1 neigh-
bors, which is Fλ(np(n), K(1 − µ) log(np(n)) −
1). If Fλ(np(n), K(1 − µ) log(np(n)) − 1) is
asymptotically connected, then Gλ(np(n), R(n)) with
np(n)R(n)2 = 2K log(np(n)) is asymptotically con-
nected. Thus there exists k2 = 2K when c2 =
K(1 − µ). This completes the second step.
Finally, we want to prove that

Fλ(np(n), c2 log(np(n))) is asymptotically
connected for c2 > 2

log(4/e) . It suffices to show
that for some δ > 0,

lim
n→∞

Pr{Fλ(np(n), (2/ log(4/e) + δ) log(np(n))) is

connected} = 1.

According to Lemma 6, µ∗ → 1 as K →
(1/ log(4/e))+. So for any δ > 0, there is a constant
δ′ > 0 such that

K =1/ log(4/e) + δ′

⇒ (1 + µ∗)K < 2/ log(4/e) + δ. (7)

For the rest of this proof, we fix the parameter K in
the Disk tessellation to be the one in Eqn. (7), and
fix µ such that

1 > µ > µ∗ and (1 + µ)K < 2/ log(4/e) + δ.

Let rnp !
√

K log(np(n))
πnp(n) be the radius of the disks

in the Disk tessellation. Then choose two positive
constants ε,η ∈ (0, 1) such that

π(rnp − εrnp)2 >
(1 + η) log(np(n))

np(n)
. (8)



Now let us tessellate the unit square by a collection
of several disk tessellations:

τnp
ε ! {τnp

D (i·εrnp, j·εrnp), i, j = 0, 1, 2, · · · , 2·[1
ε
]+1}.

This collection of tessellations has the following
property: For any point (a, b) in the unit square, there
is a disk in τnp

ε whose center is within a distance of
εrnp from the point (see Figure 3). Since the number
of tessellations in τnp

ε is finite, by Lemma 6, we know
that

Pr{Every disk of τnp
ε contains no more than

(2/ log(4/e) + δ) log(np(n)) nodes} → 1,

as n → ∞.

By the choice of rnp, ε and τnp
ε , any disk with

radius (1 − ε)rnp and centered in the unit square
will be contained in a disk in the collection of
tessellations τnp

ε (see Figure 4). So if any of the
disks of the tessellation collection τnp

ε contains
no more than (2/ log(4/e) + δ) log(np(n)) nodes,
then each node of Fλ(np(n), c2 log(np(n)))
will be connected to every node that is within
distance of (1 − ε)rnp. So if we define Bnp !
{Every disk of τnp

ε contains no more than ( 2
log(4/e)+

δ) log(np(n)) nodes}, then

Pr{Fλ(np(n), (2/ log(4/e) + δ) log(np(n)))
is connected|Bnp} → 1, as n → ∞.

Therefore

Pr{Fλ(np(n), (2/ log(4/e) + δ) log(np(n)))
is connected}

= Pr{Bnp} · Pr{Fλ(np(n), (2/ log(4/e) + δ)
log(np(n))) is connected|Bnp}

+ Pr{Bc
np} · Pr{Fλ(np(n), (2/ log(4/e) + δ)

log(np(n))) is connected|Bc
np}

= (1 + o(1)) · (1 + o(1)) + o(1) → 1, as n → ∞.

Hence we proved that Fλ(np(n), c2 log(np(n))) is
asymptotically connected for c2 > 2

log(4/e) , complet-
ing the third step.

The proof of the second part of Theorem 1 follows
a very similar procedure, consisting of three steps:
(1) Given np(n)R(n)2 = k1 log(np(n)) for

some k1 > 0, we show Gp(n, R(n))
is asymptotically disconnected if
Gλ(np(n), R(n)) is asymptotically
disconnected.

· · ·

· · ·

· · ·

· · · ·

· · ·
· · ·
· · ·

·

··

1'S 2'S 3'S

Fig. 5. Nodes with radius of transmission R(n) =√
K′ log(np(n))

np(n) on τnp
S′ .

(2) It is shown that if there exists c1 such that
Fλ(np(n), c1 log(np(n))) is asymptotically
disconnected, then there exists k1 such that
Gλ(np(n), R(n)) is asymptotically discon-
nected with np(n)R(n)2 = k1 log(np(n)).

(3) We show that Fλ(np(n), c1 log(np(n))) is
asymptotically disconnected for some c1 >
0.

In the first step, similar to part I we will use
the fact that n → ∞ implies np(n) → ∞.
With slight modification from connectivity to dis-
connectivity on the argument used in part I of
the proof given early, one can easily show that if
limn→∞ Pr{Gλ(np(n), R(n)) is disconnected} = 1,
then limn→∞ Pr{Gp(n, R(n)) is disconnected} = 1.
This completes the first step of the proof of part II.
In the second step we show that if there exists

c1 such that Fλ(np(n), c1 log(np(n))) is asymptot-
ically disconnected, then there exists k1 such that
Gλ(np(n), R(n)) with np(n)R(n)2 = k1 log(np(n))
is asymptotically disconnected. To prove this, we
tessellate Gλ(np(n), R(n)) by τnp

S , with K, µ
satisfying Lemma 5. Furthermore, we split each
square into %

√
9·21(1+µ)

1−µ &2 smaller squares. Denote

by τnp
S′ the new tessellation with %

√
np(n)

K log(np(n))&
2 ·

%
√

9·21(1+µ)
1−µ &2 squares and let Ñ∗

i be the number of
nodes in each smaller square S′

i. Thus Ñ∗
i is a Pois-

son random variable with mean K(1−µ)
9·21(1+µ) log(np(n)).

Similarly to Lemma 5, for K ′ > 1
log(4/e) , we have

lim
n→∞

Pr{max
i

Ñ∗
i ≤ (1 + µ)K ′ log(np(n))} = 1,

∀µ ∈ (µ∗∗, 1), (9)



whereK ′ = 1−µ
9·21(1+µ)K and µ∗∗ is the root of −µ∗∗+

(1 + µ∗∗) log(1 + µ∗∗) = 1
K′ .

Consider some nodes with radius R(n) =√
K′ log(np(n))

np(n) , the side length of each smaller
square on τnp

S′ as shown in Figure 5. Every cir-
cle is included in a group of at most 9 small
squares. From Eqn. (9), each circle contains less
than or equal to K(1−µ)

21 log(np(n)) nodes with
high probability. We can thus construct another
graph by connecting each node with its near-
est K(1−µ)

21 log(np(n)) − 1 neighbors, which re-
sults in Fλ(np(n), K(1−µ)

21 log(np(n)) − 1). Con-
sequently, if Fλ(np(n), K(1−µ)

21 log(np(n)) − 1) is
asymptotically disconnected, Gλ(np(n), R(n)) with
np(n)R(n)2 = 1−µ

9·21(1+µ)K log(np(n)) is asymp-
totically disconnected. Note that for large np(n),
K(1−µ)

21 log(np(n)) / 1. Thus there exists k1 =
1−µ

9·21(1+µ)K when c2 = K(1−µ)
21 . This completes the

second step of the proof.
Finally, we want to prove that

Fλ(np(n), c1 log(np(n))) is asymptotically
disconnected for c1 < (1−µ)K

21 . It suffices to
show that for some ε > 0,

lim
n→∞

Pr{Fλ(np(n), ε log(np(n)))) is connected} = 0.

According to Lemma 5,

lim
n→∞

Pr{max
i

|Ñnp
i − K log(np(n))|

≤ µK log(np(n))} = 1.

Therefore if we let

Anp
i !{ No (ε log(np(n)) + 1)-filling event occurs

in the trap of Snp
i },

Qnp !{(k1, k2, · · · , kMnp
) : k1 + k2 + · · · + kMnp

= M̃np, where M̃np ≥ 0 and ki ≥ 0,∀i},

then we have

Pr{Fλ(np(n), ε log(np(n)))) is connected}
≤ Pr{Anp

i ,∀i}
= Σ(k1,k2,··· ,kMnp )∈QnpPr{Anp

i ,∀i; Ñnp
i = ki,∀i}

= Σ(k1,k2,··· ,kMnp )∈QnpPr{Anp
i ,∀i|Ñnp

i = ki,∀i}
· Pr{Ñnp

i = ki,∀i}

The last step of this proof is the same as the proof
of the necessity part in [1], replacing n with np(n).

VI. ENERGY EFFICIENCY WITH ASYMPTOTIC
CONNECTIVITY

Low duty-cycling was originally proposed to con-
serve idling energy as described in Section I. That
is, total energy consumption may be reduced with
smaller p(n) with and larger R(n). Theorem 1 gives
us the idea how R(n) and p(n) scale as n grows
in order to maintain connectivity between nodes in
the network. Given the condition for asymptotic con-
nectivity, it is interesting to show that under what
conditions of R(n) and p(n) minimize total energy
consumption of nodes.
We adopt the energy model from [9]. Energy spent

in transmission is a function of R(n) and the number
of bits to transmit. Energy spent in reception and one
spent in sensing are only functions of the number of
bits. Let E denote the average energy consumed by
a node for a unit time, which is

E = (C1R(n)α + C2)p(n),

where α is a constant which depends on the attenu-
ation of the signal in the environment. We will use
the common values of α = 2 and α = 4. C1 and C2

are constants which depends on the number of bits,
the energy used by the circuitry for every bit, and so
on.
We want to minimize E with respect to the condi-

tion from Theorem 1. For some k > 0,

min
R(n),p(n)

(C1R(n)α + C2)p(n)

w.r.t. p(n)R2(n) = k
log(np(n))

n
. (10)

• Suppose α = 2. Optimizing Eqn. (10) is equiv-
alent to show the following equation.

min
p(n)

C1k log(np(n))
n

+ C2p(n). (11)

Eqn. (11) is an increasing function of p(n).
That is, smaller p(n) results in smaller energy
consumption. The more sensors in sleep, the less
energy consumed. Then, how many sensors to
put into sleep depends on constraint on delay
and data rate that each node carries. This will be
related to the number of hops to traverse, which
is also a function of R(n). This can be studied
as future research.

• When α = 4, Eqn. (10) becomes

min
p(n)

C1k2 log2(np(n))
n2p(n)

+ C2p(n). (12)
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Fig. 6. Energy consumption when C1 = 1,C2 = 1,k = 10 and
α = 2.
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Fig. 7. Energy consumption when C1 = 1,C2 = 1,k = 10 and
α = 4.

Eqn. (12) is minimized when p(n) = 1
ne2/n. In

order to maintain asymptotic connectivity, p(n)
cannot decrease faster than 1

n . While asymptotic
connectivity is guaranteed, energy consumption
is minimized if p(n) decreases to zero with the
rate 1

ne2/n as n increases.
We evaluate Eqn. (10) to give numerical results

when α = 2 and α = 4. Figure 6 shows that energy
consumption is an increasing function of p(n) as in
Eqn. (11) when α = 2. When α = 4, there exists
a minimum of energy consumption at p(n) = 1

ne2/n

as shown in Figure 7. When n becomes large, p(n)
approaches to zero. Thus, energy consumption is
approximately linearly proportional to p(n) for large
n as ones in Figure 6.

VII. ASYMPTOTIC CONNECTIVITY WITH
COVERAGE

Suppose that inactive nodes turn off both the radio
transceiver and sensory device. And let r(n) be the
sensing radius. We are interested in a condition for

asymptotic connectivity while we give a certain level
of coverage.
We consider Gp(n, R(n)). Given that the long term

average sleep ratio of a node is q(n) := 1 − p(n),
regardless of the distribution of the on and off periods
(assuming they are both of finite mean which is
desirable for coverage purpose), the probability that
a given point in a unit square is not covered by any
active node is

Pu =
n∑

j=0

q(n)j(n
j )(πr2(n))j(1 − πr2(n))n−j .

where nπr2(n) is the expected number of nodes
deployed within a circle of radius r(n) around the
point. The associated joint probability of the point
being uncovered and at least one node being within
a circle of radius r(n) is

Pu,c =
n∑

j=1

q(n)j(n
j )(πr2(n))j(1 − πr2(n))n−j .

lim
n→∞

Pu,c = lim
n→∞

n∑

j=1

q(n)j (nπr2(n))je−nπr2(n)

j!

= lim
n→∞

e−nπr2(n)(1−q(n))(1 − e−nπr2(n)q(n))

− lim
n→∞

e−nπr2(n)(1−q(n))

·
∞∑

j=n+1

(nπr2(n)q(n))je−nπr2(n)q(n)

j!

= lim
n→∞

e−nπr2(n)(1−q(n))(1 − e−nπr2(n)q(n)).

First equality is from Lemma 3. The last equality is
because

∑∞
j=n+1

(nπr2(n)q(n))je−nπr2(n)q(n)

j! converges
to 0 as n goes to infinity. Furthermore, we can obtain
q(n) = log(V +e−nπr2(n))

nπr2(n) + 1 for fixed Pu,c = V when
n goes to infinity.
To achieve asymptotic connectivity for active

nodes, np(n)πR2(n) = k2 log n from Theorem 1.
This relationship gives us a boundary condition for
asymptotic connectivity. Furthermore, a random sleep
schedule is p(n) = − log(V +e−nπr2(n))

nπr2(n) to achieve



Pu,c = V . Therefore, to achieve both,

n[− log(V + e−nπr2(n))
nπr2(n)

]πR2(n)

= k2 log[−n log(V + e−nπr2(n))
nπr2(n)

]

⇒ −R2(n)
r2(n)

log(V + e−nπr2(n))

= k2 log[− 1
πr2(n)

log(V + e−nπr2(n))]. (13)

First, for fixed n and when V is very small, Eqn. (13)
becomes

− R2(n)
r2(n)

log e−nπr2(n)

= k2 log(− 1
πr2(n)

log e−nπr2(n))

⇒ nπR2(n) = k2 log n.

Second, for fixed V and when n is very large, Eqn.
(13) becomes

− R2(n)
r2(n)

log V = k2 log(− 1
πr2(n)

log V )

⇒ R2(n)
r2(n)

log
1
V

+ k2 log r2(n)

= k2(log log
1
V

− log π) (14)

We evaluate Eqn. (14) to give numerical results in
Figure 8. It shows boundary conditions for R(n)

r(n) for
asymptotic connectivity with some levels of coverage
V . Each graph gives a ratio of R(n) to r(n) as r(n)
increases for k2 = 1 and k2 = 3. As r(n) increases,
R(n) increases at a slower rate than r(n) given V
and k2. As V is larger, r(n) is smaller and the ratio
gets larger. If k2 is larger, it increase R(n) or p(n).
Thus, the ratio of R(n) over r(n) gets bigger.

VIII. DISCUSSION
A. Sparse Network
[10] studied the scaling property of connectivity

for sparse networks where the node density d is fixed
and the number of nodes n grows to infinity as well
as the area A. Authors showed that the sufficient
condition for the network to be connected is r2n =
kA log

√
A for some constant k > 0. If we put dA

instead n, the condition becomes r2d = k log
√

A.
This result can be viewed as average Θ(log A) =
Θ(log(n/d)) = Θ(log n) nearest neighbors are suffi-
cient for the network to be connected.
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Fig. 8. Boundary conditions for R(n)
r(n) for p-asymptotic connec-

tivity with some levels of coverage V when k2 = 1 and 3.

Consider results in [1], which considered dense
networks. Authors assumed fixed unit area and there-
fore transmission radius r is bounded. To investigate
the conditions for asymptotic connectivity of the
network, the number of nodes n grows to infinity
as well as the node density d. They showed that the
network is asymptotically connected if each node has
Θ(log n) nearest neighbors, which leads to the same
result as in [10]. Although the results in [1] are proven
for any fixed area A, we conclude that the result for
dense networks can be applied to sparse networks.
In this paper, we considered the network formed

in the unit square. As we argued above for results in
[1], the result in this paper can be applied directly to
sparse networks.

B. Phase Transition

[2] showed that probability of connectivity has
zero-one transitions for large n in the random network
with fixed radius R(n). In this paper, we showed it
for large n in the random network with fixed radius
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Fig. 9. Phase transition in probability of connectivity when
p(n)R2(n) = c log n

n and p(n) = 0.8.

R(n) and active probability p(n). We experiment
zero-one transitions in probability of connectivity in
the random network when p(n)R2(n) = Θ( log n

n )
and R(n) is bounded. Note that the condition of
bounded R(n) is implied in the network formulation
considered in this paper.
Figure 9 depicts probability of connectivity when

p(n)R2(n) = c log n
n with respect to c for n =

20, 50, 100 and fixed p(n) = 0.8. When n gets larger,
the transitions become shaper. Figure 10 depicts prob-
ability of connectivity when p(n)R2(n) = c log n

n with
respect to c for n = 20, 50, 100 and p(n) = 1√

n
.

In this case, R(n) decreases to zero as n goes to
infinity. Therefore, np(n) goes to infinity and R(n) is
bounded. On the other hand, if p(n) decreases faster
than or equal to 1/n, np(n) does not go to infinity
and R(n) becomes unbounded. Therefore, such cases
are unable to be satisfied in this network. This is
illustrated in Figure 11, which depicts probability of
connectivity when p(n)R2(n) = c log n

n with respect
to c for n = 20, 50, 100 and p(n) = 1

n . As c increases,
probability of connectivity never reaches to one.

C. Radius with Low Duty-Cycling

We showed in Theorem 1 that the network
Gp(n, R(n)) is asymptotically connected given the
condition nR2(n)p(n) = K log(np(n)) for some
K > 0. It is of interest to quantitatively measure
the increase of transmission radius when nodes are
low duty-cycled in order to maintain asymptotic con-
nectivity. Intuitively, transmission radius with duty-
cycling becomes larger than one with no duty-cycling,
i.e., p(n) = 1. Let us denote the transmission radius
with duty-cycling by R(n) and one with no duty-
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Fig. 10. Phase transition in probability of connectivity when
p(n)R2(n) = c log n

n and p(n) = 1√
n
.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.5

0.52

0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

Coefficient c
Pr

ob
ab

ilit
y o

f C
on

ne
cti

vit
y

n=20
n=50
n=100

Fig. 11. Phase transition in probability of connectivity when
p(n)R2(n) = c log n

n and p(n) = 1
n .

cycling by R′(n). Then,

R′2(n)
R2(n)

=
log(np(n))
p(n) log n

. (15)

Suppose p(n) = 1
nβ , β < 1 for simplification.

Eqn. (15) is

R′2(n)
R2(n)

=
nβ log(n1−β)

log n
= nβ(1 − β). (16)

Figure 12 evaluates Eqn. (15) for some n. As
shown in Figure 12, the ratio of R′(n) to R(n)
reaches to 1 as β approaches to 0. This is obvious
because p(n) decreases at slower rate as n increases,
which allows enough nodes to be on without increas-
ing R′(n). At extreme case, R′(n) = R(n) when
β = 0. As β increases, the ratio becomes large.
It reaches its maximum when β = 1 − 1

log n . β
approaches to 1 as n goes to ∞.

IX. CONCLUSION
In this report we studied the asymptotic connec-

tivity of a low duty-cycled wireless sensor network
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Fig. 12. Ratio of R′(n) to R(n) in terms of β.

where sensor nodes are randomly duty-cycled ac-
cording to a fixed active probability. We derived the
sufficient and necessary conditions for the network to
be connected as the number of node grows to infinity.
These conditions are in the form of the joint scaling
behavior of the number of nodes in the network as
well as the active probability. Thus such results reveal
how duty-cycling should be scaled as the network
gets denser in order to maintain network connectivity.
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