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PREFACE

Directional antennas have been considered to be a promising technology that can

improve user capacity and power efficiency for wireless networks. In this thesis, we

analyze the performance of a wireless network using directional antennas with an an-

tenna beam pattern of arbitrary shape under a realistic channel model which includes

the effects of path loss, shadowing, and Rayleigh fading. The performance is analyzed

for both slow fading and fast fading cases. The performance measure considered is the

outage probability.

A mobile using directional antenna needs to know the direction of its communicating

party to achieve good performance. However in reality, direction estimation is imperfect

and the error affects the system performance. This effect is analyzed in this thesis.

Other than direction estimation error, we also consider the effect of power control which

is often used to combat the power loss in wireless environments. We analyze the system

performance under power control and combine the analysis with a simulated annealing

algorithm to find the optimal power control scheme for any given wireless network.

In order to generalize our outage probability analysis to wireless networks with dif-

ferent physical layers, we need to determine the threshold of signal-to-interference-noise

ratio (SINR) for the outage probability computation according to the coding and modu-

lation scheme used in the physical layer. Bit-interleaved coded modulation (BICM) and

turbo codes are commonly used in wireless communications and their performance is

analyzed in the thesis. This enables us to find the SINR threshold and thus compute

the outage probability when BICM or turbo codes are used in the physical layer of a

wireless network. Since bit-interleaved space-time (BI-ST) code is very effective in com-

bating fading due to its time diversity and transmit diversity, we also generalize our
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BICM performance analysis to analyze the performance of BI-ST coded systems under

various fading distributions.
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CHAPTER 1

Introduction

The demand for wireless communication has been growing rapidly in the past two

decades. As multimedia technology evolves, more and more users require larger band-

width to support high data rate services such as exchanging multimedia files over wire-

less networks. However, wireless spectrum is limited and thus strictly regulated for

various wireless communication systems. Any wireless network can only operate using

a finite bandwidth. As a result, the number of users that can be accommodated by a

wireless network, usually denoted as the user capacity, is restricted unless some other

technology is applied.

The user capacity of a wireless network is greatly affected by the interference gener-

ated by users. In a wireless network, when a mobile transmits signal to another mobile,

it also causes interference to the other mobiles in the same network. In particular, most

systems use omnidirectional antennas; while the receiving mobile is located in a particu-

lar direction from the transmitting mobile, the omnidirectional antenna transmits signal

to all directions with the same amount of power. This makes the interference problem

even worse. To achieve a certain communication quality, the interference experienced in

each communication link can not be too big. The larger the number of active mobiles in

the network, the larger the interference experienced by each mobile. The user capacity is

again restricted in the wireless network. It is worth noting that since the power is wasted

in the directions that are away from the receiving mobile, the other major drawback of

omnidirectional antennas is the low power efficiency. This is a crucial problem since

long battery life is desirable for modern mobile communications.

Recently, directional antennas have been considered to be a promising technology to

1



1.1 Wireless Networks with Directional Antennas

solve the user capacity and the power efficiency problems for wireless networks [1, 2].

To optimize the system performance, a thorough analysis of wireless networks with

directional antennas is necessary. This is the motivation of a major part of this thesis

which is discussed in Section 1.1.

Although directional antenna technology is very effective in reducing the interference

from other mobiles, it is still not enough to achieve good communication quality in

wireless communications. Wireless communications suffer from noise and fading as

the signals travel through the wireless channels. Coded modulation and interleaving

are techniques widely used in wireless communications to combat noise and fading. To

analyze the performance of wireless networks with directional antennas, we must take the

effect of coded modulation and interleaving into consideration. This motivates the rest of

our work in the thesis, in which we focus on the performance analysis of bit-interleaved

coded modulations, bit-interleaved space-time coded systems, and turbo codes. These

topics are discussed in Section 1.2-1.4. With these results, we can actually evaluate the

performance of wireless networks with directional antennas that use different coded

modulation schemes. In the final section of this chapter, we outline the organization of

this thesis.

1.1 Wireless Networks with Directional Antennas

The concept of directional antennas is not new. It was applied in military radar

systems during World War II. However, not until recent years did people start to consider

applying directional antennas in modern wireless communications. There are several

reasons for this. One is that the demand of wireless communications did not grow that

rapidly until recent years, hence people did not worry about the user capacity problem

that much. Another reason is that an advanced directional antenna needs to track the

location of the target mobiles and interferers, and adaptively form its beam to achieve

near optimal communication quality. This requires a huge amount of signal processing

and computation complexity. The task was too demanding for the processors in the past,
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which were either too slow or too expensive to be applied. Nowadays we have many fast

DSP processors and chips that are reasonably priced. This has led many to reconsider

the use of directional antennas in wireless communications during the recent years [2].

By using directional antennas, both transmitting and receiving mobiles have the abil-

ity to generate beam patterns with high transmission gain and reception gain in the

direction of each other, and low gain elsewhere. This makes the power usage much

more efficient, which extends the battery life of the mobile. Moreover, it significantly

reduces the interference problem because now only mobiles with receiving antennas

pointing directly to the main beam of the transmitting mobile will be interfered by the

transmitting mobile. With the interference problem lightened, the system can have a

higher user capacity than before.

Although it is promising to apply directional antenna technology to wireless com-

munications, there are still many things that need to be considered to optimize the

performance in different applications. For instance, if we apply directional antennas to a

wireless network, there are system parameters of the network that need to be optimized

to get the best system performance, such as the mobile density of the network or the

code rate of the channel coding used. In order to optimally determine system parame-

ters, it is necessary for us to know how a system will perform under different settings

of system parameters. This is the major motivation of our work. We want to understand

exactly how well does a wireless network with directional antennas perform and how to

optimize the system design for such network.

In the literature, a few papers [3–6] have attempted to accomplish our goal. However,

the beam patterns of the antennas used in these papers were either omnidirectional or

very simplified. These results can not be applied to analyze the system performance

when a realistic beam pattern is considered. This motivates us to find an approach

to analyze the system performance for an arbitrary beam pattern in a wireless chan-

nel. In particular, we are interested in the performance in a realistic channel, thus the

channel model we consider includes the effect of path loss, shadowing, and Rayleigh

fading. The major goal of our work is to analyze the system performance of wireless
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networks with directional antennas for arbitrary beam patterns with realistic channel

models. Moreover, we want to find a characteristic value that can characterize the over-

all system performance. This will be very useful for performance comparison among

beam patterns.

Another contribution of our work is to consider the effect of power control when

analyzing the performance of wireless networks with directional antennas. In a wire-

less environment, when there are obstacles between the transmitting and the receiving

mobiles, the transmitted signal suffers from the shadowing effect which attenuates the re-

ceived signal level. Power control is an effective solution to the shadowing problem. Our

analysis enables us to evaluate the performance of a wireless network with directional

antennas under different power control schemes. Through the numerical experiments,

we show that power control can help improve the performance of such wireless networks.

We also show how to find the optimal power control scheme by numerical optimization.

Finally, we apply our work to system design optimization problems. In particular,

we try to find the optimal mobile density of a wireless network given the transmitting

beam pattern used. We also apply the random coding bound and cutoff rate analysis

to find the optimal code rate for the network. Our work is shown to be useful for the

system design and optimization of wireless networks with directional antennas.

1.2 Bit-Interleaved Coded Modulation (BICM)

Due to the growing demands for high data rates in the modern wireless communi-

cations, it is desired to use a larger constellation in modulation. In wireless communi-

cations, signals encounter multipath fading which can significantly reduce the received

signal level and cause intersymbol interference. The drawback of using a large constel-

lation is that each symbol consists of many coded bits, so one severely faded symbol

reception in wireless communication will affect a burst of bits, which significantly in-

creases the probability of decoding error. BICM is effective in mitigating multipath

fading by providing time diversity. In a BICM system, codewords are bit-interleaved
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before signal mapping. As a result, the bits that are affected by one bad symbol recep-

tion are spread out in the received codeword. This significantly reduces the probability

of decoding error. Hence, BICM is an effective method to achieve good performance

in wireless communications. A union bound on the bit error probability of BICM sys-

tems was presented in [7, 8]. The bound was based on the assumption that a symbol

error causes a bit error, which is not true in general. To get the correct performance

analysis, we derive the union bounds on the packet and bit error probabilities of BICM

over additive white Gaussian noise (AWGN) channel and various fading channels in-

cluding Rayleigh, Rician and Nakagami distributions. Our simulation results show that

our bound is tight under all channel models and the result is applied to analyze the

performance of wireless networks that use BICM in physical layer.

1.3 Bit-Interleaved Space-Time (BI-ST) Coded Systems

One standard approach to mitigate fading and achieve bandwidth efficiency is trans-

mit diversity in which multiple antennas are used at the transmitter [9]. Using the

combination of multiple antennas at the transmitter along with error correction coding

is referred to as space-time (ST) coding [10]. A simple and elegant space-time block code

(STBC) was proposed by Alamouti [11] to provide diversity at the transmitter. This idea

was soon generalized by Tarokh et al. [12] to a general number of transmit antennas.

As mentioned previously, BICM is efficient in mitigating multipath fading by providing

time diversity, hence it is desirable to consider a bit-interleaved space-time coded system

which can provide both time and transmit diversity to mitigate fading. Due to the multi-

dimensional nature of ST codes, the performance analysis of BI-ST coded systems is much

more complicated than BICM systems. However, we are still able to derive the union

bounds on the packet and bit error probabilities of a general BI-ST coded system and

apply the analysis to two specific examples; namely, the BI space-time coded modulation

(BI-STCM) and the BI space-time block codes (BI-STBC). The performance is analyzed

extensively under various fading models which include Rayleigh, Rician and Nakagami
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fading models. Results show that the analysis curves are tight to the simulation for a

wide range of signal-to-noise ratios.

1.4 Error Floor Analysis of Turbo Codes

Turbo codes are known to have extremely good performance close to the Shannon

capacity limit and are widely used nowadays. In order to analyze the performance of

wireless networks that use turbo codes, it is desirable for us to be able to compute a tight

union bound for the performance of a turbo code. However, to compute the union bound,

we need to know the weight spectrum of the turbo code. This is actually a very difficult

task due to the existence of the interleaver in the turbo encoder structure. Previously

in the literature [13–16], the problem was solved by applying the uniform interleaving

assumption. It approximates the actual interleaver by a probabilistic interleaver to find

the weight spectrum of the turbo code. However the union bound computed from the

uniform interleaving assumption is not very tight compared to the actual turbo code

performance. This motivates us to find an efficient algorithm for estimating the weight

spectrum of a turbo code with any specific interleaver. We find such algorithm and

it enables us to compute a very tight union bound for a turbo code with a specific

interleaver. The result can be applied to find the performance of wireless networks with

directional antennas that use turbo codes in physical layer.

1.5 Thesis Outline

In Chapter 2, we present the performance analysis and various system design op-

timization problems of wireless networks with directional antennas. In Chapter 3, the

performance analysis of BICM under various fading models is presented. In Chapter 4,

we analyze the performance of BI-ST coded systems under various fading models. In

Chapter 5, we demonstrate our efficient algorithm for analyzing turbo code performance.

Finally, conclusions and future research directions are discussed in Chapter 6.
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CHAPTER 2

Wireless Networks with Directional Antennas

Interuser interference problem is a major factor that limits the user capacity of a

wireless network. Directional antenna technology is regarded as an effective solution for

the problem. In this chapter our focus is on the performance of a wireless network with

directional antennas under a realistic channel model. The analysis enables us to find the

optimal system parameters that optimize the overall system performance, which is the

major goal of our work.

2.1 Introduction

In a wireless network, when a mobile transmits signal to another mobile, it causes

interference to the other mobiles in the same network. This limits the number of simulta-

neous transmissions in a wireless network. Many systems use omnidirectional antennas

to avoid having to know the location of receiver. An omnidirectional antenna transmits

signals to all directions with the same power. Not only does this cause interference to the

other mobiles, but also the power usage is very inefficient, because the power is wasted

in directions away from the receiving mobile. The interference limits the number of users

a system can accommodate. This gives rise to the promising idea of using directional

antennas in wireless networks.

By using directional antennas, both transmitting and receiving mobiles have the abil-

ity to generate beam patterns with high transmission gain and reception gain in the

direction of each other, and low gain elsewhere. The power usage is much more efficient

now which extends the battery life of a mobile. The interference problem is also signifi-
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cantly reduced because now only mobiles with receiving antennas pointing at the main

beam of a transmitting mobile will be significantly interfered by the transmitting mo-

bile. This allows the system to have a larger number of users than with omnidirectional

antennas.

To get the best system performance out of such wireless network, there are system

parameters of the network that need to be optimized. For instance, the mobile density of

the network affects the system performance to a great extent. If the density is large, mo-

biles experience severe interference from other mobiles which causes poor performance.

On the other hand, when the mobile density is small, though the communication quality

for each mobile is good, the overall system throughput is low since the network usage is

not efficient. There is an optimal choice of mobile density that can maximize the system

throughput. Another example is the code rate of the channel coding used in the physical

layer of the wireless network. If we use a lower code rate, the probability of successful

transmission will be higher, but the amount of information transmitted in each successful

transmission will be reduced. On the other hand if we use a higher code rate, the proba-

bility of successful transmission will be lower, yet the amount of information transmitted

in each successful transmission will be higher. In order to optimally determine system

parameters such as the mobile density or the code rate of the wireless network, it is

necessary for the system designer to know the relation between system performance and

system parameters. In the literature, only a few efforts have been attempted to analyze

the performance of wireless networks with directional antennas. In [3, 4], the outage

probability of wireless networks with omnidirectional antennas was analyzed. The out-

age probability of wireless networks using switched beam antennas was analyzed in [5].

However, the antenna beam pattern used in the paper was very simplistic. The result

can not be applied to analyze the system performance when a realistic beam pattern is

considered. In [6] the outage probability of a receiver using a smart antenna with fixed

number of interferers under Rayleigh and Rician fading was analyzed. The medium

access control (MAC) protocol was assumed to be slotted ALOHA [17] in [3–5], but it

was unspecified in [6]. None of past research efforts considered the performance of a
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wireless network using an arbitrary transmitting beam pattern and the effect of specific

coding and modulation schemes on the system performance.

In our work, we propose a method with which we can analyze the system perfor-

mance using an arbitrary beam pattern under a realistic channel model which includes

the effects of path loss, shadowing, and Rayleigh fading with slotted ALOHA used for

the MAC protocol. We analyze the performance of a targeted link under both slow fad-

ing and fast fading which gives us the performance under the two extreme cases of the

fading effect. By combining our performance analysis of bit-interleaved coded modula-

tion and turbo codes in later chapters, we can evaluate the performance of a wireless

network with specific coding and modulation used in the physical layer.

In the analysis, we initially assume the transmitting and receiving mobiles knows the

exact direction of each other. However, this is not usually true in reality due to the MAC

protocol or the accuracy of the direction estimation algorithm used. For instance, in

the MAC protocol design for IEEE 802.11 with directional antennas, the nodes are often

designed with only a finite number of beam directions [18, 19]. Hence the transmitting

and receiving mobiles are rarely perfectly aligned. The direction estimation error affects

the system performance. We analyze the system performance of a wireless network

given the distribution of the direction estimation error. This enables us to compare the

performance of different beam patterns given the existence of the direction estimation

error between the mobiles.

Besides the direction estimation error, we also look into the effect of power control

on the system performance. In wireless communications, signals are often attenuated

when there are obstacles between the transmitting and the receiving mobiles, which is

called shadowing. Power control is an effective way to compensate the power loss due

to shadowing and is often used in wireless communications. Hence, we also analyze the

system performance when power control is applied to a wireless network. This enables

us to find the optimal power control scheme for a wireless network.

As mentioned earlier, the major motivation of our work is to optimize the system

performance for wireless networks with directional antennas. Thus we apply our per-
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formance analysis to determine the optimal mobile density that maximizes the system

throughput. We also apply the random coding bound and cutoff rate analysis to find

the optimal code rate for the link throughput. Our analysis is shown to be very useful

in system design optimization.

One thing worth noting is that we find that the system performance and the beam

pattern used are related only through one characteristic value, which we call the antenna

interference factor (AIF), of the beam pattern. The AIF can be computed very easily for

any beam pattern and it enables us to do the performance comparison of various beam

patterns very easily; any beam pattern with smaller AIF will have better performance

than the others.

The remainder of this chapter is organized as follows. In Section 2.2, we give a brief

introduction to the system model and the channel model. In Section 2.3, we describe

how to compute the outage probability of a slow faded link in a wireless network with a

simplified beam pattern. The analysis is then generalized to the case of an arbitrary beam

pattern. In Section 2.4, we analyze the performance when the targeted link is fast faded.

In Section 2.5, the effect of the direction estimation error on the outage probability is

derived. In Section 2.6, we analyze the effect of power control on the system performance.

In Section 2.7, our analysis is applied to system design optimization problems to find

the optimal mobile density and code rate to maximize the system throughput of the

network. Finally, the conclusions are addressed in Section 2.8.

2.2 Model Description

Consider a wireless network as shown in Fig. 2.1. We are interested in the per-

formance of the communication link between two reference mobiles Tx (transmitting

mobile) and Rx (receiving mobile). We first assume all mobiles use directional antennas

for transmission and omnidirectional antennas for reception. Later we will generalize

the analysis to the case where directional antennas are used for both transmission and

reception. We assume all mobiles use the same transmitting beam pattern. A typical
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Figure 2.1: Wireless network using directional antennas.

beam pattern f(θ) is shown in Fig. 2.2, where f(θ) denotes the gain of the transmitting

antenna relative to an omnidirectional antenna in the direction of θ . For an omnidirec-

tional antenna, f(θ) = 1 for any θ. We assume that Tx is always perfectly aligned to Rx,

i.e., θ = 0 always points to the direction of Rx. Though the beam pattern considered in

this chapter is two dimensional, the result can be generalized to three dimensional beam

patterns. Finally it is assumed that all mobiles have the perfect knowledge of their own

channels.

We use the same channel model as in [3], shown in Fig. 2.3. Assume that the distance

between Tx and Rx is r0, and Rx is in the direction of θ0 from Tx. When Tx transmits

power PT , the received power at Rx is then P0 = PT f(θ0) ζ0 ξ2
0 , where ζ0 accounts for

path loss and shadowing effect which is constant for at least a packet duration T . It is

log-normal distributed with conditional probability density function (pdf)

f(ζ0 | r0) =
1√

2πσζ0

e−
1
2

(log ζ0−log(Kr
−η
0 ))

2

σ2 , (2.1)

where Kr−η
0 denotes the average attenuation level due to path loss. The constant K de-

notes the average attenuation level measured at a reference distance from the transmitting
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Figure 2.2: Beam pattern f(θ).

mobile, and η is called path loss exponent which ranges from 2.0 to 6.0 depending on

the type of channel [20]. In an urban area, η is around 2.7 to 3.5. In an obstructed

environment or in buildings, where signal suffers more path loss, η is around 4.0 to 6.0.

Also note that σ is usually denoted in dB. Typical values for σ are 5 to 10 dB.

The fading level ξ0 is a random variable that accounts for the Rayleigh fading. If ξ0

is Rayleigh distributed, then ξ2
0 is exponentially distributed [21]. Hence, the conditional

pdf of P0 given ζ0 is

f0(P0 | ζ0) =
1

PT f(θ0)ζ0
e
−

P0
PT f(θ0)ζ0 , (2.2)

Tx Rx

Transmitted

Power

PT

Received

Power

P0

r0

Figure 2.3: Channel between Tx and Rx.
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and the conditional cumulative density function (cdf) is

F0(P0 | ζ0) = 1 − e
−

P0
PT f(θ0)ζ0 . (2.3)

The channel between any interfering mobile and Rx follows the same model described

above, except that the distance can be different. Also the signal from each interfering

mobile to Rx is independently shadowed and independently Rayleigh faded. We also

assume the signal power from an interfering node is constant throughout the packet

duration.

The mobiles are assumed to be randomly distributed on the two dimensional plane

as a Poisson point process. Let λM denote the average mobile density within a circle

of radius 1. For any disc of radius r on the plane, the number of mobiles Nr in the

disc has a Poisson distribution POI(λMr2), i.e., Pr{Nr = k} = e−λM r2
(λMr2)k

k! . We assume

slotted ALOHA [17] is used for the MAC protocol. All mobiles are synchronized and

every packet is transmitted at the beginning of the time slot right after the packet is

generated. Each time slot is of duration T which is the same as the packet duration.

Each mobile generates data packets which is modeled by a Bernoulli process of rate p,

i.e., packets are generated with probability p in each slot. Hence, given that there are

Nr mobiles in the network (excluding Tx and Rx), the number of mobiles that actually

interfere with Rx is randomly distributed as BIN(Nr, p). The value of p should not

be big, otherwise collisions happen frequently and every mobile suffers performance

degradation. Assuming the largest possible distance between Tx and Rx is rmax, then

the average system load, i.e., the average number of simultaneous transmissions in a disc

of radius rmax, equals to λMr2
maxp. The system load should be less than 1 to reduce the

chance of collision. Hence, p should be less than 1
λMr2

max
to avoid poor performance.

13



2.3 Outage Probability of a Slow Faded Link

δ 3

δ 2

…

δ
L

δ
1

Figure 2.4: Simplified beam pattern.

2.3 Outage Probability of a Slow Faded Link

In this section, we analyze the performance of the link between Tx and Rx by deriving

the outage probability of the link under slow fading. By slow fading we mean that the

fading level of the targeted link between Tx and Rx is constant for at least a packet

duration. This is usually the case when Tx, Rx, and the environment are all of low

mobility. We first derive the outage probability for a simplified beam pattern of Tx as

shown in Fig. 2.4 in Section 2.3.1. Then the analysis is generalized for any arbitrary shape

of beam patterns used by Tx and Rx in Section 2.3.2, and several numerical examples

are shown in Section 2.3.3.

2.3.1 Simplified Beam Pattern

First consider the simplified beam pattern shown in Fig. 2.4. The beam pattern has

L beams. Beam i, i = 1, 2, · · · , L, has angular beam width δi (rad) and gain fi with

respect to the omnidirectional antenna of the same transmitting power. Without loss of

generality, beam 1 is always the beam with the largest gain and is always pointing to Rx.

The outage probability of the link between Tx and Rx is defined by

φL,r0(b) = P{Outage} � P

{
P0

PI + N
< b

}
, (2.4)
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where P0 is the received power, PI the interference power, and N the noise power at Rx.

If we denote the energy per symbol received at Rx (from Tx) by Es and symbol duration

by Ts, it is easy to see that P0 = Es/Ts and N = N0/Ts, where N0 denotes the noise

power density. It is assumed that the outage occurs whenever the signal-to-interference-

and-noise ratio (SINR) at Rx is less than a certain threshold b which causes the failure

of the channel coding and modulation to maintain the small packet error rate (PER)

required by the data transmission. Hence, the SINR threshold b depends on the coding

and modulation used by Tx. In a slow faded channel, the SINR should remain constant

during the whole packet duration. When we determine the value of b for a specific

coding and modulation scheme, we should refer to the performance of the coding and

modulation scheme in an AWGN channel. The analyses in Chapter 3 and 5 enable us to

plot the PER versus signal-to-noise ratio (SNR) for various coded modulation schemes

and turbo codes in AWGN and different fading channels. If we model the interference

as noise, we can determine the value of b easily from the PER analysis of these Chapters.

The key concept of computing φL,r0(b) is to compute φL,r0(b, a) = P
{

P0
PI(a)+N < b

}
first, where PI(a) only includes the interference power from those interferers located

within a distance a from Rx. After taking the limit as a goes to infinity, we can obtain

the outage probability φL,r0(b) = lima→∞ φL,r0(b, a). Consider mobiles in the disc of

radius a centered at Rx (Tx excluded). We classify them into L groups. The mobiles

in the ith group all point at Rx with their beam i. Let Ka = (K1, K2, · · · , KL) denote

the number of mobiles in each group. The number of mobiles in a disc of radius a

has a Poisson distribution POI(λMa2). If we assume the direction of any mobile to its

receiving mobile is uniformly distributed between 0 and 2π, then the probability of a

mobile pointing at Rx with beam i is δi
2π which is proportional to the angular beam width

δi. This implies Ki has a Poisson distribution POI(λMa2δi
2π ). Since Kis’ are independent,

P (Ka) =

L∏
i=1

e
−λM a2δi

2π (λMa2δi
2π )Ki

Ki!
. (2.5)

Among the Ki mobiles in the ith group, the number of mobiles that actually trans-
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mit packets and thus interfere with Rx, Ii, is of distribution BIN(Ki, p). Define Ia =

(I1, I2, · · · , IL). Then

P (Ia | Ka) =
L∏

i=1

(
Ki

Ii

)
pIi(1 − p)Ki−Ii . (2.6)

To analyze the outage probability, number those Ii interferers in the ith group from

1 to Ii. The distance from interferer j in group i to Rx is denoted by ri,j . The pdf of ri,j

given the interferer is in the disc of radius a centered at Rx is of the form

fa(ri,j) =
2πri,j

πa2
=

2ri,j

a2
. (2.7)

For later use, we define vector ra � [r1, r2, · · · , rL], where ri = (ri,1, ri,2, · · · , ri,Ii),

i = 1, 2, · · · , L.

The path loss at Rx experienced by the interference from interferer j in group i is

denoted by ζi,j . From (2.1), we have

f(ζi,j | ri,j) =
1√

2πσζi,j

e−
1
2

(log ζi,j−log(Kr
−η
i,j

))
2

σ2 . (2.8)

Define vector ζa � [ζ1, ζ2, · · · , ζL], where ζi = (ζi,1, ζi,2, · · · , ζi,Ii), i = 1, 2, · · · , L.

The received interference power at Rx from interferer j in group i is denoted by Pi,j .

The conditional distribution of Pi,j given ζi,j is exponentially distributed as described in

Section 2.2. The conditional pdf is

f(Pi,j | ζi,j) =
1

PT fiζi,j
e
−

Pi,j
PT fiζi,j . (2.9)

Define vector Pa � [P1, P2, · · · , PL], where Pi = (Pi,1, pi,2, · · · , Pi,Ii), i = 1, 2, · · · , L.

Finally recall that r0, ζ0, P0 are the distance, path loss, and received power at Rx from

Tx respectively. Since Tx is pointing at Rx with beam 1 which has a gain of f1, the cdf
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of P0 given ζ0 in (2.3) becomes

F0(P0 | ζ0) = 1 − e
−

P0
PT f1ζ0 . (2.10)

Before deriving the outage probability, we first give a high-level description about

our derivation process. The probability P
{

P0
PI(a)+N < b

}
is determined by b, a, and the

realization of a random vector x � (Ka, Ia, ra, ζa, Pa, r0, ζ0, P0). If we denote the pdf of

x by f(x), then φL,r0(b, a) = P
{

P0
PI(a)+N < b

}
is simply

φL,r0(b, a) =

∫
S

f(x)dx,

where S = {x : P0
PI(a)+N < b}. The order of integration (with respect to the elements of

x) that we take is: P0, Pa, ra, ζa, Ia, Ka, and finally ζ0. By first taking the integration

with respect to P0 and Pa = {Pi,j}, we can obtain the conditional outage probability

given Ka, Ia, ra, ζa, and ζ0,

φL,r0(b, a | Ka, Ia, ra, ζa, ζ0) = P {P0 < bPI(a) + bN | Ka, Ia, ra, ζa, ζ0}

=

∫ ∞

0
· · ·

∫ ∞

0
F0(b

L∑
i=1

Ii∑
j=1

Pi,j + bN) ·
L∏

i=1

Ii∏
j=1

f(Pi,j | ζi,j) dPi,j

= 1 − e
− bN

PT f1ζ0

L∏
i=1

Ii∏
j=1

[
1

1 +
bfiζi,j

f1ζ0

]
. (2.11)

Then by taking the expectation with respect to ra and ζa, we have

φL,r0(b, a | Ka, Ia, ζ0)

=

∫ ∞

0
· · ·

∫ ∞

0
φL,r0(b, a | Ka, Ia, ra, ζa, ζ0) ·

L∏
i=1

Ii∏
j=1

f(ζi,j | ri,j) fa(ri,j)dri,j dζi,j

= 1 − e
− bN

PT f1ζ0

L∏
i=1

Ii∏
j=1

∫ a

0

2ri,j dri,j

a2

∫ ∞

0

e−
1
2

(log ζi,j−log(Kr
−η
i,j

))
2

σ2 dζi,j

(1 +
bfiζi,j

f1ζ0
)(
√

2πσζi,j)
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= 1 − e
− bN

PT f1ζ0

L∏
i=1

Ii∏
j=1

1√
2πσ

∫ a

0

2ri,j dri,j

a2

∫ ∞

−∞

e−
y2

2σ2 dy

1 + fib
f1ζ0

ey
(

r0
ri,j

)η

= 1 − e
− bN

PT f1ζ0

L∏
i=1

Ii∏
j=1

1√
2πσa2

∫ ∞

−∞
e−

y2

2σ2 dy

∫ a

0

2ri,j dri,j

1 + fib
f1ζ0

ey
(

r0
ri,j

)η

= 1 − e
− bN

PT f1ζ0

L∏
i=1

[
Ia(x,

fi

f1
)

]Ii

, (2.12)

where

Ia(x, ψ) �
1√

2πσa2

∫ ∞

−∞
e−

y2

2σ2 dy

∫ a

0

2rdr

1 + ψ b ey−x
(

r0
r

)η
)

. (2.13)

Note that y is used to substitute for
(
log ζi,j − log

(
Kr−η

i,j

))
in the derivation of (2.12).

By taking the expectation of (2.12) with respect to ζ0, we can obtain

φL,r0(b, a | Ka, Ia) = 1 −
∫ ∞

0
e
− bN

PT f1ζ0

L∏
i=1

[
Ia(x,

fi

f1
)

]Ii

· 1√
2πσζ0

e−
1
2

(log ζ0−log(Kr
−η
0 ))

2

σ2 dζ0

= 1 − 1√
2πσ

∫ ∞

−∞
e
− be−x

γc
− x2

2σ2 ·
L∏

i=1

[
Ia(x,

fi

f1
)

]Ii

dx, (2.14)

where γc = PT Kf1

Nrη
0

= EKf1

N0rη
0

is the average received signal-to-noise ratio (SNR) at Rx from

Tx, and x is used to substitute for
(
log ζ0 − log

(
Kr−η

0

))
. Now take the expectation with

respect to Ka and Ia, we get

φL,r0(b, a) =
∑

K1,...,KL

P (Ka)
∑

I1,...,IL

φL,r0(b, a | Ka, Ia) P (Ia | Ka)

= 1 −
∑

K1,...,KL

L∏
i=1

e
−λM a2δi

2π (λMa2δi
2π )Ki

Ki!
· 1√

2πσ

·
∫ ∞

−∞
e
− be−x

γc
− x2

2σ2 ·
L∏

i=1

[
1 + p

(
·Ia(x,

fi

f1
) − 1

)]Ki

dx

= 1 − 1√
2πσ

∫ ∞

−∞
exp

{
L∑

i=1

λM a2 δi p

2π
·
[
Ia(x,

fi

f1
) − 1

]
− b e−x

γc
− x2

2σ2

}
dx.

(2.15)

To get the outage probability, we need to take the limit of (2.15) as a goes to ∞. The
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limit of a2(Ia(x, ψ) − 1) as a goes to ∞ is derived in [3] as

lim
a→∞

a2(Ia(x, ψ) − 1) = r2
0 e

2σ2

η2
2π

η
csc

(
2π

η

)
b

2
η ψ

2
η e

−2x
η . (2.16)

After some simplifications from (2.15), we can obtain the final form of the outage prob-

ability

φL,r0(b) = 1 − 1√
2πσ

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 ·
[

L∑
i=1

δi

2π

(
fi

f1

) 2
η

]
− b e−x

γc
− x2

2σ2

}
dx,

(2.17)

where

Λ(b, x) � λMp e
2σ2

η2
2π

η
csc

(
2π

η

)
b

2
η e

−2x
η . (2.18)

Though φL,r0(b) is not in closed-form, the integral can be easily computed through nu-

merical integration.

2.3.2 Arbitrary Beam Pattern and Array Interference Factor

Now consider a more realistic beam pattern such as the one in Fig. 2.2. Note that

Fig. 2.4 will converge to Fig. 2.2 when L goes to ∞ and δi goes to 0. Taking the limit of

(2.17), we have the outage probability φr0(b) of the realistic beam pattern

φr0(b) = lim
L→∞

δi→0

φL,r0(b)

= 1 − 1√
2πσ

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 ·
[

1

2π

∫ 2π

0

(
f(θ)

f(θ0)

) 2
η

dθ

]
− b e−x

γc
− x2

2σ2

}
dx.

(2.19)

Notice that φr0(b) depends on the beam pattern only through 1
2π

∫ 2π
0

(
f(θ)
f(θ0)

) 2
η

dθ. Hence

we propose a new parameter, the array interference factor (AIF), for any beam pattern

A �
1

2π

∫ 2π

0

(
f(θ)

f(θ0)

) 2
η

dθ, (2.20)
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which fully characterizes the performance of the beam pattern in the network. For an

omnidirectional antenna, A = 1. It easy to see that when A becomes large, the integrand

of (2.19) becomes small, and thus φr0(b) becomes large. Hence, φr0(b) is an monotonic

increasing function of AIF A. This is due to the fact that any beam pattern with smaller

AIF value will create (receive) less interference to (from) the system and thus have a

better performance. With the introduction of AIF, now we can compare the performance

of different beam patterns simply by comparing the AIF of each beam pattern.

For systems that use directional antennas for both transmission and reception, the

outage probability can be easily generalized to

φr0(b) = 1 − 1√
2πσ

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 · [At · Ar] − b e−x

γc
− x2

2σ2

}
dx, (2.21)

where At and Ar are the AIF values of the transmitting and receiving beam patterns

respectively.

2.3.3 Numerical Examples

In this section, we use the outage probability analysis to evaluate the performance of

the wireless networks under slow fading with different coded modulation schemes. Two

different coded modulation schemes are considered: BICM (bit-interleaved rate 1/2 (1,

5/7) convolutional coded 64-QAM) and rate 1/3 (1, 33/37, 33/37) turbo code with BPSK.

As mentioned earlier, the value of threshold b is determined by the performance of the

coded modulation used in an AWGN channel. By applying the performance analyses in

Chapter 3 and 5, we can obtain the union bound on the PER of BICM and turbo code

in an AWGN channel as shown in Fig. 2.5. If 1 packet error out of every 500 packet

transmissions, i.e., a PER of 2 × 10−3, is considered to be the threshold of acceptable

communication quality, then from the figure we can see that the threshold b should be

1.5 dB for the turbo coded system and 13.5 dB for BICM. The BICM system has a 4.5

times higher bandwidth efficiency (1.5 bits/sec/Hz) than the turbo coded system (0.33

bits/sec/Hz). The tradeoff is the higher SNR required for BICM to achieve the PER
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Figure 2.5: PER union bounds of (1, 33/37, 33/37) turbo code and bit-interleaved (1, 5/7)
convolutional coded 64-QAM in AWGN channel

threshold 2× 10−3. Moreover, turbo code is known to be very energy efficient with near

capacity performance. This is why we observe a huge difference of 12 dB between the

values of b of the two systems.

For performance comparison, we consider the two different transmitting beam pat-

terns shown in Fig. 2.6−2.7. These beam patterns are generated by end-fire antenna

arrays with different number of antenna elements [22]. Beam pattern 1 is generated by 6

antenna elements while beam pattern 2 is generated by 10 antenna elements. The element

separation is λ/8 where λ denotes the wavelength and it equals to 0.15 (m) assuming the

operating frequency of the wireless network is 2 GHz. The mainlobe of beam pattern 1

(AIF: 0.6569 at η = 4 and 0.5699 at η = 2.7) is wider than beam pattern 2 (AIF: 0.5511

at η = 4 and 0.4545 at η = 2.7). The receiving antenna is assumed to be omnidirectional

(AIF: 1.0). The variance of shadowing is σ = 6 dB. In all of the numerical examples in

this chapter, r0 = 0.1 (km) and K = 1 unless mentioned otherwise. We consider two

different path loss exponents in our experiments: η = 4 for an obstructed environment

in building and η = 2.7 for an urban area [20]. We also consider two different average
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Figure 2.6: Beam pattern 1 (generated by 6 antenna elements, AIF: 0.6569 at η = 4 and 0.5699
at η = 2.7).
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Figure 2.7: Beam pattern 2 (generated by 10 antenna elements, AIF: 0.5511 at η = 4 and 0.4545
at η = 2.7).
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mobile densities: λM = 20.0 and λM = 2.0 (mobiles/km2).

In Fig. 2.8 and 2.9 the outage probability is shown for a turbo coded system and a

BICM system with λM = 20.0 and η = 4. The largest value of p is chosen to be 0.045

which is less than 1
λMr2

max
for rmax = 1 km. From the figures we see that beam pattern

2 has lower outage probability than beam patten 1 and omnidirectional antenna has the

worst performance at all values of the load p. The interference power is indeed reduced

by the narrower mainlobe (smaller AIF) and thus the outage probability is also reduced.

We also observe that the outage probability has a nonzero floor as the average received

signal SNR γc increases beyond 35 dB. When γc is large, it indicates that the noise power

is small compared to the signal and interference power. Hence the dominating factor of

performance degrading now is the interference from other mobiles. Therefore even if we

increased the transmission power of all mobiles by the same factor, the SINR is almost

the same as is the outage probability. Also note that as p increases, i.e., the mobiles

generate packets with higher load, the outage probability also increases since there is

more interference in the network.

In Fig. 2.10 we plot the outage probability for a system using BICM with a much

lower mobile density λM = 2.0. We see that directional antennas still outperform omni-

directional antenna, but the gap is not as big as the previous cases. The reason for this

is because the interference problem is not that serious at a low mobile density. Since the

major improvement from using directional antennas is to suppress the interference, we

do not get much from directional antennas in the case of low mobile density.

To compare the system performance in different wireless environments, we consider

the BICM system in an urban area with a smaller path loss exponent η = 2.7. The

outage probability versus the average received SNR γc is plotted in Fig. 2.11. If we

compare Fig. 2.11 and 2.10, we can see that the performance in the urban area is worse

than that in the obstructed environment at all SNR. This is because path loss is much

smaller in the urban area, and thus the interference power from other mobiles is less

attenuated than the case in the obstructed area. For the same average received SNR γc,
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Figure 2.8: Outage probability vs. average received SNR γc with (1, 33/37, 33/37) turbo code
in an obstructed environment under slow fading, λM = 20.0 mobiles/km2, b = 1.5 dB, σ = 6 dB,
η = 4, r0 = 0.1 km.
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Figure 2.9: Outage probability vs. average received SNR γc with (1, 5/7) convolutional coded
64-QAM in an obstructed environment under slow fading, λM = 20.0 mobiles/km2, b = 13.5 dB,
σ = 6 dB, η = 4, r0 = 0.1 km.
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Figure 2.10: Outage probability vs. average received SNR γc with (1, 5/7) convolutional coded
64-QAM in an obstructed environment under slow fading with lower mobile density, λM = 2.0
mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 4, r0 = 0.1 km.
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Figure 2.11: Outage probability vs. average received SNR γc with (1, 5/7) convolutional coded
64-QAM in an urban area under slow fading, λM = 2.0 mobiles/km2, b = 13.5 dB, σ = 6 dB,
η = 2.7, r0 = 0.1 km.
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Figure 2.12: Outage probability vs. transmitted SNR γ0 with (1, 5/7) convolutional coded 64-
QAM in an urban area under slow fading, λM = 20.0 mobiles/km2, b = 13.5 dB, σ = 6 dB,
η = 2.7, r0 = 0.2 km.

the interference problem should be worse in the urban area. Hence we can expect to

get a larger improvement by applying directional antennas. This is indeed shown in the

figures. We can see that directional antennas yields a larger gain over omnidirectional

antenna when η = 2.7 compared with η = 4. This shows that the more serious the

interference problem is, the more performance gain we can get from using directional

antennas (as could be expected).

Finally in Fig. 2.12 we plot the outage probability versus the transmitted SNR γ0 =

PT f(θ0)
N = Ecf(θ0)

N0
for the turbo coded system in both the urban area and the obstructed

environment. The distance between Tx and Rx is 0.2 km. Since we are plotting against the

transmitted SNR, the effect of path loss on the signal power now comes to play. At high

transmitted SNR, every mobile is transmitting with high power. The SINR is dominated

by the interference power and is almost the same as the signal-to-interference ratio (SIR).

As discussed earlier, we have higher interference power and thus worse performance

in the urban area. However, at low transmitted SNR, it is a different story. The SINR

now is dominated by the noise power and it is almost the same as the received SNR.
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The received SNR in the urban area is higher than that in the obstructed area due to its

smaller path loss exponent. This is why we can see the performance in the urban area

to be better at low transmitted SNR. Note that this effect is not seen in Fig. 2.10 and 2.11

because they are both plotted against the received SNR, not the transmitted SNR. Hence

the effect of path loss on the signal power from Tx can not be observed in those figures.

2.4 Outage Probability of a Fast Faded Link

In the previous section, the performance of the link between Tx and Rx under slow

fading was analyzed. The performance is generally not good because in a slow fading

channel, once the channel encounters severe fading, it will be stuck in the bad channel

status for a long time and thus severely degrade the system performance. If Tx or Rx has

higher mobility, the fading level will change more frequently, which is often regarded as

fast fading. For channels that experience fading that is neither fast nor slow, the system

performance should be in between the slow and the fast fading cases. This is why it is

desirable for us to analyze the performance of the link between Tx and Rx under fast

fading.

2.4.1 Outage Probability Analysis

In the fast fading case, the received signal power at Rx from Tx changes frequently

during a packet duration. Denote the number of independent realizations in one packet

duration by w. The value of w is large when fading changes fast. With channel coding

applied, the performance of a communication link is determined by the average received

power rather than the instantaneous received power due to the fact that coding can help

recover the sporadic badly attenuated receptions of modulated symbols. Hence now it is

P0, the average received power at Rx from Tx in one packet duration, that determines the

performance of the link. By the Central Limit Theorem, the average of these realizations

P0 tends to be Gaussian with mean PT f(θ0)ζ0 and variance (PT f(θ0)ζ0)2

w2 . When w goes to

infinity, the variance converges to 0 and the Gaussian pdf converges to δ(P0−PT f(θ0)ζ0).
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Hence if the channel experiences fast fading, we model the cdf of P0 as

F0(P0|ζ0) =

∫ ∞

0
δ(x − PT f(θ0)ζ0) dx = u(P0 − PT f(θ0)ζ0), (2.22)

where δ(·) and u(·) denote the impulse and the step function respectively. Notice the

appearance of the shadowing factor ζ0 which should be constant for the whole packet.

The choice of the SINR threshold b now is different from the slow fading case. Unlike

the slow fading case which has a constant SINR through the whole packet duration,

now the SINR changes rapidly. In order to determine the value of b for a specific coded

modulation scheme under fast fading, we should examine the performance of the coded

modulation under fast fading. Again, we can apply our analyses in Chapter 3 and 5 to

help us determine the SINR threshold value for different coded modulation schemes,

which is demonstrated in Section 2.4.3.

To get the outage probability, we should substitute F0(·) in (2.11) with (2.22). How-

ever there is a difficulty here. Note that in (2.11), we need to take the expectation of the

outage probability with respect to the interference power Pi,j from different interferers.

Previously in slow fading case, F0(·) in (2.3) is in exponential form and we can easily

rewrite F0(·) in (2.11) as the product of functions of Pi,j only. This enables us to take the

expectation with respect of Pi,j separately which makes the analysis tractable. Unfortu-

nately this is not the case here. Our F0(·) now is a step function and we can no longer

decompose it into a product of functions directly.

One way to solve this problem is to find a way to represent F0(P0|ζ0) using exponen-

tial functions. This can be done by using the inverse Fourier transform formula

F0(P0|ζ0) = 1 − rect0,PT f(θ0)ζ0(P0) = 1 −
∫ ∞

−∞

1 − e−j2πfPT f(θ0)ζ0

j2πf
ej2πfP0df, (2.23)

where rectu,v(t) = 1 if t ∈ [u, v) and 0 otherwise. Substitute F0(·) in (2.11) with (2.23)

and follow the similar steps afterwards, we can obtain the outage probability for a fast
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faded link as

φr0(b) = 1 − 1√
2πσ

∫ ∞

−∞

df

j2πf

·
∫ ∞

−∞

(
1 − e−j2πfPT f(θ0) ex

)
exp

{
−Λ(j2πfb, x) · r2

0 · [At · Ar] − b e−x

γc
− x2

2σ2

}
dx.

(2.24)

2.4.2 Numerical Computation Concerns

When we compute the outage probability in (2.24) numerically, the numerical analysis

has the form

φr0(b) ≈ 1 − 1√
2πσ

fmax∑
n=−fmax

1

j2πn
·

xmax∑
m=−xmax

(
1 − e−j2πnΔfPT f(θ0)emΔx

)
· exp

{
−Λ(j2πnΔfb, mΔx) · r2

0 · [At · Ar] − b e−mΔx

γc
− (mΔx)2

2σ2

}
Δx.

(2.25)

In (2.25) the inverse Fourier transform of rect(·) actually becomes a Fourier series. In

order to get good approximation of rect(·) by the Fourier series, Δf needs to be chosen

very small, and fmax very large. From our experience, it works well if 1
Δf is chosen to be

twice the maximum possible value of the average received power PT f(θ0)e
xmaxΔx (recall

that ζ0 = ex), and fmax chosen to be 1
Δf . To cover a wide range of average received power,

Δf has to be very small, and thus fmax very large. For instance, fmax = 106 is used for

all of our numerical examples in the next section. Thus the numerical computation time

of the outage probability under fast fading is 2 × 106 times the computation time of the

slow fading case. The long computation time limits the application of our result here.

This is the reason why we demonstrate most of our work in the later sections for the

slow fading case only.

Another concern raised by the numerical evaluation of (2.24) using (2.25) is that

the Fourier series approximation of rect0,PT f(θ0)ζ0(P0) is not close to 1 in the positive

neighborhood of P0 = 0. Basically the outage probability is computed through the

29



2.4 Outage Probability of a Fast Faded Link

integration of the product of rect0,PT f(θ0)ζ0(P0) and the pdf of the interference power

from 0 to ∞ (see (2.11)). Due to path loss, shadowing and Rayleigh fading, the chance

of the interference power close to 0 is not small. Hence the approximation error of

rect0,PT f(θ0)ζ0(P0) at the positive neighborhood of P0 = 0 can introduce a significant

error to the outage probability computation. The solution to this problem is to replace

rect0,PT f(θ0)ζ0(P0) we used in (2.23)-(2.24) by rectα,PT f(θ0)ζ0(P0) for some negative value

α so we can ensure the value of the Fourier series approximation is close to 1 at the

positive neighborhood of P0 = 0. The numerical computation formula now becomes

φr0(b) ≈ 1 − 1√
2πσ

fmax∑
n=−fmax

1

j2πn
·

xmax∑
m=−xmax

(
e−j2πnΔfα − e−j2πnΔfPT f(θ0)emΔx

)
· exp

{
−Λ(j2πnΔfb, mΔx) · r2

0 · [At · Ar] − b e−mΔx

γc
− (mΔx)2

2σ2

}
Δx.

(2.26)

One last concern is the error introduced by the Fourier series approximation in the nu-

merical calculation of the outage probability. While rectα,PT f(θ0)ζ0(P0) is an aperiodic

function, its Fourier series approximation r̂ectα,PT f(θ0)ζ0(P0)is a periodic function of pe-

riod 1
Δf . The difference can be bounded by u(P0 − 1

Δf + α). From (2.23), we can see the

Fourier series approximation error of F0(P0|ζ0) is also bounded by

|F0(P0|ζ0)−F̂0(P0|ζ0)| = |rectα,PT f(θ0)ζ0(P0)−r̂ectα,PT f(θ0)ζ0(P0)| < u(P0− 1

Δf
+α). (2.27)

By (2.11), the error of the outage probability computation can then be bounded by

|φr0
(b)−φ̂r0

(b)| < EKa,Ia,ra,ζa

⎧⎨⎩
∫

∞

0

· · ·
∫

∞

0

u(b

L∑
i=1

Ii∑
j=1

Pi,j + bN − 1

Δf
+ α) ·

L∏
i=1

Ii∏
j=1

f(Pi,j | ζi,j) dPi,j

⎫⎬⎭ .

(2.28)

This bound again consists of a step function u(·) and it involves taking the expectation

with respect to Ka, Ia, ra, ζa. The closed-form is untractable (otherwise we would not

need the Fourier series approximation to compute the outage probability). By obser-

vation, we can see that if interference power
∑

i,j Pi,j is large, the integral inside the
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expectation should be large. Hence we can try to bound the error by considering an

extreme realization of Ka, Ia, ra, ζa which would cause a huge interference to Rx. For

instance, if the mobile density λM = 20.0 (mobiles/km2) and load p = 0.05, the proba-

bility of having as many as κ = 20 interference mobiles appear at distance r0 = 0.1 km

or less from Rx is 4.06× 10−59 which can be computed through the pdf of POI(λMp r2
0)

in Section 2.2. This realization is very unlikely to happen. We can make the case even

more extreme by assuming all these κ interfering signals are not shadowed at all. As

a result, the integral in (2.28) under this realization should be larger than that of most

other realizations. We can use it as an approximate upper bound for (2.28). Note that

the sum of κ exponentially distributed random variables is a chi-square random variable

β of order 2κ. Assume the noise power N can be neglected under strong interference,

we can obtain a closed-form expression for an approximate upper bound

|φr0(b) − φ̂r0(b)| �

∫ ∞

1/Δf
fβ(x)dx = e

1
κPT Δf

2κ−1∑
i=0

(
1

κPT Δf

)i

i!
. (2.29)

As mentioned earlier, Δf is usually chosen very small to have good approximation. If

we use Δf = 5 · 10−7 in all of our numerical experiments then the expression above

is smaller than 10−6 for a wide range of PT . Hence the numerical error of the outage

probability in (2.26) is negligible and should not be an issue.

2.4.3 Numerical Examples

Let us consider the same beam patterns, the same BICM, and the turbo code used

in Section 2.3.3. As mentioned earlier, we need to look at the performance of the BICM

and the turbo code under fast Rayleigh fading to determine the threshold b. Using our

analyses in Chapter 3 and 5, we plot the PER union bound of both coded modulation

schemes under fast Rayleigh fading in Fig. 2.13. Again, assume a PER of 2 × 10−3 is

the threshold of acceptable communication quality, then from the figure we can see that

the threshold b should be 7.5 dB for the turbo coded system and 17 dB for BICM. The
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Figure 2.13: PER union bounds of (1, 33/37, 33/37) turbo code and bit-interleaved (1, 5/7)
convolutional coded 64-QAM under fast Rayleigh fading

10 15 20 25 30
0

0.05

0.1

0.15

0.2

0.25

γ
c
 (dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y 

(F
as

t F
ad

in
g)

Omnidirectional, p = 0.045

Beam Pattern 1, p = 0.045

Beam Pattern 2, p = 0.045

Slow fading
b=1.5 dB

Fast fading
b=7.5 dB
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σ = 6 dB, η = 4, r0 = 0.1 km.

outage probability of the two different coded modulation schemes are shown in Fig. 2.14

and 2.15. The slow fading curves from Section 2.3.3 are also plotted for comparison. We

see that both the turbo coded system and BICM have much better performance under

fast fading than that under slow fading. This is because now the channel does not get

stuck in a bad channel status for a long time and thus the system performance is better.

This indicates a higher mobile density can be allowed in the fast fading case. We also

observe that the performance gain we get from directional antennas is not as big as the

slow fading case. This is because the channel is not as critical as the slow fading case;

even omnidirectional antennas work well. Thus there is not much room for improvement

from directional antennas. One thing to note is the long computation time here. It takes

around 5 hours for a Pentium 4 PC running at 2.8 GHz to generate each of the fast fading

curves in Fig. 2.14 and 2.15.
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2.5 Effect of Direction Estimation Error

2.5 Effect of Direction Estimation Error

In the previous analysis, we assumed Tx is always perfectly aligned to Rx. However,

this assumption is not necessarily true in reality. It is always possible to have some

amount of estimation error when Tx tries to estimate the direction to Rx. The existence

of a direction estimation error has impact on the outage probability. In general the larger

the beam width of a Tx beam pattern, the less sensitive the outage probability is to the

direction estimation error. However, the less performance improvement is achievable by

the directional antenna. To fully understand the effect of the direction estimation error

on the system performance, it is desirable to analyze the outage probability given the

existence of a direction estimation error. Here we derive the outage probability only for

the slow fading case, which can be easily extended to the fast fading case following a

similar approach to Section 2.4.

2.5.1 Outage Probability Analysis

In practice, there are many factors that can affect the accuracy of the direction es-

timation. For instances: the estimation algorithm used, the channel status, noise and

interference, the MAC protocol, etc. It is very difficult to characterize the direction esti-

mation error in a deterministic way. Hence, we model it as a random variable δt with

some given pdf ft(δt). We define φr0(b | δt) as the outage probability given an error of

δt. From our previous analysis, we can derive the expression of φr0(b | δt)

φr0(b | δt) = 1 − 1√
2πσ

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 · At(δt) − b e−xfT (θ0)

γcfT (θ0 + δt)
− x2

2σ2

}
dx, (2.30)

where

At(δt) �
1

2π

∫ 2π

0

(
fT (θ)

fT (θ0 + δt)

) 2
η

dθ (2.31)
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2.5 Effect of Direction Estimation Error

denotes the AIF of the Tx beam pattern fT (θ) given an error of δt. By taking the expec-

tation of φr0(b | δt) with respect to ft(δt) and we can obtain the outage probability

φr0(b) = 1− 1√
2πσ

∫ 2π

0
ft(δt)dδt

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 · At(δt) − b e−xfT (θ0)

γcfT (θ0 + δt)
− x2

2σ2

}
dx.

(2.32)

If Rx also has the ability of beam forming, then the direction estimation error δr at Rx

also needs to be taken into account. Given fr(δr), the pdf of δr, we can obtain the outage

probability after some manipulation

φr0(b) = 1 − 1√
2πσ

∫ 2π

0
ft(δt)dδt

∫ 2π

0
fr(δr)dδr

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 · [At(δt) · Ar(δr)] − x2

2σ2

− b e−xfT (θ0)fR(θ0)

γcfT (θ0 + δr)fR(θ0 + δr)

}
dx,

(2.33)

where

Ar(δr) =�
1

2π

∫ 2π

0

(
fR(θ)

fR(θ0 + δr)

) 2
η

dθ (2.34)

denotes the AIF of the Rx beam pattern fR(θ) given an error of δr.

2.5.2 Numerical Examples

As mentioned earlier, the outage probability of the fast fading case has very high

complexity. So we limit ourself in this section only to the slow fading case to explore

the effect of the distance estimation error on the system performance. Assume that

only Tx has the beam forming ability, and the direction estimation error δt is uniformly

distributed in the interval [−δmax, δmax] as the case in the MAC protocols for IEEE 802.11

with directional antennas [18, 19], which has a fixed number B of beam directions. The

maximum error δmax would be 180o

B .

In Fig. 2.16 and 2.17 we show the outage probability of the two beam patterns

(defined in Section 2.3.3) in an obstructed environment for various values of δmax. We

see that beam pattern 1 is less sensitive to direction estimation error since it has a wider
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Figure 2.16: Outage probability vs. γc with direction estimation error using beam pattern 1 (AIF
= 0.6569) and (1, 5/7) convolutional coded 64-QAM in an obstructed environment under slow
fading, λM = 20.0 mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 4, p = 0.045, r0 = 0.1 km.
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Figure 2.17: Outage probability vs. γc with direction estimation error using beam pattern 2 (AIF
= 0.5511) and (1, 5/7) convolutional coded 64-QAM in an obstructed environment under slow
fading, λM = 20.0 mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 4, p = 0.045, r0 = 0.1 km.
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Figure 2.18: Outage probability vs. γc with direction estimation error using beam pattern 1
(AIF = 0.5699) and (1, 5/7) convolutional coded 64-QAM in an urban area under slow fading,
λM = 20.0 mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 2.7, p = 0.045, r0 = 0.1 km.
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Figure 2.19: Outage probability vs. γc with direction estimation error using beam pattern 2
(AIF = 0.4545) and (1, 5/7) convolutional coded 64-QAM in an urban area under slow fading,
λM = 20.0 mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 2.7, p = 0.045, r0 = 0.1 km.
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Figure 2.20: Outage probability vs. δmax with fixed γc using (1, 5/7) convolutional coded 64-
QAM under slow fading, γc = 30 dB, λM = 20.0 mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 2.7,
p = 0.045, r0 = 0.1 km.

mainlobe than beam pattern 2. From Fig. 2.7 we see the mainlobe width of beam pattern

2 is roughly 120o. When δmax is larger than 60o, it is possible for Rx to be totally off from

the coverage of the mainlobe, which will significantly degrade the system performance.

This is why the outage probability of beam pattern 2 starts to increase abruptly after

δmax exceeds one half of the mainbeam width (60o) by some amount of tolerance (15o).

From the figure we can conclude for the MAC protocols in [18, 19], beam pattern 2 still

works fine if the number of beam directions B is greater than 3, but the performance

starts to degrade severely when B goes below 3.

In Fig. 2.18 and 2.19 we show the outage probability of the two beam patterns in

an urban area. Since the interference power is less attenuated in the urban area, any

direction estimation error that affects the received signal power from Tx can cause the

SINR to be attenuated severely. As a result, we can see the outage probability is more

sensitive to the direction estimation error for both beam patterns. But still, the wider

beam pattern 1 has a better performance than beam pattern 2. We also observe from Fig.

2.19 that the outage probability starts to increase abruptly right before δmax reaches one
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half of the mainlobe width of beam pattern 2. The previous tolerance of 15o no longer

exists because the system performance is extremely sensitive to the direction estimation

error in the urban area.

In Fig. 2.20 we plot the outage probability versus δmax using both beam patterns

with γc fixed at 30 dB. We see the outage probability curves of beam pattern 1 and 2

crossover in the figure. At small δmax, beam pattern 2 performs better because of its

smaller beam width. However, once δmax exceeds the beam width of beam pattern 2,

the outage probability begins to increase rapidly. On the other hand, beam pattern 1

is not that sensitive to δmax due to its wider beam width. As a result, beam pattern

1 outperforms beam pattern 2 at large δmax. Through our analysis, we can determine

which beam pattern to use given the largest possible direction estimation error δmax.

2.6 Power Control

From the numerical examples in Section 2.3, we can see that the average received SNR

at Rx, γc, has to be large to achieve small outage probability. This is mainly because the

transmitted signal not only experiences fading, but also power loss due to path loss and

shadowing. In order to combat power loss in wireless communications, power control

schemes are often used. In this section, we explore the effect of power control on the

system performance of wireless networks with directional antennas. While the fading

level changes rapidly from packet to packet, the shadowing effect generally lasts longer

and does not change frequently. The received power at Rx could be small for a long time

if the communication link between Tx and Rx is shadowed by some obstacles. Hence, it

is easier to utilize power control to combat shadowing than fading. In this section, we

will consider the power control that combats only the shadowing effect. To simplify the

analysis, we assume there is no direction estimation error. Again we derive the outage

probability only for the slow fading case. The result can be extended to the fast fading

case following the steps in Section 2.4. We first look into discrete power control and then

continuous power control.
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2.6.1 Outage Probability under Discrete Power Control

A discrete power control scheme is characterized by two vectors V = (v0, v1, · · · , vM−1)

and G = (g0, g1, · · · , gM−1), where 0 = v0 < v1 < · · · < vM−1 < vM = ∞ partitions the

interval [0,∞) in to M subintervals. When the shadowing factor ζ0 between Tx and Rx

falls in the subinterval [vm, vm+1), Tx will increase the transmitting power by a gain of

gm to PT gm. Denote the gain corresponds to ζ0 by g(ζ0), then

g(ζ0) = gm, if ζ0 ∈ [vm, vm+1). (2.35)

Note that here we assume Rx has the ability to estimate the value of ζ0 and send the

information back to Tx. From the pdf of ζ0 in (2.1), we can derive μr0(m), the probability

of Tx transmitting with power PT gm, by

μr0(m) =

∫ vm+1

vm

1√
2πσζ0

e−
1
2

(log ζ0−log(Kr
−η
0 ))

2

σ2 dζ0, (2.36)

which depends on the distance r0 between Tx and Rx. The distribution of r0 is deter-

mined by the MAC protocol and the network protocol. Assume that it has a pdf f(r0).

Note that f(r0) here is not necessarily the same as the fa(ri,j) in (2.7), the pdf of the

distance ri,j between an interferer and Rx. This is because the distance between an in-

terferer and Rx is generally uncontrolled and thus fa(ri,j) is solely determined by the

Poisson point process described in Section 2.2. Given f(r0), we can obtain the probability

of any interferer transmitting with power control gain gm as

μ(m) = Er0{μr0(m)} =

∫ rmax

0
f(r0)μr0(m) dr0. (2.37)

where rmax denotes the largest possible distance between any Tx-Rx pair.

Let us first analyze the outage probability for the simplified beam pattern defined in

Section 2.3.1 which has L beams. First consider the interfering mobiles within a disc of

radius a centered at Rx. In the case of no power control, all active mobiles transmit with
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the same power PT . Now with power control, we need to classify the mobiles in to M dif-

ferent groups each with different transmitting power. Define Km
a = (Km

1 , Km
2 , · · · , Km

L )

where Km
i denotes the number of interfering mobiles pointing at Rx with beam i with

transmitting power PT figm. Similar to the case in Section 2.3.1, Km
i is also Poisson dis-

tributed with distribution POI(λMa2δiμ(m)
2π ). Also define Im

a = (Im
1 , Im

2 , · · · , Im
L ) where Im

i

denotes the number of mobiles among the Km
i mobiles that actually transmit packets and

interfere with Rx, which is of distribution BIN(Km
i , p). We further define the associated

vectors rm
a , ζm

a similarly to ra, ζa of Section 2.3.1. Now (2.11) can be rewritten as

φr0(b, a | K0

a, · · · , KM−1

a , I0

a, · · · , IM−1

a , r0

a, · · · , rM−1

a , ζ0

a · · · , ζM−1

a , ζ0)

= 1−e
− bN

PT g(ζ0)f1ζ0

L∏
i=1

⎡⎣ I0
i∏

j0=1

1

1 +
bg0fiζi,j0
g(ζ0)f1ζ0

⎤⎦⎡⎣ I1
i∏

j1=1

1

1 +
bg1fiζi,j1
g(ζ0)f1ζ0

⎤⎦ · · ·
⎡⎣ IM−1

i∏
jM−1=1

1

1 +
bgM−1fiζi,jM−1

g(ζ0)f1ζ0

⎤⎦ .

(2.38)

By averaging over ri
a, ζi

a, Ki
a, Ii

a step by step as we did in Section 2.3.1, we have

φr0(b, a | ζ0) = 1 − exp

{
M−1∑
m=0

L∑
i=1

λM a2 δi μ(m) p

2π
·
[
Ia(x,

gmfi

g(ζ0)f1
) − 1

]
− bK

g(ζ0)ζ0γc

}
.

(2.39)

Note that we have not taken the average over ζ0 yet. As a goes to ∞, we obtain

φr0(b | ζ0) = 1−exp

{
−Λ(b, x) · r2

0 · g(ζ0)
− 2

η ·
[

M−1∑
m=0

μ(m)g
2
η
m

]
·
[

L∑
i=1

δi

2π

(
fi

f1

) 2
η

]
− bK

g(ζ0)ζ0γc

}
.

(2.40)

Now take the limit as L goes to ∞ and then take the expectation with respect to ζ0,

we have the final form of the outage probability with arbitrary beam pattern under the

discrete power control {V,G}

φr0(b) = 1− 1√
2πσ

M−1∑
m=0

∫ log vm+1−c

log vm−c
exp

{
−Λ(b, x) · r2

0 · g−2/η
m · g2/η · [ At · Ar] − g b e−x

gmγc
− x2

2σ2

}
dx,

(2.41)
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where c = log(Kr−η
0 ) and

gα =
M−1∑
m′=0

μ(m′)gα
m′ . (2.42)

2.6.2 Outage Probability under Continuous Power Control

A continuous power control scheme is defined by a continuous function G(ζ0),

ζ0 ∈ [0,∞), which is the transmitting power gain given that the communication link is

experiencing a shadowing level ζ0. We can generalize the result of discrete power control

to continuous power control case by letting M go to ∞. Define Δm = log vm+1 − log vm,

we have limM→∞ Δm = 0 and limM→∞ g(ζ0) = G(ζ0). As M goes to ∞, we can derive

the outage probability under continuous power control from (2.41)

lim
M→∞

φr0(b)

= 1 − 1√
2πσ

M−1∑
m=0

exp

{
−Λ(b, log vm − c) · r2

0 · g−2/η
m · g2/η · [ At · Ar] − g b e−(log vm−c)

gmγc

− (log vm − c)2

2σ2

}
· Δm

= 1 − 1√
2πσ

∫ ∞

−∞
exp

{
−Λ(b, x) · r2

0 · G(Kr−η
0 ex)

− 2
η · G2/η · [ At · Ar] − G b e−x

G(Kr−η
0 ex)γc

− x2

2σ2

}
dx, (2.43)

where

Gα �

∫ rmax

0
f(r0) dr0

∫ ∞

0

[G(ζ0)]
α

√
2πσζ0

e−
1
2

(log ζ0−log(Kr
−η
0 ))

2

σ2 dζ0. (2.44)

In the case of eliminating the shadowing effect completely, G(ζ0) can be chosen as

G(ζ0) = ζ−1
0 . (2.45)
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As a result, Gα becomes

Gα =

∫ rmax

0
f(r0) dr0

∫ ∞

0

ζ−α
0√

2πσζ0

e−
1
2

(log ζ0−log(Kr
−η
0 ))

2

σ2 dζ0

=

∫ rmax

0
f(r0) dr0

∫ ∞

−∞

(Kr−η
0 ex)−α

√
2πσ

e−
x2

2σ2 dx

= K−α eσ2α2/2

∫ rmax

0
f(r0) rηα

0 dr0

= K−α rηα
0 eσ2α2/2, (2.46)

where

rηα
0 =

∫ rmax

0
f(r0) rηα

0 dr0. (2.47)

Hence the outage probability under perfect power control is

φr0(b) = 1 − exp

{
−λM p r2

0 b
2
η e

4σ2

η2
2π

η
csc

2π

η
· [ At · Ar] − b rη

0 eσ2/2

rη
0 γc

− x2

2σ2

}
.

(2.48)

2.6.3 Numerical Examples

Consider the beam pattern 2 with the same setup as the urban area case in Sec-

tion 2.3.3. We apply our work to find the optimal discrete power control {V,G} that

minimizes the outage probability of the wireless network. In order to find the global

optimum of the outage probability in (2.41), we use the Hide-and-Seek algorithm in [23]

which is a type of simulated annealing algorithm. The method of simulated annealing is

a technique that is very effective for global optimization problems with a large number

of parameters, which is exactly what we need to find the optimal power control {V,G}.

We limit the peak power gain to be less than 10 dB, i.e., gm < 10 for all m. This

reduces the size of the feasible region of {V,G} which can speed up the optimization

process. It also reduces the chance of Hide-and Seek getting stuck at a local optimum.

As a simple approximation, we assume all Tx-Rx pairs in the network have the same

r0 = 0.1 km. The optimal 2, 4 and 8-level power control schemes for each γc are searched
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Figure 2.21: Outage probability vs. γc using beam pattern 2 (AIF = 0.4545) and (1, 33/37,
33/37) turbo code with optimal power control in an urban area under slow fading, λM = 20.0
mobiles/km2, b = 1.5 dB, σ = 6 dB, η = 2.7, p = 0.045, r0 = 0.1 km.
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Figure 2.22: Outage probability vs. γc using beam pattern 2 (AIF = 0.4545) and (1, 5/7) convolu-
tional coded 64-QAM with optimal power control in an urban area under slow fading, λM = 20.0
mobiles/km2, b = 13.5 dB, σ = 6 dB, η = 2.7, p = 0.045, r0 = 0.1 km.
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though the Hide-and-Seek algorithm and the resulting outage probability is plotted in

Fig. 2.21 and 2.22 for turbo coded system and BICM respectively. We see that the power

control schemes found by Hide-and-Seek indeed improve the system performance, and

the performance converges as the number of power level increases. We also observe that

the optimal power control reduces the outage probability by roughly 16% for the turbo

coded system while only around 7% for the BICM system. This suggests that power

control should be applied when a strong code is used in order to get the most out of the

code.

2.7 Application to System Design Optimization

In this section, we want to show the effectiveness of our analysis on the system

design optimization. Two problems are considered here. One is to find the optimal

mobile density to maximize the system throughput, and the other one is to find the

optimal code rate for the channel coding used to optimize the link throughput between

Tx and Rx.

2.7.1 Optimal Mobile Density for System Throughput

The system throughput of a wireless network is defined as the average number of suc-

cessfully transmitted information bits per unit area per symbol duration per dimension

(of signal space). It can be approximated by

S(b) ≈ λMp

π
·
(

1 −
∫ rmax

0
f(r0) φr0(b) dr0

)
· R

(
bits

unit area · sec · Hz

)
, (2.49)

where λMp
π accounts for the average number of simultaneous transmissions per unit area

(1/unit area),
(
1 − ∫ rmax

0 f(r0) φr0(b) dr0

)
is the probability of successful transmission,

and R is the rate of the coded modulation used (bits/sec/Hz). We said (2.49) is an

approximation because it assumes the successful transmissions of different mobiles are

independent events which is not true in reality since transmitting mobiles interfere with
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2.7 Application to System Design Optimization

each other. Also recall that f(r0) denotes the pdf of the distance r0 between Tx and Rx

which is determined by the MAC protocol and the network protocol. Since the values

of r0 of different Tx-Rx pairs in a network are not necessarily the same, we need to take

the expectation of φr0(b) with respect to r0 when computing the system throughput.

The system throughput of a wireless network is affected by the mobile density of

the network. When the density is high, the interference problem becomes more seri-

ous and thus the outage probability increases. This will affect the system throughput

approximation in (2.49). On the other hand, the outage probability is smaller if the den-

sity is low, but since not many mobiles are transmitting, this might cause the network

resources (bandwidth) to be wasted without producing much system throughput. Our

outage probability analysis can be used to find the optimal mobile density for a wireless

network. We consider two different f(r0). The first case is that all Tx-Rx pairs in the

network have the same distance between the two mobiles. Hence, f(r0) = δ(r0−c) where

c is a constant. From 2.49, the system throughput is approximately

S1(b) ≈ λMp

π
· (1 − φc(b)) · R, (2.50)

where φc(b) can be computed through (2.21).

On the other hand, if a mobile is allowed to transmit signals to any mobile within

a distance of rmax, then f(r0) = 2r0
r2
max

. Substitute φr0(b) in (2.49) by (2.21). After some

manipulations, we can obtain the system throughput approximation as

S2(b) ≈ λMp R√
2π3 σ

∫ ∞

−∞

1 − exp
{−Λ(b, x) · r2

max · [At · Ar]
}

−Λ(b, x) · [At · Ar]
· exp

{
− b e−x

γc
− x2

2σ2

}
dx.

(2.51)

Consider the same setup as in Section 2.3.3. The rate of BICM is R = 1.5 (bits/sec/Hz)

and that of turbo code is R = 0.33 (bits/sec/Hz). We first consider the system throughput

S1(b) for the case that the distance between Tx and Rx is fixed at r0 = 0.1 km for all Tx-

Rx pairs. We plot the system throughput approximation S1(b) versus λM for η = 4 and

η = 2.7 in Fig. 2.23-2.24. In both figures, we see that the system throughput of BICM is
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Figure 2.23: System throughput S1(b) vs. λM with r0 = c = 0.1 km in an obstructed environment
under slow fading, γc = 25 dB, σ = 6 dB, η = 4, p = 0.9.
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Figure 2.24: System throughput S1(b) vs. λM with r0 = c = 0.1 km in an urban area under slow
fading, γc = 25 dB, σ = 6 dB, η = 2.7, p = 0.9.
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higher than the turbo coded system at small λM . This is because the interference problem

is not large at small λM and thus BICM can maintain relative small outage probability.

Under such circumstances, the higher bandwidth efficiency of BICM compared to the

turbo coded system results in the larger system throughput of BICM. However, when

λM becomes large, the interference problem causes BICM to have a very large outage

probability; it is so large that even the high bandwidth efficiency of BICM can not make

up the loss of the system throughput. As a result, the turbo coded system starts to

have a higher system throughput than BICM. In any case, we can see that there exists

an optimal mobile density for each setup. Beam pattern 2 again has higher optimal

throughput than beam pattern 1 and omnidirectional antenna in all cases, and the turbo

coded system has higher optimal mobile density than BICM. We also observe that the

optimal mobile density in an urban area is smaller than the obstructed environment due

to the more serious interference problem.

In Fig. 2.25-2.26 we plot the system throughput approximation S2(b) versus λM where

r0 is no longer fixed and rmax = 1 km. We see that the system throughput converges as

λM increases. The asymptotic system throughput when λM and γc are both large can be

derived as

lim
γc→∞

λM→∞

S2(b) =
R

2π2

η · csc( 2π
η ) · b2/η · [At · Ar]

. (2.52)

We also observe that the turbo coded system is not guaranteed to have a higher through-

put than BICM at large λM . It all depends on whether the turbo coded system or BICM

has the larger value of R
b2/η . This is the reason why the turbo coded system fails to beat

BICM at all values of λM in Fig. 2.25 because it has a smaller R
b2/η than that of BICM at

η = 4. On the other hand, for η = 2.7 in Fig. 2.26, the turbo coded system has a larger

R
b2/η and thus a higher system throughput than BICM at large λM .

In Fig. 2.27, we vary the value of rmax according to the value of λM . For a smaller

λM , there are less mobiles in the network and we should allow a larger maximum hop

distance rmax. Here we plot the system throughput of the turbo coded system in an

obstructed environment under slow fading with rmax(λM ) = min{100, 1 + 9/λM} km.
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Figure 2.25: System throughput S2(b) vs. λM with rmax = 1 km in an obstructed environment
under slow fading, γc = 25 dB, σ = 6 dB, η = 4, p = 0.9.
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Figure 2.26: System throughput S2(b) vs. λM with rmax = 1 km in an obstructed environment
under slow fading, γc = 25 dB, σ = 6 dB, η = 2.7, p = 0.9.
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Figure 2.27: System throughput S2(b) vs. λM with rmax = min{100, 1 + 9/λM} km in an
obstructed environment under slow fading, γc = 25 dB, σ = 6 dB, η = 4, p = 0.9.

Compare with Fig. 2.25 and we see that the system throughput at small λM is indeed

improved. On the other hand, the system throughput at large λM remains almost the

same, this is because the asymptotic system throughput in (2.52) does not depend on

rmax and thus changing rmax has little affect on the system throughput.

2.7.2 Optimal Code Rate for Link Throughput

The throughput of the link between Tx and Rx is dependent on the code rate of the

channel coding used. If the code rate is high, although more information is sent for each

channel use, the packet error probability will be higher which might reduce the link

throughput. On the other hand, a lower code rate sends out less information for each

channel use, but it might be compensated by the low packet error probability. We are

interested in finding the optimal code rate to maximize the link throughput.

Using the random coding analysis in [21], Pe(γ), the packet error probability averaged

over all length n codes of code rate R using binary input in an AWGN channel at SNR
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γ is bounded by

Pe(γ) < 2−n(R0−R) = 2−n(1−log2(1+e−γ)−R), (2.53)

where R0 = 1−log2(1+e−γ) is the cutoff rate of an AWGN channel with binary input. We

use this bound as an approximation of the packet error probability of the slow faded link

between Tx and Rx when the SINR at Rx equals to γ. The link throughput conditioned

on γ is then

Sl(γ) = R ·
(
1 − ·2−n(1−log2(1+e−γ)−R)

) (
bits

sec · Hz

)
. (2.54)

Since the received SINR γ is not deterministic, we need to take the expectation of Sl(γ)

with respect to the pdf of γ. The cdf of γ is the outage probability φr0(b) = P{γ < b}.

The pdf of γ is simply the derivative φ′
r0

(γ). The unconditioned link throughput is then

Sl = Eγ

{
R ·

(
2−n(1−log2(1+e−γ)−R)

)}
= R ·

∫ ∞

0

(
1 − 2−n(1−log2(1+e−γ)−R)

)
φ′

r0
(γ) dγ.

(2.55)

In Fig. 2.28 and 2.29 we plot the link throughput versus code rate R for various code

lengths under different path loss exponent η. We can see that there are different optimal

code rates for different code lengths. In general, when the code length grows larger, the

packet error probability decreases. Hence the link throughput also increases. This is

why in both figures we observe the optimal code rate grows along with the code length.

When the code length is large, the optimal code rate is very close to 1.

2.8 Conclusions

In this chapter, the performance of wireless networks with directional antennas with

arbitrary beam patterns was analyzed. By combining our performance analysis of BICM

and turbo codes contained in later chapters, we analyzed the performance of wireless

networks with directional antennas for various coding and modulation schemes used in

the physical layer. The characteristic value that determines the performance of a beam

pattern in the network was found, which makes the comparison between beam patterns
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Figure 2.29: Link throughput vs. code rate R under slow fading, γc = 18 dB, λ = 20.0
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very easy. We also analyzed the effects of directional estimation error and power control

which enables us to find the optimal power control scheme for the wireless network.

Finally we applied our analysis to find the optimal system parameters such as the optimal

mobile density and the optimal code rate for maximizing throughput, which shows the

usefulness of our work in the system design optimization for wireless networks with

directional antennas.
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CHAPTER 3

Performance Analysis of Bit-Interleaved Coded

Modulation (BICM) in Wireless Environments

In the previous chapter, we analyzed the performance of a wireless network using

directional antennas. However in order to accurately evaluate the performance of the

wireless network for different coded modulation schemes used in physical layer, we need

to set the SINR threshold of the outage probability according to the performance of the

coded modulation schemes. Hence it is necessary for us to analyze the performance of

coded modulations in wireless environment. That is the goal of this chapter.

3.1 Introduction

The growing demand for high-rate data communications requires bandwidth-efficient

transmission techniques. A serious challenge to reliable communication in wireless sys-

tems is the time-varying multipath fading environments, which causes the received

signal-to-noise ratio to vary randomly. The fading distribution depends on the envi-

ronment. For example, if a line-of-site (LOS) exists between the transmitter and the

receiver in addition to the multipath reception, the fading process can be modeled by

a Rician distribution [24]. Another popular fading model is the Nakagami distribu-

tion [25], which provides a family of distributions that match measurements in different

propagation environments [26].

Coding and diversity techniques are methods that are used to mitigate the effects

of multipath fading. Coded modulation [27] jointly considers the error control coding

and modulation to achieve high transmission rates at good quality. The basic idea is
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to partition the signal space into sets and use coding to maximize a distance measure

between the coded signals. For example, Euclidean distance is maximized for additive

white Gaussian noise (AWGN) channels whereas the symbol-wise Hamming distance is

the appropriate distance measure for Rayleigh fading channels. In fading environments

the symbol-wise Hamming distance can be increased by interleaving the coded bits prior

to mapping them onto the signal constellation [7, 28]. This method is referred to as bit-

interleaved coded modulation (BICM).

Because of the interleaver used in the transmitter, each constellation symbol is com-

posed of bits that are located far from each other in the coded sequence (from the decoder

point-of-view). Thus a symbol error does not cause consecutive bit errors in the code-

word. This improves the performance significantly. However, the random nature of dis-

tributing the error bits over different symbols causes the performance analysis to be diffi-

cult. A union bound on the bit error probability of BICM systems was presented in [7,8].

The bound was based on the assumption that a symbol error causes a bit error, which

is not true in general. The paper used log-sum approximation log
∑

j zj � maxj log zj to

compute the log likelihood of each encoded bit. The approximation caused the union

bound to be a little loose for M -ary constellation with large M . Due to the interleav-

ing used, symbol errors result in bit errors that are randomly distributed in the coded

sequence. From another point-of-view, bit errors in a codeword will be randomly dis-

tributed among different symbols in the transmission frame.

In this chapter we derive union bounds on the packet and bit error probabilities

of BICM over AWGN and fading channels. In the new bound we assume uniform in-

terleaving of the coded bits prior to mapping them onto the signal constellation. The

distribution of error bits in a codeword over different symbols is derived and the cor-

responding pairwise error probability is evaluated. The distribution of error bits was

originally analyzed in our past work on the performance analysis of binary codes in a

block fading channel [29]. We derived the joint distribution of the number of error bits

distributed in each fading block which enabled us to find the squared Euclidean distance

distribution of different error patterns. BICM is a little similar to the block fading case in
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3.2 System Model

the sense that several bits are grouped into one symbol, just like several bits are affected

by the same fading level in the block fading channel. However, the squared Euclid-

ean distance distribution of BICM is much more complicated than the block fading case

because the squared Euclidean distance of one BICM symbol is not proportional to the

Hamming weight of the bit errors in that symbol whereas the squared Euclidean distance

of one fading block is proportional to the number of the error bits in that fading block.

The union bounds given in this chapter can be applied to different modulations and

coding schemes with known weight spectrum. We consider AWGN and fading channels

including Rayleigh, Rician and Nakagami distributions. Simulation results show that the

proposed bound is tight for various signal constellations and channel models.

The remainder of this chapter is organized as follows. The BICM system model is

described in the next section. In Section 3.3, the union bound is presented. The pairwise

error probabilities corresponding to different channel distributions are derived in Section

3.4. Analytical and simulation results are presented and discussed therein. Conclusions

are presented in Section 3.5.

3.2 System Model

The block diagram of a BICM with iterative decoding is shown in Fig. 3.1. The

information sequence U = {ul}K
l=1 is encoded by a rate-Rc encoder to yield a codeword

C = {cl}N
l=1 of length N bits. The rate of the code is Rc = K

N . The codeword is

interleaved using a bit-interleaver. Groups of m bits are mapped onto a signal point in

a signal constellation. The mapping rule is an one-to-one mapping f : {0, 1}m → S,

where S is a signal space of size M = 2m and dimension D. The signal points in S are

scaled to have the average energy equal to 1. In general, the input to the mapper is a

vector c = [c1, . . . , cm] and the output is a signal point s = f(c). The transmission frame

consists of J = 	N
m
 symbols and is denoted by S = {sl}J

l=1. Note that the throughput

of the system is mRc/D bits/symbol duration/dimension.

At the receiver the sampled matched filter output corresponding to a transmitted
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Figure 3.1: Block diagram of a BICM system employing iterative detection and decoding.

symbol in the time interval l is given by

yl =
√

Eshlsl + zl, (3.1)

where Es is the average received energy and zl is noise modeled as a zero-mean complex

Gaussian random variable with variance N0, i.e., zl ∼ CN (0, N0). The coefficient hl is

the channel gain affecting the lth transmitted symbol and written as hl = |hl| exp(jθl),

where θl is an uniformly distributed phase and |hl| is the channel amplitude. Here

we assume that |hl| is either a constant resulting in an AWGN channel or distributed

according to Rayleigh, Rician or Nakagami distributions. Moreover, we assume infinite

channel interleaving, which results in each symbol being affected by an independent

fading realization from other symbols in the frame. Throughout the chapter the channel

side information (amplitude and phase) is assumed to be known at the receiver.

The receiver consists of a demodulator/demapper, deinterleaver and a decoder. The

demodulator/demapper computes the log-likelihood ratio (LLR) of the jth coded bit in

the lth symbol of the codeword as

L(cj) = log

( ∑
sl:cj=1 P (yl| sl)∑
sl:cj=0 P (yl| sl)

)
. (3.2)

58



3.3 The Union Bound

For a fading channel with perfect channel information, L(cj) has the form

L(cj) = log

( ∑
sl:cj=1 exp(λ(yl, sl))∑
sl:cj=0 exp(λ(yl, sl))

)
, (3.3)

where λ(yl, sl) is given by

λ(yl, sl) = −|hl|2 Es

N0
||sl||2 +

2
√

Es

N0
Re{hl sl y∗l }, (3.4)

and (·)∗ denotes the conjugate operator. For AWGN channel, L(cj) is the same as (3.3)

except that the hl in (3.4) should be replaced by 1. The decoder accepts the LLR’s of

all coded bits and employs a MAP algorithm [30] to compute the LLR’s of information

bits, which are used for decision. Note that iterative detection and decoding can be

applied to improve the performance of BICM [31]. Because the performance gain of

the iterative receiver becomes negligible at high SNR [32], we consider in this chapter

a non-iterative receiver, which provides maximum likelihood performance at high SNR.

The performance analysis of BICM is presented in the following sections.

3.3 The Union Bound

In this section, a union bound on the error probability of BICM is derived. The

subscripts c, u and b are used to denote conditional, unconditional and bit error proba-

bilities, respectively. Only BICM systems employing convolutional codes are considered

in the derivation. However, the results are general to any code with a known weight

spectrum. For convolutional codes with k input bits, the packet error probability is upper

bounded [33] by

Pp <

n∑
d=dmin

K∑
j=1

wj,d Pu(d), (3.5)
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and the bit error probability is bounded [33] by

Pb �
1

K

n∑
d=dmin

K∑
j=1

j wj,d Pu(d), (3.6)

where dmin is the minimum distance of the code, Pu(d) is the unconditional pairwise

error probability defined as the probability of decoding a received sequence as a weight-

d codeword given that the all-zero codeword is transmitted. In (3.6), wj,d is the number of

codewords with input weight j and output weight d, which is obtained from the weight

enumerator of the code [33]. One thing to note here is that the channel is not symmetric.

For instance, if 16-QAM is used for modulation, it is not necessarily true that any symbol

pair with Hamming distance 2 will have the same Euclidean distance as symbol pair

0011 and 0000. Therefore strictly speaking, (3.6) may not be able to characterize the

system performance when codewords other than the all-zero codeword are transmitted.

Fortunately the problem can be solved later when computing the squared Euclidean

distance distribution between symbol pairs. Instead of computing the squared Euclidean

distance distribution between a random choice of symbol and the all-zero symbol, we

compute it for a pair of two random symbols. By applying the squared Euclidean distance

distribution to (3.6), we will be able to characterize the system performance again by (3.6)

even when a non-zero codeword is transmitted.

In BICM the unconditional pairwise error probability Pu(d) is a function of the distri-

bution of the d error bits over the J symbols in the frame. This distribution is quantified

assuming random interleaving of the coded bits over the symbols. Denote the number

of symbols with v error bits by jv and define w = min(m, d). Then the symbols are

distributed according to the pattern j = {jv}w
v=0 where

J =
w∑

v=0

jv, d =
w∑

v=1

vjv. (3.7)
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Pu(d) is obtained by averaging over all possible symbol patterns

Pu(d) =

Lw∑
jw=0

Lw−1∑
jw−1=0

. . .

L1∑
j1=0

Pu(d|j)p(j|d), (3.8)

where

Lv = max

{
0, �d −∑w

r=v+1 rjr

v


}

, 1 ≤ v ≤ w, (3.9)

and Pu(d|j) is the pairwise error probability conditioned on the symbol distribution

pattern j. The joint pdf of j given d is computed using combinatorics as

p(j|d) =

(
m
1

)j1(m
2

)j2 . . .
(
m
w

)jw(
mJ
d

) .
J !

j1! . . . jw! (J −∑w
v=1 jw)!

. (3.10)

The left factor of p(j|d) in (3.10) is the probability of distributing d error bits over J

symbols with jv symbols having v bits for possible values of v. The middle term of

p(j|d) is the number of combinations j = {jv}w
v=0 among the J symbols. Using (3.8)-

(3.10), the union bound on the bit error probability of BICM is found by substituting

(3.8) in (3.6).

For fading channels with coherent detection, the conditional pairwise error probabil-

ity Pc(d|j) conditioned on the symbol pattern j is given by

Pc(d| j, |h1|, · · · , |hJ |) = Ed2
1,··· ,d2

J

⎡⎣Q

⎛⎝√√√√mRcγb

2
·

J∑
j=1

|hi|2d2
j

⎞⎠⎤⎦ , (3.11)

where γb = Eb
N0

is the SNR per information bit, and d2
j is the squared Euclidean distance

between the jth symbol of the error codeword and that of the desired codeword. Note

that the d error bits are distributed over the J symbols according to the pattern j. The

expectation in (3.11) is with respect to the squared Euclidean distances {d2
j}J

j=1. The

unconditional pairwise error probability Pu(d|j) is found by averaging (3.11) over the

fading amplitudes {|hj |}J
j=1. Using the integral expression of the Q-function, Q(x) =
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1
π

∫ π
2

0 e(−x2/2 sin2 θ)dθ [34], Pu(d|j) is expressed as

Pu(d|j) =
1

π

∫ π
2

0

J∏
j=1

E|hj |2

[
Ed2

1,··· ,d2
J

[
exp

(−β(θ)|hj |2d2
j

)]]
dθ, (3.12)

where β(θ) = mRcγb

4 sin2 θ
and the product is due to the assumed independence of the fading

variables affecting different symbols. The probability in (3.12) is written by grouping

symbols with the same number of error bits as

Pu(d|j) =
1

π

∫ π
2

0

w∏
v=1

{
E|h|2

[
Ψd2

v
(β(θ)|h|2)]}jv

dθ, (3.13)

where |h| is a random variable identically distributed as |hj |’s and Ψd2
v
(ζ) = Ed2

v

[
e−ζd2

v

]
is the characteristic function of the random variable d2

v, which is the squared Euclidean

distance between a pair of symbols with Hamming distance v. It is easy to get the

distribution of d2
v for a given M -ary signal constellation as follows. Consider all

(
M
2

)
possible distinct symbol pairs, count {qv,i} the number of symbol pairs with Hamming

distance v and squared Euclidean distance ξv,i, i = 1, 2, · · · , kv, assuming there exists kv

possible distinct squared Euclidean distances between symbol pairs of Hamming distance

v. The probability density function of d2
v is then given by

fd2
v
(x) =

kv∑
i=1

pv,i δ(x − ξv,i), (3.14)

where pv,i =
qv,i

kv
i=1 qv,i

. The corresponding characteristic function is given by

Ψd2
v
(z) =

kv∑
i=1

pv,i e−zξv,i . (3.15)

Expressions for the pairwise error probability of BICM over AWGN and fading channels

are derived in the next section.
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3.4 Pairwise Error Probability

In this section we derive the pairwise error probability of BICM over AWGN and

fading channels with different fading distributions.

3.4.1 AWGN

Combining (3.13) and (3.15), the pairwise error probability for AWGN channels is

given by

Pu(d|j) =
1

π

∫ π
2

0

w∏
v=1

(
kv∑
i=1

pv,ie
−ξv,iβ(θ)

)jv

dθ. (3.16)

Substituting (3.16) in (3.8) results in the union bound on the bit error probability of BICM

over an AWGN channel. Throughout the chapter we use as an example a BICM system

employing a rate-1
2 (1,5/7) convolutional code and M -QAM signal constellations with

M = 64, 256. The encoded packet length is 2052 bits for the case of M = 64 and 2048

bits for the case of M = 256. Each BICM uses a specific S-random interleaver with S

parameter equals to 15. Fig. 3.2 shows the results for an AWGN channel. We observe that

the bound is tight to simulation at medium-to-high SNR values. The random interleaving

bound being tight to the simulation of a specific interleaver at high SNR could be an

indication that for each of these coded modulations, the minimum Euclidean distances

of the error patterns with different interleavers used are very close. Also note that the

union bound becomes loose for SNR values lower than the cutoff rate of the system [33].

3.4.2 Rayleigh Fading

The multiplicative amplitude in multipath fading channels is often modeled as a

Rayleigh random variable whose normalized distribution is given by

f|h|(x) = 2xe−x2
, x ≥ 0. (3.17)
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3.4 Pairwise Error Probability

If |h| is Rayleigh distributed, than |h|2 is exponentially distributed with pdf

f|h|2(x) = e−x. (3.18)

Hence we have characteristic function of |h|2 as

Ψ|h|2(z) = E|h|2

[
e−z|h|2

]
=

∫ ∞

0
e−(1+z)x dx =

1

1 + z
. (3.19)

Now consider

E|h|2
[
Ψd2

v
(β(θ)|h|2)] = E|h|2

[
kv∑
i=1

pv,i e−ξv,iβ(θ)|h|2

]

=

kv∑
i=1

pv,i E|h|2

[
e−ξv,iβ(θ)|h|2

]
(3.20)

=

kv∑
i=1

pv,i

1 + ξv,iβ(θ)
. (3.21)

Substituting (3.21) in (3.13), this results in the pairwise error probability for Rayleigh

fading channels with perfect side information

Pu(d|j) =
1

π

∫ π
2

0

w∏
v=1

(
kv∑
i=1

pv,i

1 + ξv,iβ(θ)

)jv

dθ. (3.22)

The union bound on the bit error probability of BICM over a Rayleigh fading channel is

obtained by substituting (3.22) in (3.8). Fig. 3.3 shows analytical and simulation results

for BICM over a Rayleigh fading channel using a specific S-random interleaver (S=15).

The bound is shown to be tight to the simulation results.

3.4.3 Rician Fading

If a LOS exists between the transmitter and the receiver, the amplitude of the channel

gain can be modeled as a Rician random variable [24]. In this model the received signal

is composed of two signal-dependent components; namely the specular and diffuse com-
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Figure 3.2: Bit error probability of BICM using a rate-1
2 (1,5/7) convolutional code and
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QAM signaling over a Rayleigh fading channel.
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3.4 Pairwise Error Probability

ponents. The specular component is due to the LOS reception and the diffuse component

results from multipath reception. Let κ denote the ratio of the specular component en-

ergy to the diffuse component energy of the channel. In Rician fading, the normalized

channel gain h in each fading block is modeled by a complex Gaussian variable with

CN
(√

κ
1+κ , 1

1+κ

)
distribution. The pdf of the normalized Rician random variable [35] is

given by

f|h|(x) = 2x(1 + κ) exp
[−κ − x2(1 + κ)

] · I0

(
2x
√

κ(1 + κ)
)

, x ≥ 0, (3.23)

where I0(·) is the zero-order modified Bessel function of the first kind. Setting κ = 0

results in the Rayleigh distribution while the channel approaches the AWGN case as κ

increases toward infinity. Since h is of distribution CN
(√

κ
1+κ , 1

1+κ

)
, |h|2 has a noncentral

chi-square distribution [21] with noncentrality parameter given by

s2 =

(√
κ

1 + κ

)
+ 02 =

κ

1 + κ
, (3.24)

and the characteristic function is given by [36]

Ψ|h|2(z) = E|h|2

[
e−z|h|2

]
=

1

1 + z/(1 + κ)
· exp

{−κ z/(1 + κ)

1 + z/(1 + κ)

}
=

1 + κ

1 + κ + z
· exp

{ −κ z

1 + κ + z

}
. (3.25)

Substitute (3.25) in (3.20) and then (3.13). We can derive the pairwise error probability

for BICM over a Rician fading channel with perfect side information as

Pu(d|j) =
1

π

∫ π
2

0

w∏
v=1

[
kv∑
i=1

pv,i · (1 + κ)

1 + κ + ξv,iβ(θ)
· exp

(
− κξv,iβ(θ)

1 + κ + ξv,iβ(θ)

) ]jv

dθ. (3.26)

Substituting (3.26) in (3.8) results in the union bound on the bit error probability of

BICM over a Rician fading channel. Analytical and simulation results using a specific

S-random interleaver for Rician fading channels with different κ values are shown in

Fig. 3.4. From the figure, it is seen that the bound is tight to the simulation results for a
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3.4 Pairwise Error Probability

wide range of the specular-to-diffuse energy ratio κ. Note that the curve corresponding

to κ = 0 represents the Rayleigh fading case.

3.4.4 Nakagami Fading

The Nakagami distribution was shown to fit a large variety of channel measure-

ments [26]. Under the Nakagami distribution, the pdf of the normalized received signal

envelope [25] is given by

f|h|(x) =
2μμ

Γ(μ)Ωμ
x2μ−1 exp

(
−μx2

Ω

)
, x ≥ 0, μ ≥ 0.5, (3.27)

where Ω = E[|h|2] = 1, μ = Ω2

Var[|h|] is the fading parameter, and Γ(·) is the Gamma

function. As the fading parameter μ increases, the fading becomes less severe and reaches

the non-fading case when μ goes to ∞. The Nakagami distribution covers a wide range

of fading scenarios including the Rayleigh distribution when μ = 1 and the single-sided

Gaussian distribution when μ = 0.5. If |h| is Nakagami distributed with integer order μ,

then |h|2 is chi-square distributed with order 2μ and characteristic function of the form

Ψ|h|2(z) = E|h|2

[
e−z|h|2

]
=

(
1

1 + z/μ

)μ

. (3.28)

The pairwise error probability for BICM over a Nakagami fading channel with perfect

side information is found by substituting (3.28) in (3.20) and (3.13)

Pu(d|j) =
1

π

∫ π
2

0

w∏
v=1

[
qv∑

i=1

pv,i ·
(

1

1 + ξv,iβ(θ)/μ

)μ
]jv

dθ. (3.29)

Substituting (3.29) in (3.8) results in the union bound on the bit error probability of BICM

over a Nakagami fading channel. Fig. 3.5 shows the analytical and simulation results

for the BICM using a specific S-random interleaver over Nakagami fading channels with

different fading parameters μ. We observe that the union bound provides satisfactory

performance evaluation of BICM systems for a wide range of values of the Nakagami
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Figure 3.4: Bit error probability of BICM using a rate-1
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a 64-QAM signaling over Rician fading channels with different κ values.
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fading parameter. Note that the μ = 1 case corresponds to the Rayleigh fading.

3.5 Conclusions

In this chapter we derive union bounds on the packet error probability and the bit

error probability of BICM over AWGN, Rayleigh, Rician and Nakagami fading channels.

The derivation is based on the uniform interleaving of coded bits prior to the mapping to

the signal constellation. The bound is a function of the weight spectrum of the channel

code and the signal constellation used in the BICM system. Results show that the pro-

posed bound is tight to simulation curves in medium to high SNR regions. This enables

us to analyze the performance of the wireless networks in Chapter 2 for specific coding

and modulation schemes used in physical layer.
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CHAPTER 4

Performance Analysis of Bit-Interleaved Space-Time

(BI-ST) Coded Systems in Wireless Environment

In the previous chapter, we analyzed the performance of bit-interleaved coded mod-

ulation which is effective in mitigating the fading effect by providing time diversity

through bit-interleaving. Space-time codes are known for their ability to provide trans-

mit diversity by using multiple antennas. By combining bit-interleaving and space-time

codes, we can have both time diversity and transmit diversity to mitigate the fading even

more effectively. Our focus in this chapter is on the performance of a BI-ST coded system

in the wireless environment under various fading models.

4.1 Introduction

The demand for high-rate and high-quality wireless communications recently has

seen a rapid growth. Achieving reliable communications over a time-varying fading

channel resulting from multipath reception is a significant challenge. One standard

approach to mitigate fading and achieve bandwidth efficiency is to use transmit diversity

in which multiple antennas are used at the transmitter [9]. Using the combination of

multiple transmit antennas and error control coding is referred to as space-time (ST)

coding [10]. Simple and elegant space-time block codes (STBC) were proposed in [11,12]

to provide diversity at the transmitter. In [37,38], BICM was applied to multi-input multi-

output (MIMO) systems in which the coded bits are bit-interleaved and each group of

bits are mapped onto signals that are transmitted over multiple transmit antennas. Two

approaches to mapping the coded bits onto the signals are considered in this chapter;
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4.1 Introduction

namely, the BI ST block code (BI-STBC) [39] and the BI ST coded modulation (BI-STCM)

[40, 41].

The original motivation behind proposing ST coded systems is to provide diversity to

systems operating in slow fading environments. However, it is also of interest to study the

performance of ST systems over rapidly varying fading channels. For example, multiple

antennas can be used at base stations to provide receive diversity to the uplink as well

as transmit diversity to the downlink. When the speed of a mobile unit increases, the

fading between the base station and the mobile unit becomes rapidly varying and can not

be modeled as a quasi-static fading channel. In delay-tolerant applications, interleaving

with large depth can be used to imitate the fully-interleaved channels, which results

in almost uncorrelated fading attenuations of neighboring symbols within a codeword.

Therefore it is of great interest to analyze the performance of ST coded systems over

rapidly varying fading channels.

For quasistatic fading environments, union bounds for BI-STBC and BI-STCM were

derived in [39] and [40], respectively. In this chapter we derive a union bound on the bit

error probability of general BI-ST coded systems over rapid fading channels. Both BI-

STBC and BI-STCM systems are considered as specific examples. The new bound is valid

when the coded bits are random interleaved prior to mapping them onto modulation

symbols that are passed to the transmit antennas. The distribution of the error bits in a

received vector is derived and the corresponding pairwise error probability is evaluated.

The union bound is valid for any channel coding scheme with a known distance spectrum

and any ST coding scheme. Flat multipath fading channels following Rayleigh, Rician

and Nakagami distributions are considered. Simulation results show that the proposed

bound is tight for various signal constellations, ST coding schemes and channel models.

The remainder of this chapter is organized as follows. The model for a BI-ST coded

system is described in Section 4.2. In Section 4.3, the proposed union bound is derived.

The characteristic function required to evaluate the union bound is derived for the BI-

STCM and BI-STBC systems in Section 4.4 and Section 4.5, respectively. Analytical and

simulation results are presented in Section 4.6. Conclusions are discussed in Section 4.7.
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4.2 System Model

Consider the BI-ST coded system shown in Figure 4.1. The encoder receives an

information block u of K bits and generates an N -bit codeword c resulting in a code

rate Rc = K
N . After encoding, the codeword c is bit interleaved to generate the interleaved

codeword π(c) = (b1,b2, · · · ,bL) that consists of L blocks each of qm bits. Each of the

L blocks is referred to as a ST block (STB). Note that N = qmL. The STB bl is mapped

onto q symbols (sl,1, sl,2, · · · , sl,q) by a ST mapper. Each of the q symbols are drawn

from an M -ary complex signal constellation that consists of M = 2m signal points with

average symbol energy equal to Es. Every q symbols are mapped by the ST encoder into

p column vectors of length nT for transmission by nT transmit antennas.

The ST code is characterized by an nT × p transmission matrix, where p = 1 or an

integer that satisfies p ≥ nT . In the case of p = 1, the system is called the ST coded

modulation (STCM) [10], whereas the case of p ≥ nT results in the well-known ST block

code (STBC) [11] as will be clarified in the examples presented below. The rows of the

transmission matrix consists of entries that are linear combinations of sl,1, sl,2, · · · , sl,q

and s∗l,1, s
∗
l,2, · · · , s∗l,q. Denote the transmission matrix by xl = [ xl,1

T ,xl,2
T , · · · ,xl,p

T ],

where {xl,t
T } are column vectors of dimension nT × 1. The ST encoder maps the vector

(sl,1, sl,2, · · · , sl,q) onto the column vectors xl,1
T ,xl,2

T , · · · ,xl,p
T , and the vectors {xl,t

T }
are transmitted by nT antennas one at a time over p transmission intervals. The p

transmission intervals constitute one STB. The code rate of the ST encoder is Rs = qm
p ,

and the overall rate of the BI-ST coded system is R = RsRc = qmK
pN . In the case of STBC,

i.e., p ≥ nT , the rows of transmission matrix are constructed to be orthogonal in order

to enable a linear-complexity receiver [11]. Specific examples of ST codes are presented

below.

Example 1: When p = 1 and q = nT , the resulting system is a STCM system. In

STCM, every nT symbols are transmitted over the nT transmit antennas during one

symbol duration. In this case the fading processes affecting consecutive symbols are

assumed to be independent.
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Figure 4.1: Block diagram of the general BI-ST coded system.

Example 2: When p = q = nT = 2, the resulting system is the Alamouti STBC. The

Alamouti STBC is characterized by the 2×2 complex matrix xl presented in [11]. In this

case the fading process should stay constant for at least two symbols to enable simple

detection. This is a full-rate STBC.

Example 3: When nT > 2, q = p > nT , the resulting system is a STBC derived from

orthogonal designs [12]. In this case the matrix xl is one of the nT × p complex matrices

presented in [12]. This is a STBC with a rate less than unity.

In general, the receiver is assumed to have nR antennas. However, in order to simplify

notation we derive the results for systems with a single receive antenna. Note that all

the results are easily generalized to multiple-receive antennas and the result will be

summarized separately later. The channel from the nT transmit antennas to the receive

antenna is represented by an 1 × nT channel vector. The fading channel is assumed

to be constant during one STB to enable low-complexity receivers for the STBC case

[11]. The channel vector of the tth transmission interval in the lth STB is denoted by

hl,t = (h1
l,t, h

2
l,t, · · · , hnT

l,t ), where hi
l,t denotes the fading attenuation of the channel from

the ith transmit antenna to the receive antenna in the lth STB. The fading channels from

different transmit antennas are assumed to be independent and identically distributed

(i.i.d.). The magnitudes of the fading random variables are assumed to follow either the
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Rayleigh, Rician, or Nakagami distribution.

The received signal vector corresponding to a codeword c is denoted as r = (r1, r2, · · · , rL)

where rl = (rl,1, rl,2, · · · , rl,p) and

rl,t = hl,txl,t
T + nl,t, (4.1)

where nl,t is a length-p AWGN vector at the receiver during the tth transmission period

in the lth STB modeled as CN (0p, N0Ip), where Ip denotes the p×p identity matrix and 0p

is the 1×p zero matrix. The receiver is assumed to have perfect channel state information

(CSI) and the decoding is done by minimizing the decision metric

L∑
l=1

p∑
t=1

||rl,t − hl,txl,t
T ||2, (4.2)

which can be closely achieved via iterative ST detection and decoding [42]. For informa-

tion about the design of iterative detection and decoding, the reader is referred to [42]

for further information.

4.3 The Union Bound

In this section, we derive a union bound on the bit error probability the BI-ST coded

system described in Section 4.2. In this chapter, only BI-ST coded systems employing

convolutional codes are considered. However, the performance analysis applies equally

well to any coding scheme with a known distance spectrum such as turbo codes [43],

product codes [44] or block codes [21]. For the sake of analysis, we again use the uniform

interleaving assumption, i.e., if we feed a codeword c with a Hamming weight d to the

interleaver, then the output could be any weight-d bit sequence of length N with an

equal probability given by 1

(N
d )

. Similar to Chapter 3, the packet error probability for a
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convolutional code is upper bounded by

Pp <
N∑

d=dmin

K∑
j=1

wj,d Pu(d), (4.3)

and bit error probability by

Pb �
1

K

N∑
d=dmin

K∑
j=1

j wj,d Pu(d), (4.4)

where again dmin is the minimum Hamming distance of the convolutional code, wj,d

denotes the number of convolutional codewords with input Hamming weight j and to-

tal weight d, and Pu(d) is the pairwise error probability defined as the probability of

decoding a received sequence as a weight-d codeword ĉ given that the codeword c was

transmitted, i.e., the Hamming distance is dH(c, ĉ) = d. Throughout the chapter, for

any variable defined for c, the corresponding variable defined for ĉ is denoted by using

” ˆ ”. The subscripts c, u and b are used to denote conditional, unconditional and bit er-

ror probabilities, respectively. Clearly Pu(d) depends on the squared Euclidean distance

d2
E � [ dE(c, ĉ) ]2 between the received sequences corresponding to the codewords c and

ĉ, which is a function of the distribution of the d nonzero bits over the L STBs in the code-

word. Using the integral expression [34] of the Q-function, Q(x) = 1
π

∫ π
2

0 e(−x2/2 sin2 θ)dθ,

we have

Pu(d) = Ed2
E |d

[
Q

(√
Rγb

2
· d2

E

)]
=

1

π

∫ π
2

0
Ψd2

E |d

(
Rγb

4 sin2 θ

)
dθ, (4.5)

where γb = Eb
N0

is the signal-to-noise ratio (SNR) per information bit and Ψd2
E |d(z) �

Ed2
E |d

[
e−zd2

E

]
is the characteristic function of the random variable d2

E associated with d.

Since the combination of the signal constellation mapping with the ST encoding may

not have a symmetric structure for all codewords, the Euclidean distance dE(c, ĉ) may

not be the same for different choices of c and ĉ even if the Hamming distance dH(c, ĉ) is

fixed at d. Hence we have to take the expectation in (4.5) with respect to the distribution
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of d2
E . Thus the task is to find the distribution of d2

E associated with d. Denote the

error vector between two codewords π(c) and π(ĉ) by e(c, ĉ) = (e1, e2, · · · , eL), where

el = (el,1, el,2, · · · , el,p) and el,t = xl,t − x̂l,t. The squared Euclidean distance d2
E can be

expressed as

d2
E =

L∑
l=1

p∑
t=1

||hl,tel,t
T ||2 =

L∑
l=1

d2
l , (4.6)

where d2
l =

∑p
t=1 ||hl,tel,t

T ||2 is the squared Euclidean distance between the received

signal vectors associated with the lth STB, bl. Since the total number of bit errors in

the codeword is d, the distribution of d2
l depends on how many bit errors exist in the

STB bl. Thus it is necessary to find the conditional distribution of d2
l given fl, where

fl denotes the number of bit errors in bl. Due to the uniform interleaving and the

independent fading assumptions, the conditional distributions of {d2
l |fl} are identical

and the characteristic function of d2
E associated with d can be obtained as

Ψd2
E |d(z) = Ef1,··· ,fL

[
L∏

l=1

Ψd2
l |fl

(z)

]
= Ej1,··· ,jw

[
w∏

v=1

[φv(z) ]jv

]
, (4.7)

where jv denotes the number of STB’s with v bit errors, w = min{d, qm} and φv(z) is

given by

φv(z) � Ψd2
l |fl

(z|fl = v) = Ed2
l |fl

[
e−zd2

l |fl = v
]
, v = 1, · · · , w. (4.8)

Clearly, the form of φv(z) depends on the fading distribution, which will be derived

in Section 4.4. Since dH(c, ĉ) = d, the components of the vector j = {j0, j1, ..., jw} are

constrained by the conditions

L =

w∑
v=0

jv, d =

w∑
v=1

vjv. (4.9)

The joint pdf of j given d is similar to what we have in (3.10)

p(j|d) =

(
qm
1

)j1(qm
2

)j2 . . .
(
qm
w

)jw(
N
d

) · L!

j1!j2! . . . jw! (L −∑w
v=1 jv)!

. (4.10)
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4.4 Characteristic Function

The left factor of p(j|d) in (4.10) is the probability of distributing d nonzero bits over L

error vectors with jv error vectors having v bits for possible values of v. The right term

of p(j|d) is the number of combinations of j = {jv}w
v=0 among the L error vectors. The

expectation in (4.7) is computed as

Ψd2
E |d(z) =

Lw∑
jw=0

Lw−1∑
jw−1=0

. . .

L1∑
j1=0

(
p(j|d)

w∏
v=1

[ φv(z) ]jv

)
, (4.11)

where

Lv = max

{
0,

⌊
d −∑w

r=v+1 rjr

v

⌋}
, 1 ≤ v ≤ w. (4.12)

Substituting (4.8)-(4.12) into (4.5) results in the final form of the unconditional pairwise

error probability. The rest of the chapter is devoted to deriving expressions of the charac-

teristic function φv(z) for BI-STCM (p = 1) and BI-STBC (p ≥ nT ) systems with different

fading statistics.

4.4 Characteristic Function

In this section, we derive the characteristic function φv(z) for two bit-interleaved

space-time codes, BI-STCM and BI-STBC, under various fading models.

4.4.1 BI-STCM

In BI-STCM systems, p = 1 and q = nT , and thus we use the notations el = el,1 and

hl = hl,1. In this case, the distance is given by d2
l = |hlel

T |2. Following the derivation

in [10], the distance d2
l simplifies to

d2
l = ||el||2 · |βl(el)|2, (4.13)

where

βl(e) �
hl eT

||e|| , (4.14)
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is a random variable whose distribution depends on the fading distribution which will

be derived later. This implies that {βl(el)} are independent random variables. Given

a realization of the error vector el, the conditional characteristic function of d2
l given el

becomes

Ψd2
l |el

(z) = Ψ|βl(el)|2
(
z||el||2

)
. (4.15)

To find φv(z) = Ψd2
l |fl

(z), we first consider all
(
qm
2

)
possible STB combinations of bl and

b̂l. For each pair, we feed them to the STBC encoder to find the corresponding xl, x̂l, and

the error vector el. Classify these STB pairs into groups according to dH(bl, b̂l). Suppose

in the group of dH(bl, b̂l) = v bits, the STB pairs of the group generates error vectors

ev,1, ev,2, · · · each with multiplicity μv,1, μv,2, · · · , respectively. Then the conditional joint

pdf of el given fl can be written as

fel|fl
(e|v) =

∑
k

χv,k Δ(e − ev,k), (4.16)

where χv,k =
μv,k

k μv,k
is the probability mass function for ev,k, and Δ(e) � 1 if e = 0; and

0 otherwise. By (4.15) and (4.16), we have

φv(z) = Ψd2
l |fl

(z) =
∑

k

χv,k Ψ|βl(ev,k)|2
(
z||ev,k||2

)
. (4.17)

Clearly, the form of Ψ|βl(ev,k)|2(z) is a function of the fading distribution. In the case

of Rician fading, {hi
l,t} are complex Gaussian random variables with mean

√
κ

1+κ and

variance 1
1+κ , where κ denotes the ratio of the specular component energy to the diffuse

component energy of each fading channel. Therefore βl(ev,k) is a complex Gaussian

random variable with mean
√

κ
1+κ ·ζ(ev,k) and variance 1

1+κ per dimension, where ζ(e) �∑
i e

i is the sum of all elements of the vector e. Hence, |βl(ev,k)|2 is a noncentral chi-

square distributed with a characteristic function [36] given by

Ψ|βl(ev,k)|2(z) =
1 + κ

1 + κ + z
· exp

(−z κ |ζ(ev,k)|2·
1 + κ + z

)
, (4.18)
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4.4 Characteristic Function

which yields

φv(z) = Ψd2
l |fl

(z) =
∑

k

χv,k

[
1 + κ

1 + κ + z ||ev,k||2 · exp

(−z κ |ζ(ev,k)|2 · ||ev,k||2
1 + κ + z ||ev,k||2

)]
.

(4.19)

For the special case of Rayleigh fading, φv(z) is given by

φv(z) = Ψd2
l |fl

(z) =
∑

k

χv,k

1 + z||ev,k||2 . (4.20)

4.4.2 BI-STBC

In BI-STBC systems the fading gain of each channel remains constant during each

STB, i.e., hl,1 = hl,2 = · · · = hl,p = hl = {hi
l}. Recall that el,t is a vector of dimension

1 × nT and denoted by el,t = (e1
l,t, e

2
l,t, · · · , enT

l,t ). Due to the orthogonality of the row

vectors of STBC transmission matrix, we have

d2
l =

p∑
t=1

||hl el,t
T ||2 =

nT∑
i=1

|hi|2 · ξi
l ,

where ξi
l =

∑p
t=1 |ei

l,t|2. Since {hi
l} are i.i.d. random variables, the random variables

{|hi
l|2} are also i.i.d. with characteristic function given by Ψ|h|2(z). Since {|hi

l|2} are

independent, we can obtain the characteristic function of d2
l given e′l given a realization

of e′l = (ξ1
l , ξ2

l , · · · , ξnT
l ) as

Ψd2
l |e

′

l
(z) =

nT∏
i=1

Ψ|h|2
(
z ξi

l

)
. (4.21)

Again we feed all
(
qm
2

)
possible STB pairs of bl and b̂l to the ST encoder to get the

vector e′l. Using a similar approach of finding (4.16) in Section 4.4.1, we can obtain the

conditional joint pdf of e′l given fl

f(e′l|fl = v) =
∑

k

χ′
v,k Δ(e − e′v,k). (4.22)
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Denote the ith component of e′v,k by e′v,k(i). By (4.21) and (4.22), we have

φv(z) = Ψd2
l |fl

(z) =
∑

k

χ′
v,k

nT∏
i=1

Ψ|h|2
(
z e′v,k(i)

)
. (4.23)

Clearly, Ψ|h|2(z) depends on the fading distribution of the channel. In the following, three

different fading distributions are considered; namely, Rayleigh, Rician, and Nakagami.

4.4.2.1 Rayleigh Fading

If |h| is a Rayleigh distributed random variable, substitute (3.19) in (4.23) and we have

φv(z) =
∑

k

χ′
v,k

[
nT∏
i=1

1

1 + z e′v,k(i)

]
. (4.24)

4.4.2.2 Rician Fading

If |h| is a Rican random variable, then the characteristic function is given by substi-

tuting (3.25) in (4.23)

φv(z) =
∑

v

χ′
v,k

[
nT∏
i=1

1 + κ

1 + κ + z e′v,k(i)
· exp

(
− z κ e′v,k(i)

1 + κ + z e′v,k(i)

)]
. (4.25)

4.4.2.3 Nakagami Fading

If |h| is a Nakagami random variable, then by substituting (3.28) in (4.23), we get

φv(z) =
∑

v

χ′
v,k

[
nT∏
i=1

1

1 + z
μ e′v,k(i)

]μ

. (4.26)

where μ denotes the Nakagami fading parameter.

4.5 Multiple-Receive Antennas

In the case of multiple receive antennas, nR > 1, the whole analysis remains the

same except for (4.17) of BI-STCM system and (4.23) of BI-STBC system. Because the
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4.6 Numerical Results

fading processes at different receive antennas are identical and independent, we have for

BI-STCM

φv(z) = Ψd2
l |fl

(z) =
∑

k

χv,k

[
Ψ|βl(ev,k)|2

(
z||ev,k||2

)]nR

, (4.27)

whereas (4.23) of BI-STBC becomes

φv(z) = Ψd2
l |fl

(z) =
∑

k

χ′
v,k

[
nT∏
i=1

Ψ|h|2
(
z e′v,k(i)

)]nR

. (4.28)

The rest of the derivation for the characteristic function φv(z) under different fading

distributions remains the same.

4.6 Numerical Results

As an illustrative example, we use BI-ST coded systems employing a rate-1
2 (5,7)

convolutional code with two transmit antennas, i.e., nT = 2. Throughout the results,

the random interleaver size is set to N = 1024 coded bits. It is expected that increasing

the interleaver size improves the performance. The modulation techniques used are

quadrature-phase shift keying (QPSK) and quadrature-amplitude modulation 16-QAM.

The throughputs of the BI-STBC and BI-STCM systems are mRc and mnT Rc bits/s/Hz,

respectively. The performance of BI-STBC and BI-STCM over Rayleigh fading channels is

shown in Figure 4.2. We observe that the bound is tight to simulation curves at medium-

to-high SNR values. Note that the union bound becomes loose for SNR values lower

than the cutoff rate of the system [45]. We observe that the performance of BI-STBC is

better than that of the BI-STCM. This is because the throughput of BI-STCM is nT times

larger than that of BI-STBC. Furthermore, in BI-STBC there are nT observations available

to detect the transmitted nT signals, whereas there is only one observation in BI-STCM.

Figures 4.3 and 4.4 show the performance of BI-STCM and BI-STBC over Rician fading

channels with different Rician parameters κ. Again, the bound is shown to be tight for a

wide range of the LOS energy of the channel. As the LOS energy increases the channel

becomes more dominated by the LOS component, and hence the performance of the
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Figure 4.2: Bit error probability of convolutionally encoded BI-ST systems using nT = 2
over a Rayleigh fading channel.
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Figure 4.3: Bit error probability of a convolutionally encoded BI-STCM using nT = 2
over Rician fading channels with different κ values.
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Figure 4.4: Bit error probability of a convolutionally encoded BI-STBC using nT = 2 over
Rician fading channels with different κ values.
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Figure 4.5: Bit error probability of a convolutionally encoded BI-STBC using nT = 2 over
Nakagami fading channels with different μ values.
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4.7 Conclusions

BI-ST coded systems improves. In Figure 4.5 we show the performance of BI-STBC

over Nakagami fading channels with different Nakagami parameters μ. As the fading

parameter μ of the channel increases, the channel becomes less faded and hence the

performance of the BI-STBC system improves accordingly.

4.7 Conclusions

In this chapter we derived union bounds on the packet error probability and the bit

error probability of BI-ST coded systems over fast fading channels. The derivation was

based on the uniform interleaving of coded bits prior to the ST mapping and encoding.

The bound is a function of the distance spectrum of the channel code, the signal con-

stellation, and the ST encoding scheme. The proposed bounds provides an analytical

method to evaluate the performance of BI-ST coded systems employing different con-

stellation shapes and sizes as well as different ST encoding schemes. The bound was

evaluated for BI-ST coded systems over Rayleigh, Rician and Nakagami fading channels.

Results showed that the proposed bound is tight in medium to high SNR regions.
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CHAPTER 5

On the Error Floor Analysis of Turbo Codes:

Weight Spectrum Estimation (WSE) Scheme

Turbo codes have raised high interest in the past decade due to their great perfor-

mance close to the Shannon capacity limit. To analyze the outage probability for wireless

networks with mobiles that use turbo codes in physical layer, we need to analyze the

performance of turbo codes in order to determine the right SINR threshold value for the

outage probability computation, just like the case of BICM. In this chapter, our focus is

on the performance analysis of turbo codes. In particular, we are interested in finding

an efficient algorithm to estimate the weight spectrum of a turbo code, which enables

us to obtain an union bound approximation that is very tight to the simulation at high

SNR.

5.1 Introduction

Turbo codes have generated much interest in the last decade due to their performance

being very close to the channel capacity in Additive White Gaussian Noise (AWGN) chan-

nels. Two distinct signal-to-noise ratio (SNR) regions can be identified with respect to the

performance of turbo codes: the waterfall and the error floor regions. The error probability

performance in the waterfall region has the characteristic of rapid improvement with a

small increase in SNR. The slope of the performance curve is steep in this region. On

the other hand, when the SNR is increased past a certain point, the slope is no longer

as steep as it is previously. The SNR region beyond this point is called the error floor

region although technically the performance is still improving but at a very slow rate.
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Figure 5.1: Union Bound and the performance of turbo codes with all K! possible inter-
leavers

The performance in the error floor region is not as sensitive to the SNR increment as

in the waterfall region. To fully analyze the performance of a turbo code, we need to

know the performance in both regions. The performance of a turbo code in the waterfall

region has been explored in [46,47]. In this chapter, our main focus is on the error floor

analysis of turbo codes.

The performance of a turbo code in the high SNR region is analyzed in [13–16]. All of

these papers apply the uniform interleaver assumption to compute the weight spectrum

and then the performance is bounded using the weight spectrum. Because a length K

uniform interleaver is a probabilistic device that maps a given weight W input word to

all possible
(

K
W

)
permutations of the word with equal probability, the weight spectrum

computed is actually the average of the weight spectra of the turbo codes with all K!

distinct interleavers. The resulting union bound (the solid curve in Fig. 5.1) is the average

of the actual union bounds of turbo codes with all K! interleavers (the doted curves).

The disadvantage of this type of an average union bound is that it can be very different

from the actual performance of the turbo code with a specific interleaver.

In order to accurately analyze the performance of a turbo code with a specific inter-

86



5.1 Introduction

leaver, one must have a better estimate of the actual weight spectrum rather than the

averaged weight spectrum obtained by uniform interleaving. The distance structure of

a turbo code was explored in [48] without applying the uniform interleaver assumption,

however the focus was only on the minimum distance. In [49, 50], an algorithm was

proposed to find the weight spectrum of a turbo code with a specific interleaver. To

find the exact weight spectrum for turbo code weights up to dmax, the algorithm first

searches for all input sequences that produce constituent code weights less than dmax on

any of the constituent codes. Then it turbo encodes all these input sequences and records

the corresponding turbo code weights. The number of input sequences with constituent

code weight up to dmax is very large since both the input weight and parity weight can

go up to dmax. This is actually an exhaustive searching algorithm and the computation

complexity is of order F (dmax) ·K, where F (dmax) is a function that grows exponentially

with dmax. It is mentioned in [50] that F (dmax) is often much larger than K. Thus the

complexity of the algorithm is higher than order K2, and it often gets worse since we

usually choose large dmax due to the lack of knowledge about the minimum distance

of the turbo code. The high complexity is indeed the major disadvantage of the algo-

rithm. To reduce the complexity, a Viterbi-like algorithm was proposed in [51] and later

modified in [52]. For any input sequence, the algorithm uses Viterbi algorithm to check

the lower bound of the turbo code weights generated by all input codewords initiated

by the input sequence. If the lower bound is larger than a threshold τ , then all those

input codewords will be eliminated from the set of input codewords to be searched. The

algorithm is more efficient than [50] and performs very well with serially and parallel

concatenated schemes. However, the complexity grows exponentially with τ hence an

overestimated τ can cause a big problem. Moreover, the algorithm has prohibitive com-

plexity for multilevel turbo codes with more than two constituent encoders. In [53], a

different method for estimating the minimum distance was proposed. However, it will

not determine the multiplicity nor the remaining lower terms of the weight spectrum.

In this chapter, we propose an efficient method to obtain an accurate estimate of the

weight spectrum of a turbo code with a specific interleaver. By going after an estimation
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rather than the exact weight spectrum, we are able to significantly reduce the complexity

of the search. Since the union bound and thus the performance in the error floor region

is dominated by the codewords with small weights, we only focus on the codewords

of small code weights. With this weight spectrum estimation of the dominant code

weights in the union bound, we can compute the partial sum of the dominant terms

(corresponding to those small code weights) in the union bound. This offers an accurate

approximation to the actual performance of a turbo code with a specific interleaver. Most

important of all, the method is practical and efficient, which is the major merit of this

method. The method can also be applied to turbo codes with more than two constituent

encoders.

By using the Weight Spectrum Estimation (WSE) method, we see the performance of

turbo codes is severely degraded for some interleavers by the existence of small input

weight codewords whose all but few 1’s are located close to the end of the input block.

This degrading effect can be reduced by trellis termination schemes. However, trellis

termination schemes introduce more redundancy and yet might not be able to completely

eliminate the degrading effect. We develop an interleaver modification algorithm so that

the performance of turbo code is not affected negatively by the bits close to the end.

Since S-random interleavers are the most popular interleavers used with turbo codes, we

propose the modification algorithm for S-random interleavers only. The algorithm can

be easily adapted for any other type of interleavers.

The remainder of this chapter is organized as follows. In Section 5.2, we give a

brief introduction to the weight spectrum of a turbo code. In Section 5.3, we describe

how to approximate the error floor performance using the sum of dominant terms in

the union bound. In Section 5.4, we introduce the weight spectrum estimation method

for the small code weights of a turbo code with a specific interleaver. In Section 5.5, we

introduce our modified S-random interleaver. In Section 5.6, we demonstrate and discuss

various numerical examples. Finally, conclusions are addressed in Section 5.7.
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Figure 5.2: A typical turbo encoder with two recursive systematic convolutional (RSC)
constituent encoders.

5.2 Weight Spectrum of Turbo Code

We consider a parallel concatenated turbo code with the encoder structure shown

in Fig. 5.2. Both constituent encoders C1 and C2 are binary Recursive Systematic Con-

volutional (RSC) encoders, yet they are not necessarily identical to each other. In other

words, the turbo codes considered in this chapter can be asymmetric. Though there are

only two constituent encoders in the turbo encoder, the results in this chapter can be

easily generalized to turbo codes with more than two constituent encoders. Binary Phase

Shift Keying (BPSK) is used throughout this chapter, however the work is not restricted

to BPSK.

If we fix the input codeword length K of the turbo code, the weight spectrum of the

turbo code [13] can be expressed by A(D, P ) which has the following form

A(D, P ) =
∑
d>0

∑
p>0

ad,pD
dP p, (5.1)

where ad,p is the number of codewords with input Hamming weight p and parity Ham-
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ming weight d (the term ”weight” will refer to Hamming weight hereafter). Due to the

existence of the interleaver π before C2, it is difficult to find the weight spectrum of the

turbo code analytically.

5.3 Error Floor Performance of Turbo Code

A turbo decoder consists of multiple constituent decoders that exchange soft infor-

mation (for example, with BCJR algorithm [54]), as opposed to hard decisions, with one

another. This iterative decoding algorithm is actually a suboptimal decoding algorithm.

However, it is conjectured in the literature that the suboptimal turbo decoding algorithm

performs almost the same as the Maximum Likelihood Bit Decoding (MLBD) at high

SNR. Since MLBD and Maximum Likelihood Sequence Decoding (MLSD) behave iden-

tically at high enough SNR, the turbo decoder performance should be very close to the

MLSD performance at high SNR. Due to the fact that the MLSD performance at high

SNR can be upper bounded by the union bound, the union bound should also bound

the turbo code performance at high SNR, i.e. in the error floor region.

Given the weight spectrum of a turbo code, the PER in an AWGN channel in the

error floor region can be bounded by the union bound [21]

PER ≤
∑
d>0

∑
p>0

ad,p Q

(√
2Rc(d + p)

Eb

N0

)
, (5.2)

where Rc is the turbo code rate and Eb
N0

is the SNR per bit. Due to the fact that Q(x)

decreases quite sharply with increasing x, the union bound is dominated only by the

terms with small code weights d + p. Thus, instead of summing up all of the terms in

the union bound, we can approximate the PER in an AWGN channel by just summing

up the terms associated with the first several smallest code weights, i.e.

PER � PER(n) =
∑
(d,p)

∑
∈ Gn

ad,p Q

(√
2Rc(d + p)

Eb

N0

)
, (5.3)
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where Gn is the set of (d, p) whose sum d + p equals to one of the first n smallest code

weights of the turbo codes for a sufficiently large n. Similarly we can approximate the

BER in an AWGN channel by

BER � BER(n) =
∑
(d,p)

∑
∈ Gn

d

K
ad,p Q

(√
2Rc(d + p)

Eb

N0

)
. (5.4)

In practice, PER(n) converges to a curve as n increases. Convergent behavior is observed

at relatively small n (typically n = 10 is sufficient for our numerical experiments). Be-

cause the union bound and the error floor region performance are dominated by the

terms corresponding to these first several smallest code weights, we will call these code

weights dominant code weights hereafter. A very efficient weight spectrum estimation

method for these dominant code weights will be introduced in the following section.

To compute the union bounds on the PER and BER for various fast varying fading

channels, we should use the integral expression of the Q-function as we did in Chapter

3. For Rayleigh fading case, we only have to replace the Q-function term in (5.3) and

(5.4) by 1
1+4(d+p)β(θ) where β(θ) = RcEb

4N0 sin2 θ
. For a Rician fading channel of parameter

κ, the Q-function should be replaced by 1+κ
1+κ+4(d+p)β(θ) · exp

{
− 4κ(d+p)β(θ)

1+κ+4(d+p)β(θ)

}
. Finally

for a Nakagami fading channel of parameter μ, we should replace the Q-function by[
1

1+4(d+p)β(θ)

]μ
.

5.4 Weight Spectrum Estimation

Consider the original turbo code structure in Fig. 5.2. The weight of a turbo codeword

cu = (u, c1
u, c2

u), where ci
u corresponds to the parity sequence from the ith encoder, is

defined as

w(cu) = w(u) + w(c1
u) + w(c2

u). (5.5)

The length of the input sequence u is K. In the case that w(cu) is small, both w(u)+w(c1
u)

and w(u) + w(c2
u) should be small. This means that both constituent codes should pro-

vide small code weights. In other words, the input sequences that generate small turbo
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code weights should very likely be contained in the set of input sequences that gener-

ate small code weights with constituent encoders C1 or C2 (in Fig. 5.2). Hence we have

the following approximation to efficiently estimate the weight spectrum of the turbo code

Approximation: If u generates the nth minimum of w(u) + w(c1
u) + w(c2

u), then it is most

likely that u ∈ H1 ∪ H2, where Hi is the set of input sequences that generate the first n

smallest constituent code weights of Ci, i = 1, 2.

This leads us to the following weight spectrum estimation algorithm:

1. Find H1 and H2, the sets of sequences that generate first n smallest code weights

of C1 and C2 respectively.

2. For each data sequence u ∈ H1
⋃

H2, turbo encode u. Record the input weight d

and the resulting turbo parity weight p of each input sequence.

3. Compute the multiplicity of each turbo weight pair (d, p) to get the weight spectrum

estimate ad,p of the dominant turbo code weights.

Now the remaining question is how to efficiently obtain H1 and H2 for the turbo

code. Several paths on a typical trellis diagram of a RSC constituent encoder are shown

in Fig. 5.3. We define a single error event as the divergence of the constituent encoder

from the zero-state and its first convergence back to the zero-state after the divergence

such as case (a) and (b). A tail error event is defined as the divergence from the zero-state

occurred close to the end of the input block, which is shown as case (c). Notice that for

a single error event, the constituent encoder has to return to the zero-state, which is not

necessary for a tail error event. A multiple error event is a collection, or concatenation, of

several single error events or tail error events shown as in case (d). Note that a recursive

encoder which does not return to the zero-state continues to produce nonzero parity

bits even though its current input bits are all 0’s1. Unless the error events of an input

1This statement is true unless there exists a loop with zero-input and zero-output in the state diagram
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(a) Long-duration error event

(b) Short-duration error event

(c) Tail error event

(d) Multiple error events

Figure 5.3: Typical trellis diagrams generated by the RSC constituent encoder.

sequence are all of short durations, the weight of the constituent codeword is large.

Case (a) in Fig. 5.3 has an error event of long duration which should generate a large

constituent code weight. On the contrary for (b), (c) and (d), which all consist of error

events of short durations, the corresponding constituent codewords should have small

weights. Since we are only interested in the input sequences that generate small weights

on each constituent encoder, we should ignore (a) and focus only on (b), (c), and (d). Hi

is then the set of input sequences that generate such short-duration error events for Ci.

The search for H1 and H2 is separated into two phases. Phase I searches for input

sequences that generate single error events or tail error events like (b) and (c), while

Phase II searches for multiple-error-event input sequences like (d). Consider an input

sequence that generates multiple error events from C1 and each error event is of short

of the recursive code. This sort of recursive code should be avoided in practice since it brings out small
weight codewords. Such a code can be easily detected by the state transition matrix of the code. When
raised to the L

th power, this matrix is the L-step transition matrix with polynomial elements. If any of its
diagonal elements (other than the one corresponding to the zero-state) contains a nonzero constant term,
there exists such a loop. The code should be avoided and thus ignored here.
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duration. The parity weight generated by C1 could be small since each error event is

short. However, since the weight of the input sequence is at least two times the number

of error events, there must be many 1’s in the input sequence. After interleaving, these

1’s are distributed over the input block to C2. Since only specific bit sequences can

force the RSC encoder C2 back to the zero-state, it is very unlikely for the error events

generated by π(u) from C2 to be all of short durations. The parity weight generated by

C2 is thus very large and results in a large turbo code weight. A good discussion of

this issue is given in [55]. Hence for most cases, the error performance is dominated by

single-error-event input sequences and thus Phase I search is enough which is only of

complexity K. The weight spectrum estimation and the PER and BER approximations

can be obtained very efficiently. However, for a turbo code with very large minimum

distance, the code weight of a multiple-error-event input sequence might not be that

large compared to the minimum distance. Therefore we have to proceed to Phase II

search to obtain an accurate weight spectrum estimation. The WSE algorithm as a whole

is illustrated by the flow chart in Fig. 5.4. The various testing criterions shown in the

flow chart will be addressed later in the following sections.

5.4.1 Phase I: Single Error Event and Tail Error Event Search

In this phase, we want to search for input sequences that generate a single error event

or tail error event for either C1 or C2. The Single error event case will be considered first.

For each error event, define an error fragment as the portion of the input sequence that

corresponds to the error event. For instance, if the input sequence associated with case

(b) in Fig. 5.3 is u = [01001010000 · · · 0], then the error fragment is [100101]. Let js and

je be the bit indices of the first and the last 1’s in a single-error-event input sequence u,

we define the span of u as

span(u) = js − je + 1. (5.6)

For instance, for the previously defined u, we have js = 2, je = 7. Hence span(u) =

7 − 2 + 1 = 6. Note that span(u) is the duration of the error event generated by u on
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Phase II
Stop Criterion:

Phase I search

End

Initialize              

Phase II
Necessity Criterion:

Phase II search

Increment   

Yes

Yes

Yes

No

No

No

WSE
Stop Criterion:

Figure 5.4: Flow chart of WSE algorithm.

the constituent encoder considered, which also equals to the number of bits contained

in the associated error fragment.

Define the shift of an input sequence as any circular shift of the input sequence (with

respect to period K) that still keeps all of the error fragments of the input sequence intact

after the circular shift. Since shifting an input sequence does not change the bit content

of any error fragment and thus the corresponding error event, the resultant constituent

codeword weight will still remain the same. Hence, we will consider only the single-

error-event input sequences that start with 1. We call these sequences basic input sequences

hereafter.

Now define set Sm
1 as the set of basic input sequences with span less than or equal

to m that achieves the 1st, 2nd, . . . , nth smallest constituent code weights of C1, and all of

the shifts of these basic input sequences. It has the following form
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Sm
1 =

n⋃
i=1

argm
u min

i
{w(u) + w(c1

u)}, (5.7)

where

argm
u min

i
{f(x)} � {u | span(u) ≤ m, f(u) is the ith minimum of f(x)}. (5.8)

Similarly, all the arguments hold for the constituent encoder C2 and the set of basic input

sequences associated with C2 is of the following form

Sm
2 =

n⋃
i=1

argm
u min

i
{w(u) + w(c2

u)}. (5.9)

Note that it is span(π(u)) now upper bounded by m, not span(u). In practice, n and

m need not be chosen very big. Sm
1 and Sm

2 contain most of the input sequences that

generate single error events with small code weights on either one of the constituent

codes. The input sequences that generate small turbo code weights would be most likely

contained in these two sets. However, there is another type of sequence which is also

very likely to have a small constituent code weight: tail-error-event input sequences.

That is, if w(u) is small and all the 1’s in u happen to be located very close to the end,

the weight of (u, c1
u) is small and upper bounded by (K − Iu + 1)/RC1 , where Iu is the

bit index of the first 1 in u and RC1 is the rate of the first constituent code. Similar thing

also happens to the second constituent code if all 1’s are distributed close to the end

of π(u). In order to take this effect into consideration we will also define the following

input sequence sets for C1 and C2 respectively

T t1
1 � {u | Iu > K − t1}, (5.10)

T t2
2 � {u | Iπ(u) > K − t2}, (5.11)

with some thresholds t1 and t2.

As mentioned earlier, for input sequence u with large w(u), it is very unlikely for
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both u and π(u) to generate small parity weight with the associated constituent codes.

We can reduce the size of each set by setting a small upper limit td for w(u), which is

generally set to be no larger than 4. The complexity reduction in our proposed method

compared to other methods in the literature comes with this realization. The set of input

sequences we are searching for in Phase I would then be

Sm
1

′ ∪ T t1
1

′ ∪ Sm
2

′ ∪ T t2
2

′
, (5.12)

where

Sm
i

′ = Sm
i ∩ {u | w(u) < td}, i ∈ {1, 2}, (5.13)

T ti
i

′
= T ti

i ∩ {u | w(u) < td}, i ∈ {1, 2}. (5.14)

Note that if we only perform Phase I search, then H1 = Sm
1

′ ∪ T t1
1

′
and H2 = Sm

2
′ ∪

T t2
2

′
. Since thresholds t1 and t2 are generally small and td no larger than 4 in practical

applications, we can obtain T ti
i

′
efficiently even through exhaustive search over all

(
t1
td

)
+(

t2
td

)
codewords. Sets Sm

i
′ can be obtained very easily by applying Viterbi algorithm on

the trellis of Ci. The cost function is defined as the constituent code weight generated

by Ci, w(u) + w(ci
u). Assuming that we want to obtain Sm

1
′, we should work on the

trellis of C1. Since we only focus on single-error-event input sequences that start with 1,

all paths must begin with input bit equals to 1 and the cost of the branch that departs

from the zero-state should be infinity at all stages except the 1st stage. At each stage of

the Viterbi algorithm, we compute the code weight of each surviving path should we

terminate it right away (i.e. append bits to the input sequence to force it going back to

the zero-state right after the current stage). Only the paths with input weight less than

td that generate the first n smallest code weights get to survive. Since no path can depart

once it enters the zero-state, the algorithm will stop once the surviving paths all rest in

the zero-state. Sm
1

′ is then the resulting set of the surviving sequences. We can obtain

Sm
2

′ using a similar approach.
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5.4.2 Phase II: Multiple Error Event Search

When the minimum distance of the turbo code is large (which often happens for large

interleaver sizes), the contribution of multiple-error-event input sequences of each con-

stituent encoder to the weight spectrum of small turbo code weights could be significant

and thus can not be ignored. It is stated in a lemma in [55] that when the interleaver size

is large, only multiple-error-event input sequences of each constituent encoder whose

error fragments are all of weight 2 have significant contribution to the weight spectrum

of the turbo code. Hence in Phase II, we only examine such multiple-error-event input

sequences. This significantly reduces the set of the multiple-error-event input sequences

to be examined for weight spectrum estimation. To further reduce the set of sequences,

we set a limit on the weight of each single error event. The weight of each single error

event must not exceed the rth smallest (constituent) code weight generated by the weight

2 basic input sequences of Ci. In other words, we consider only input sequences that are

concatenations of error fragments from Bi where

Bi � {u | u is the error fragment of v, where v is a weight 2 basic input sequence

of Ci that produces one of the first r smallest parity weights among all

weight 2 basic input sequences of Ci}.

Note that Bi can be easily obtained after the basic input sequence search in Phase I

algorithm by eliminating basic input sequences of weights greater than 2 from set Hi.

Define p2
min,i as the minimum parity weight generated by Ci using input sequences

of weight 2. p2
min,i can be obtained directly from the transfer function of Ci. The lower

bound of the turbo code weight generated by a multiple-error-event input sequence

which consists of q weight 2 error fragments is then

wq
min = q · (2 + p2

min,1 + p2
min,2). (5.15)

This gives us the testing criterion for the necessity to performing Phase II.
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Necessity criterion of Phase II: Let wphase I be the minimum turbo code weight found in

a Phase I search. If w2
min = 2 · (2 + p2

min,1 + p2
min,2) ≤ wphase I , then it is necessary to

proceed on Phase II.

The Phase II algorithm can be decomposed to stages 2, 3, 4, and so on. In stage q, we

consider all possible length K concatenations of q error fragments from Bi, i = 1, 2. The

number of input sequences examined in stage q is of order |Bi|q
(
K
q

)
, where |Bi| denotes

the size of Bi. The number could be large if K is large and q �= 1. Similar to the necessity

criterion, we can obtain the stop criterion of Phase II by comparing the minimum turbo

code weight obtained up to stage q − 1 with wq
min. The Phase II algorithm is described

as follows.

1. Initialize q to 2. Let west
min = wphase I .

2. Generate set Hq
i by first choosing any q error fragments from Bi (repeated choice

allowable). Concatenate these q error fragments and pad 0’s between each of them

to make the overall sequence length K. Generate sequences with all possible zero-

padding combinations and include all of the shifts of the sequences into the set.

3. For each u ∈ Hq
1 , turbo encode u. For each v ∈ Hq

2 , turbo encode π−1(v). Record

d the input weight and p the resulting turbo parity weight of each input sequence.

If ∃ (d, p) s.t. d + p < west
min, set west

min = d + p .

4. Compute the multiplicity of each turbo weight pair (d, p) to update the weight

spectrum estimation ad,p .

5. Stop criterion of Phase II: If west
min < wq+1

min, stop. Else set q = q + 1, goto Step 2.

Note that when K is large, it takes a long time to run Phase II. However, we can

significantly reduce the amount of time in step 3. Keep in mind that we are considering

the concatenations of error events of Ci with Ci resting in the zero-state in between.

When Ci is in the zero-state, it is not necessary to do the encoding at all since the output
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is always 0. This can save us considerable computation time because most of the time

Ci is in the zero state. We can also save some computation time by keeping track of

the current total code weight when we encode on each constituent encoders. Once the

current total code weight is significantly larger than west
min, we can stop turbo encoding

right away without having to finish it. After applying these two approaches, Phase II

can be done much more efficiently.

5.4.3 Accuracy Analysis and Stopping Criterion of WSE

In this section, we want to analyze the accuracy of the WSE algorithm by deriving

a lower bound for the minimum undetected turbo code weight for any given n and td

used in the algorithm. Denote the free distance of the ith constituent code by dfree,i. It is

clear that all sequences checked by our methods satisfy w(u) + w(ci
u) ≤ dfree,i + (n − 1).

Recall that input sequences with w(u) ≥ td are unlikely to cause small code weights [55].

Disregarding such input sequences, if a sequence u′ is not checked by our method, we

have

w(u′) + w(c1
u′) ≥ dfree,1 + (n − 1) + 1 = dfree,1 + n, (5.16)

w(u′) + w(c2
u′) ≥ dfree,2 + (n − 1) + 1 = dfree,2 + n, (5.17)

which implies the turbo code weight of u′ satisfies

w(u′) + w(c1
u′) + w(c2

u′) ≥ dfree,1 + dfree,2 + 2n − w(u′). (5.18)

Since for u′ with large w(u′), the turbo code weight is generally large and u′ will not be

of our interest. So we also assume w(u′) ≤ td, and thus we have

w(u′) + w(c1
u′) + w(c2

u′) ≥ w(n, td) � dfree,1 + dfree,2 + 2n − td. (5.19)
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What this bound implies is that if WSE ignores a sequence u′, the turbo code weight

generated by u′ should be larger or equal to w(n, td). In other words, w(n, td) is the

lower bound of the undetected turbo code weights. Conversely this means that WSE can

find all of the turbo code weights up to w(n, td) − 1. Not only this bound tells us how

good WSE works for any given n and td, but it also provides a stop criterion for WSE.

As we mentioned, WSE can find all turbo code weights up to w(n, td) − 1. So if west
min,

the minimum turbo code weight among the sequences checked by WSE so far, satisfies

west
min ≥ w(n, td), this means w(n, td) might be smaller than the dmin of the turbo code

and WSE is not guaranteed to have captured dmin. We should increment n and return to

Phase I search again. On the other hand, if west
min < w(n, td), this implies that our method

has captured dmin and we can stop there since we only care for the turbo code weights

close to dmin. This gives us the stopping criterion of WSE.

5.5 Modified S-random Interleaver

In Section 5.4.1, we mentioned that input sequences with small weights and all 1’s

distributed close to the end of the sequences will generate constituent codewords with

small weights. If w(u) is small, for some sequence u with tail 1’s, there is some possi-

bility that the interleaved π(u) might have all of its 1’s again distributed at the tail part.

Hence, both C1 and C2 generate small constituent parity weights and the overall turbo

code weight is small. We call such kind of codeword heavy tail codeword. In our turbo

code simulations with various interleavers, we found that this phenomenon occurred

quite frequently and degraded the error floor performance of turbo codes significantly.

The degrading effect from the heavy tail codewords can be reduced by trellis termina-

tion schemes. However, trellis termination schemes introduce more redundancy and yet

might not be able to completely eliminate the degrading effect from all heavy tail code-

words. Consider a sequence with one nonzero bit which is located close to the end of

a data block both before and after interleaving. The weight of each constituent code’s

parity is larger than the unterminated case by at most twice the memory size of the
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constituent encoder. The resultant turbo codeword can still have a small weight if both

constituent codes have small memory sizes. In order to overcome this problem, we pro-

pose an interleaver modification algorithm so that we can fix any existing interleaver and

never have to suffer from the heavy tail codewords. No trellis termination is needed and

thus the rate and the energy efficiency will not be sacrificed. The key idea is to modify

the interleaver so that any bit close to the end of an input sequence will be interleaved

to another bit position that is far away from the end of the sequence. This ensures that

heavy tail problem will not occur simultaneously on both constituent encoders. Since

S-random interleavers are the most popular interleavers used in turbo encoders, we will

describe our modification algorithm based on S-random interleavers. The algorithm can

be easily modified to apply to any other type of interleavers. Assume that the interleaver

size is K, the S-parameter equals to S, and we use πi to denote the new bit index of the

ith bit after interleaving (i = 1, 2, . . . , K). The algorithm is described as follows.

1. Initialize t to K − T for some threshold T .

2. Randomly pick an integer i from {1, 2, . . . , K − T − 1}.

3. If πi ≥ K − T , go to step 2.

4. For j = max{1, i − S}: min{K, i + S}, check if |πt − πj | > S. If not, go to step 2.

5. For j = max{1, t − S}: min{K, t + S}, check if |πi − πj | > S. If not, go to step 2.

6. Swap the value of πt and πi. Set t = t + 1.

7. If t ≤ K goto step 2, otherwise stop.

The larger the threshold T is, the larger the guarantee it is to completely eliminate

the heavy tail problem. Typically we choose T to be about twice the minimum weight

of the turbo code.
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5.6 Numerical Examples

In this section, we demonstrate the comparison of the simulation results of various

turbo codes in an AWGN channel with the uniform interleaving bounds (UIB) and our

performance approximations. All of the weight spectrum estimates are obtained from

Phase I with parameters n = 10, m = 100, td = 4, and t1 = t2 = 60. This is the typical

setting of the parameters. They are set large enough to give accurate performance approx-

imation yet small enough to obtain the performance approximation efficiently in a short

amount of time. We first ran simulations for the symmetric turbo code (1, 33/37, 33/37)

with two different S-random interleavers with S = 12, input length K = 1000, and code

rate Rc = 1/3. From Fig. 5.5−5.6, we can see that PER(n) is very accurate. While UIB

is off the simulated PER by 0.5 to 0.8 dB, PER(10) is only off within 0.1 to 0.2 dB. As

we mentioned earlier, this is because UIB uses the weight spectrum derived from the

uniform interleaving assumption, which can in no way account for the use of a specific

interleaver. This is why UIB fails to capture the performance of a turbo code with a spe-

cific interleaver. This also shows the merit of the proposed weight spectrum estimation

method. Notice that when n is large, PER(n) converges to a curve. Usually n = 10 is

large enough to observe the convergence.

In Fig. 5.7 we show the simulation results of an asymmetric turbo code (1, 5/7, 33/23)

with S-random interleaver. Although we can not observe the occurrence of the error floor

in simulation, the trend of the simulation curve indicates that PER(n) should be very

close to the error floor performance. On the other hand, it can be seen that UIB is off by

around 0.75 dB.

In Fig. 5.8, we consider a punctured turbo code (1, 5/7, 33/23) with S-random inter-

leaver. The figures show that our performance approximation method works very well.

The UIB works well too, but not as accurately as PER(10) in Fig.5.8. One reason why the

UIB works pretty well with punctured turbo codes is because the inaccuracy of the weight

spectrum approximation from the uniform interleaver assumption is reduced. When the

constituent parity bits are punctured, the proportion of the parity weight among the
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Figure 5.5: (1, 33/37, 33/37) turbo code with interleaver #0, S = 12, K = 1000, and Rc = 1/3.
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Figure 5.6: (1, 33/37, 33/37) turbo code with interleaver #1, S = 12, K = 1000, and Rc = 1/3.
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Figure 5.7: (1, 5/7, 33/23) turbo code with interleaver #1, S = 12, K = 1000, and Rc = 1/3.
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Figure 5.8: (1, 5/7, 33/23) punctured turbo code with interleaver #1, S = 12, K = 1000, and
Rc = 1/2.
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whole turbo code weight is reduced. Since the inaccuracy of the weight spectrum from

the uniform interleaver assumption originates from the second constituent parity gener-

ated after interleaving, the weight spectrum inaccuracy is reduced when the proportion

of the parity weight is reduced by the puncturing. Therefore, the UIB works pretty well

in this case. In other words, the UIB works well when the code rate is higher (since

the proportion of the parity weight is small, the inaccuracy is also small) and bad when

the code rate is low. However, in either cases, the proposed weight spectrum estimation

method still gives better performance approximation than UIB.

In Fig. 5.9, we compare the accuracy of PER(10) obtained from Phase I for a

(1, 5/7, 5/7) turbo code and a (1, 33/37, 33/37) turbo code. As we can see, PER(10)

is very accurate for the (1, 33/37, 33/37) turbo code, but not very well for the (1, 5/7, 5/7)

turbo code. The reason is because the Necessity Criterion for Phase II is false for the

(1, 33/37, 33/37) turbo code (w2
min = 20, wphase 1 = 16) and true for the (1, 5/7, 5/7) turbo

code (w2
min = 20, wphase 1 = 20). After we performed Phase II for the (1, 5/7, 5/7) turbo

code, the resulting PER(10) becomes much more accurate.

The merit of this WSE scheme compared to other Viterbi-like searching methods

is the linear complexity of the algorithm with the number of encoders. The number of

sequences that should be considered stays the same while they are fed to more constituent

encoders only. Fig. 5.10 shows the simulation results and error rate approximation

based on the proposed algorithm for a multilevel turbo code. The multilevel turbo code

is obtained by adding a third encoder with an interleaver to the original turbo coding

scheme. Three identical 4-state codes were concatenated to obtain the code. Two S-

random interleavers were utilized for concatenation. The extended serial decoding [56]

is used as the decoding algorithm of the multilevel code. The error floor is quite low

as seen in the plot. The proposed method is able to obtain a very good error rate

approximation in a time-efficient manner.

Finally in Fig. 5.11, we show the performance comparison between an S-random

interleaver and the modified S-random interleaver. From the figure we can see that the

performance gain is about 0.25 to 0.5 dB at high SNR. We successfully improve the
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Figure 5.9: (1, 5/7, 5/7) and (1, 33/37, 33/37) turbo codes with K = 4096 and Rc = 1/3.

0 0.5 1 1.5 2 2.5 3
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

P
E

R

Simulation
PER(n)

Figure 5.10: (1, 5/7, 5/7, 5/7) multilevel turbo code with K = 256 and Rc = 1/4.
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Figure 5.11: Performance comparison of (1,33/37,33/37) turbo code with the original and the
modified S-random interleaver (with T = 60), S = 15, K = 1024, and Rc = 1/3.

performance without applying any trellis termination. Note that this does not mean the

modified interleaver can always outperform the original interleaver to a great extent. The

modified interleaver can improve the performance significantly only when the original

interleaver suffers a lot from the heavy tail problem described in Section 5.5. Otherwise

the original and the modified interleavers would perform almost the same.

5.7 Conclusions

In this chapter, we proposed a weight spectrum estimation method to approximate

the turbo code performance in the error floor region. Numerical results showed the

proposed method provides good approximation to the error rate. We also showed that

the method can be applied to multilevel turbo codes with more than two constituent

encoders. This offers a very efficient way to analyze the turbo code performance with a

specific interleaver, which is not possible by the conventional method with the uniform
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interleaver assumption. The analysis in this chapter enables us to analyze the outage

probability of wireless networks with directional antennas that use turbo codes in phys-

ical layer. We also found that for some bad interleavers, codewords with only a few 1’s

at the tail of the input sequence would severely degrade the code performance. With-

out using the trellis termination scheme which introduces redundancy, we proposed an

interleaver modification algorithm that can fix the problem at no cost. Simulation re-

sults showed that the algorithm can improve the performance significantly if the original

interleaver suffers a lot from the heavy tail problem.
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CHAPTER 6

Conclusions and Future Research

In this chapter, we conclude the thesis by summarizing our contributions in each

chapter and discussing possible future research directions.

6.1 Summary of Contributions

The major goal of the thesis is to analyze the performance of wireless networks with

directional antennas and apply the work to optimize the system performance. In Chapter

2, we analyzed the performance of a wireless network with arbitrary beam pattern under

a realistic channel model which includes the effects of path loss, shadowing, and Rayleigh

fading. The outage probability of a targeted link in the network was derived for both

slow fading and fast fading cases. We also showed that we can apply our BICM analysis

and turbo code analysis presented in later chapters to evaluate the performance of the

wireless network when BICM or turbo code is used in the physical layer. The effects of

the direction estimation error and power control on the system performance were also

analyzed in the chapter. Finally we applied the performance analysis to find the optimal

mobile density for system throughput. We also used the random coding bound to find

the optimal code rate to optimize the link throughput. The results showed that our goal

of optimizing the system design for wireless networks with directional antennas was

achieved through our performance analysis.

In order to fully characterize the system performance of a wireless network using a

specific coded modulation scheme, we need to set the SINR threshold for the outage

probability computation accordingly. BICM is often used in wireless communications to
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mitigate the fading effect by providing time diversity. In order to analyze the performance

of wireless networks using BICM, we need to analyze the performance of BICM in AWGN

and fast Rayleigh fading channels. This is the goal of Chapter 3. In Chapter 3, we derived

the union bounds on the packet and bit error probabilities for BICM under AWGN

and various fading models including Rayleigh, Rician, and Nakagami. The analysis

works for various modulation schemes and channel codes with known weight spectrum.

Numerical examples showed that our union bound is really tight to the simulation at high

SNR. The analysis was applied in Chapter 2 to help us determine the SINR threshold

for wireless networks using BICM in the physical layer.

Space-time code is another technique that is effective in mitigating the effect of fad-

ing by providing transmit diversity. If bit-interleaving can be combined with space-time

codes, then we have both time diversity and transmit diversity which enable us to mit-

igate the effect of fading even more effectively. This is why we extended our BICM

analysis to BI-ST systems in Chapter 4. The extension is not just a trivial extension. The

multi-dimensional nature of space-time codes makes the analysis much more compli-

cated than BICM analysis. We focused on the performance of two BI-ST coded systems:

BI-STBC and BI-STCM. The union bounds of the two systems under fast Rayleigh, Rician,

and Nakagami fading were derived respectively. Numerical experiments again showed

that our union bounds are very tight to the actual system performance.

Finally in Chapter 5, we focused on the performance analysis of turbo codes, which

are widely used nowadays due to their great performance close to the Shannon capacity

limit. We proposed an efficient algorithm that can estimate the weight spectrum of small

code weights of a turbo code. This enables us to compute the partial sum of the union

bound for the turbo code. Simulation showed that the analysis result is very close to

the actual error floor performance of the turbo code. We applied the result to help

us determine the SINR threshold in Chapter 2 in order to evaluate wireless network

performance when a turbo code is used in physical layer. Other than weight spectrum

estimation, we also proposed a technique that can improve the performance of S-random

interleavers at no cost. Numerical experiments showed that the algorithm works well
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especially when a turbo code suffers from small weight codewords with 1’s clustered

near the end of the blocks which can severely degrade the performance of the turbo

code.

6.2 Future Research

There are several possible future research directions regarding wireless networks us-

ing directional antennas. Currently we assume all mobiles are using the same transmit-

ting beam pattern, but this is not necessarily true in reality. A possible future research is

to consider the case when mobiles are allowed to use different beam patterns. The analy-

sis should be tractable by first classifying interfering mobiles in to different categories

according to their beam patterns and then following the similar techniques in Chapter 2

to find the outage probability.

Another research problem worth considering is to extend the outage probability

analysis to three dimensional beam patterns so that our work can be applied to wire-

less networks with mobiles located at different altitudes, such as buildings or special

battlefields. The analysis in Chapter 2 should be possible to be generalized to the three

dimensional case, though the derivation likely would be a lot more tedious.

Additional future research topic of interest is to consider the case when mobiles

can adaptively choose the coded modulation to use according to the channel condition.

When the channel is suffering from a long term shadowing, the mobile can use a stronger

code with lower rate such as turbo code. As the channel condition becomes better, the

mobile can switch to BICM that provides higher rate and thus higher throughput. We

can extend our current outage probability analysis to analyze the performance of such

adaptive networks. Through the analysis we want to find the optimal switching strategy

for the mobiles in an adaptive network.
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