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Abstract

In this paper, energy-constrained wireless multi-hop néta with a single source-destination pair
are considered. A network model that incorporates both tieegy radiated by the transmitter and the
energy consumed by the circuits that process the signalsojsoped. The rate of communication is
the number of information bits transmitted (end-to-end) geded symbol transmitted by any node in
the network that is forwarding the data. The tradeoff betwtee total energy consumption and the
end-to-end rate of communication is analyzed. The perfaoadeither energy or rate) depends on the
transmission strategy of each node, the location of they netales, the data rate used by each node.
Two communication schemes that capture the inherent @ntstrof networks, bandwidth and energy
respectively are proposed. For a given distribution ofy®la.e., when the number of hops and the
end-to-end distance are given, it is shown that the totaiggneonsumption can be minimized with
an optimal selection of end-to-end rate for both schemethéncase of equi-spaced relays, analytical

results for the tradeoff between the energy and the enddodata rate are provided.
Index Terms

Bandwidth efficiency, energy efficiency, link adaptatioelay networks
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I. INTRODUCTION

Wireless ad-hoc networks may be widely deployed in the naiardé. Wireless nodes in such
a network are typically equipped with a small battery. Thwggeless nodes must operate to
maintain the network performance as long as possible witheplacing battery. Consequently
node can only support a finite number of information bits,skhinakes minimizing the energy
consumption a critical design issue for an energy-efficcmmunication. In addition, efficient
use of the available spectrum to transmit information baoss the network is also an impor-
tant design consideration. Two main challenges in the gneogisumption and the bandwidth
utilization motivate analyzing the energy-bandwidth &affl in wireless multi-hop networks.

Previous research in energy-constrained networks hadyragused on transmission schemes
to minimize the radiated energy. The capacity per cost wihegal capacity cost functions on
a single link is considered in [1], and the bits-per-Joulpagity to measure the efficiency of
finite data transmission is described in [2]. Some optimghaling methods in the wideband
regime that minimize the energy per bit while considering fandamental energy-bandwidth
tradeoff is described [3]. Optimal scheduling problems taimize the transmission energy by
varying packet transmission times are considered in [4]pasis on the transmission energy
is quite reasonable for typical long range communicatiohen& transmission energy dominates
the total energy consumption. However, for short range canaation, energy dissipation in the
circuit is not negligible and results in a more complicateatleoff in the power-limited regime
[16][17]. In [5]-[7] the circuit energy consumption is inqmorated to minimize the total energy
consumption but the bandwidth efficiency is not consideBasides the energy consumption, the
end-to-end throughput of wireless networks or equivajetite bandwidth efficiency also needs
to be considered at the same time. Important guidelines mxéided for bandwidth efficient
network design in [8] where the cooperative relaying is eitpt, and in [9]-[13] where every
relay is located equidistantly on a straight line. Howevbg energy-bandwidth tradeoff and
the optimal routing to maximize the bandwidth efficiency amalyzed without considering the
circuit energy consumption [11]-[13].

In this paper, we consider the tradeoff between the totatggneonsumption and the end-
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to-end rate in wireless multi-hop networks where each naiebe placed arbitrarily between
a single source and destination node. Our problem is resdrimm the sense that multi-hop
transmission is based on point-to-point communication iatetference-free scheduling which
requires perfect synchronization among all nodes. Spatiifiove formulate the overall costs in
terms of the end-to-end bandwidth utilization (channelhisead energy consumption to deliver
one information bit across the network in order to fairly lerede different multi-hop routing
strategies. The end-to-end rate measures how efficierglynétwork utilizes the bandwidth to
forward one information bit. We also consider the total ggetonsumption that includes the
transmission energy and the circuit processing energy toafie data. For this scenario, we
propose two practical communication schemes namely (1ywaomrate scheme and (2) common
power scheme. For both schemes, we characterize the tfddaken energy efficiencls, /Ny
and bandwidth efficiency. This is similar in nature to the tradeoff in a single hop smamnssion
for AWGN channel determined by Shannon. Typically, the gpdrandwidth tradeoff has been
studied with the linear equi-distant placed nodes, and tirdytransmission energy is included in
the model [1]-[4],[9]-[13]. Our work differs from previousork in two fundamental ways. First,
to account for the general topologies, each relay node cagrdoed arbitrarily between source
and destination with the constraint that the sum of relaylisgance should be at least equal or
larger than the end-to-end distance. Second, our energyuogstion model incorporates both
transmission energy and circuit processing energy.

In summary, the main contribution of this paper is twofolitsE we propose a framework
to analyze the tradeoff between total energy consumptiah eard-to-end rate. In particular,
we quantify the impact of the relay’s configuration on thedéaff between energy and rate.
Secondly, we show that there is a minimum total energy copsiom per information bit that
is obtained by the optimal selection of the end-to-end N find the minimum energy for the
optimal transmission scheme and for more practical trassion schemes.

The rest of this paper is organized as follows. We descrileesistem model in Section I
and the performance measures of wireless networks (enadyyade) in Section Ill. In Section

IV, we investigate the performance in terms of the end-td-energy-bandwidth tradeoff for
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two proposed strategies called common power transmisgidncammon rate transmission. In
Section V the special case of equi-spaced relays is coresid®ye provide numerical results in

Section VI and summarize the results in Section VII.

[l. SYSTEM MODEL

Consider a wireless network where a source node commusiedth a destination node,
separated by a distanek, through a multi-hop route with the information traversithgough
k — 1 relay nodes that are arbitrarily located between the soainckthe destination as shown
in Fig. 1. We denote the relay distance of hoasd; and leta, = d;/d. where0 < o, < 1 and
a=(a,,..,a,). We assume each relay is in the far-field region of the cooeding transmitter
[21]. For RF carrier frequencies frod00 MHz to 10 GHz, the far-field assumption is satisfied
by relays separated at least 1m [22]. The received pdWem link i in the far-field is modeled

as

g

Pr,i:ﬁ

Pout7 dz >1

where P,,,; is the transmitter output power andis a path-loss exponent (typically between 2
and 4), and3 is a constant from the antenna characteristics. For siibplie assumes = 1.

A simple decode-and-forward protocol is considered in Whielay : decodes the message
sent from relayi—1, re-encodes it, and then forwards the message to ielayWe consider link
connectivity only between intermediate neighboring reJagnd thus any cooperative relaying
scheme to exploit cooperative diversity is not allowed.lEansmission is assumed to employ
capacity-achieving codes with the same time duration fecheaded symbol for each link. We
impose no peak power constraint for each transmitter outputelay constraints. The rate of
transmissionR in information bits per channel use must be less than thectsp@ for reliable

communication. That is
R<C(y) <= 7>4g(R)

where~y is the received energy per channel use-to-noise powerrapdensity ratio and(R) =
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C~Y(R) is the inverse of channel capacify(y). We now make the following assumptions on
the channel capacity functiof (7).
1) C(v) is continuous iny > 0 and twice differentiable, non-decreasing and strictlycawe
in .
2) C(v) has an inverse function. That i§;~!(z) = g(z) which is also continuous, twice

differentiable in~.

For AWGN channel the capacity(~) and its inverse functiog(R) are given by

227 1

C(y) = 110g2(1 +27) <= g(R) = 5

2

We assume that each node has the same circuitry which requin@iit energyE, Joules to
process a single received coded symbol. In practice, theitiprocessing energy depends on
a transceiver design and architecture, and coding and ratalultechniques. In some cases the
energy consumption of the receiver is dominated by the RRtfead. In this case the energy
per symbol is just the product of the receiver power consion@nd the time duration for each
channel use (modulation symbol). We assuleis a constant throughout this paper.

We assume that each node operates in half-duplex mode, har@m®ot transmit and receive
simultaneously. Thus each transmission needs to be sdtedal avoid conflicts. Inter-link
interference is not considered here since in this paper wanas that the network operates
without spatial reuse and perfect synchronization is agltieamong nodes, hence each relay

node transmits in its own slot (time or frequency) withouy amterference.

[Il. PROBLEM FORMULATION AND PERFORMANCE MEASURES

In this section, we describe the performance measuresdsresi, namely the total energy
consumption per information bit by the network and the emé+d rate. The total energy
consumption includes the transmission energy and theitpoocessing energy. The end-to-end
rate is the number of information bits transmitted (enekta) per coded symbol transmitted by

any node in the network that is forwarding the data.
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A. End-to-end Rate

The end-to-end rate is defined as the number of informatitmtansmitted end-to-end per
channel use across the network. Considetotal uses of the channel by thelinks. Link i
connecting node — 1 and node is allocated/N; exclusive channel uses. Node- 1 transmits
at rate R; on link :. The maximum end-to-end rate that can be achieved is [1]L][12

. N B .
R, = Zlirfl%}il\f min {NR’} = 1{13);:1 min{q; R;} Q)

wheregq; = N;/N. The optimal solution of the above minimax problem can beioled easily
by letting ¢; R; = ¢; R; which yieldsq; = R;'/ . R;'. Therefore theend-to-end ratés
R, = %_1 (bits/channel use) (2)
Ei:l Rz
B. End-to-end Energy Consumption
Consider thei-th link which is communicating at raté?;. The energy consumption per
information bit of linki, E;, consists of transmission energy consumption and receiergy
consumption to process received symbols. Thus, we have

Ei,tx + Ep

Ei —
R;

3)

where £, ;, is the energy transmitted per coded symbol @hds the energy consumed by the
circuitry at hop: for each coded symbol. To compare the end-to-end energyuogtn with

the single hop case, we normalize the enefgy, as

Ei tr 1— Ei tx _
2 d n = = nd, mT— " . 4
NO e NO al (3 al /72 ( )

where v, = ’”}v—;dl‘ " denotes the received energy per coded symbol-to-noise rpspectral

density ratio at hop. Similarly a normalized circuit processing energyis defined as

E
1.8 S (5)

Our major interest in this paper is the total energy consionghat includes the transmission
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energy and the circuit processing energy required to concatea bit across the network. In
order to fairly represent the total energy consumption fffexent hops, we define theormalized
total energy consumption per information bit-to-noise powpectral density rati@s

k

k
Eiot A E; _ aly, + 7,
4 _de n_ it e 6

Note that for low rates, the processing energy for the dirguvill dominate the total energy
consumption whereas for high rates the transmitted eneitjyl@minate.

For a single link the received energy is the usual perforrmameasure as opposed to the
transmitted energy. In order to be consistent with this, ekné theend-to-end energy received

per information bit-to-noise power spectral density rasie

B sy Bued 5l _ (Emt) (7)
NO B 'Yc:O

R, Ny “ R No

=1
which denotes the sum of transmission energy per informdiibin each link that is involved
in the end-to-end transmission, and a special case of takdonérgy consumption wheyn = 0.

Our fundamental goal of this paper is, for a given multi-hopting patha = (a4, ..., ax),
to find the optimal set of transmission energiés .., ..., Ey 1) or equivalently(~,, ...,v,) that
provide the smallest total energy consumption for a givaterend data rat&,.. This problem
corresponds to scarce wireless multi-hop networks whehg ariew relays are available and
thus location of relays are not design variables. This gémepblem of minimizing total energy
consumption for a given end-to-end rate can be formulatéldesfollowing optimization problem.
Problem la:

Etot(a7 Re) _ Il’liIl zk: 04:771 + ch
No (5o 7%) =1 R;

st. Ri=C(y,), i=1,..,k (8)
Zf:l Rz'_l = Re_l

where the optimization variables arg’s and C(v;) denotes the channel capacity which is

increasing concave. Problem la can be converted into awagut convex optimization problem
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as shown in Appendix A. The solution for the above problem lsarobtained in a parametric
form as follows.

Parametric Solution to Problem la: Let

Ti = =5 9)

and letg(x) = C~!(x) be the inverse function of the channel capacity function.sBlving the

following set of equations fox;

1
A= o [g(xi_l) — —g'(xi_l)] +%, 1=1,...,k (10)

i

wherez; > 0 and~, > 0, the solution to Problem la is as follows

o= C7Mah) (11)
k
R;' = ) (12)
i=1
Ex(@, R.) i
oA el N(; o= ) a o) + ] - (13)
=1
Proof: See Appendix A. [ ]

We can obtain the solution to Problem la from the followinggadure using numerical methods:
Step 1. Fix\.
Step 2. Solve (10) fox; for i =1, ..., k.
Step 3. Determine;, R; and R, from (9), (11) and (12).
Step 4. Determind7,,; /N, from (6) or (13).
By varying A we can determine the tradeoff betwegp,/N, and R.. For the case of AWGN

channel, the channel capacity is given by

ﬁ = m =z =7, =C ' (z™") =g(z™) (14)
glz™) = 7'l = %@2“—1). (15)
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Then the parametric solution to Problem la for AWGN chanmsebbtained by solving the

following equation forz;.

e

Solution to Problem la for AWGN channel: Letu; =1+ W (w) Then from (10)

we obtain
21n2 2In2/z;
2\ = o |e2n?w 1 - ne—} + 27, (16)
1 xz
1 1 1
- = ;= : = —(e% — 1 17
o Tk Cy) = 2(6 ) (17)

where W(-) is the principal branch of the Lambert W-function, for whigh(z) > —1 [19].
Therefore the solution to Problem la for AWGN channel is dkfes

1
R;' = 2ln2) — 18
: n2) o (18)

k k
Etot (6, Re) Oé?(@ui — 1) + 2’)/0 2)\ u;
e = m2y" =m2) " |2+ ale (19)

wherez; > 0 for all 7.
The next problem is to also optimizg,,; /N, over R..

Problem Ib:

Etot(a7 RZ) _ min i a:?fyz + ,}/c

20
Ny () =1 Cl) 20

where the optimization variables args. Problem Ib can be converted into an equivalent convex
problem as shown in Appendix B. The solution for Problem Ibh ba obtained by solving the
following equation

Solution to Problem Ib: From the optimal solution:} to the following equation

g'(1/xi)

- g(1/x;) = o "y, (21)

we can determine;, R’, and E;,.(@, R:)/Ny from (11)-(13).
Proof: See Appendix B. [ ]

Note thaty, = 0 results inz; = oo or equivalentlyy? = 0 since h(z) £ zg'(x) — g(z)
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is increasing inz > 0, which leads toC(v;) = 0 and R} = 0 respectively. Hence using the
following property, the minimum end-to-end received eggugr information bit can be obtained

when~; — 0 or equivalentlyR, — 0.

E,, E, . . . L
Property 111.1. ( ! t) = % s strictly increasing inR, > 0.
Ny o Mo

Proof: See Appendix C. |
Therefore the minimum end-to-end received energy per mmébion bit for a given multi-hop
routing path without any processing energy is as follows.

Solution to Problem Ib with ~. = 0:

k
E (a RY) alvi 1 .
BT w3 8 — iy o )

whereC’(0) = lim,_,g ﬁ

For the case of AWGN channel, the solution to Problem Ib fa thinimum £,,,/N, over
R, is as follows.
Solution to Problem Ib for AWGN channel: Letu; — 14+ (2521 ) — 149y (242520,

Then the optimal solution to Problem Ib is given as follows:

1

7= et 23
Ri(@)™ = 21n2ii* (24)
im1
M C o b al(e% —1) + 27, _ anZk:oﬂe“? _ anEk: (é)neui. (25)
No - u; = = \de
Proof: See Appendix B. "

From the above result for a fixed, the normalized minimum total energy consumption
increases ad,.. This is because,; increases withi; and d; increases withi.. We note from
(25) that if the end-to-end distance is doubled by duplcateach link of a given distance
then the total end-to-end energy consumptidgthout the end-to-end distance normalization (at

the optimal rateR?) also doubles. Also note that = 0 results inu; = 0 and~ = 0 since
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10

W(—e1) = —1, which leads toR; = 0 and R* = 0 respectively. Hence using the property
l11.1, the minimum end-to-end received energy per infoiprabit can be obtained whep — 0

or equivalentlyR, — 0.

Solution to Problem Ib with . =0 for AWGN channdl:

k

B @ RY) v s
PN T el | . =1n2 17 26
Ny Sy “— 0.5logy (1 + 27;) ! ; “ =

Note that the above result can be verified directly from (24yéttingu;, =0 for i =1, ..., k.
Besides determining the best achievable performance,seerant to find the relation between

%? and R, for practical transmission schemes. In the following setWwe consider two practical

schemes for rate selection and transmission energy swleatiphysical layer at each hop and

investigate the optimization problem in (20).

IV. CoMMON POWER, COMMON RATE TRANSMISSION STRATEGIES

In this section we consider two practical schemes for selgdhe rate and energy in each
relay link. For the first scheme, we fix the transmission réteagh link and vary the transmission
energy of each link. We call this the “Common Rate” scheme.tRe second scheme, we fix
the transmission energy of each symbol on each link and Vverydte of each link. We call this

the “Common Power” scheme.

A. Performance of the Common Rate Model

We first consider multi-hop transmission where each nodenwanicates at a common fixed
rate, R; = R for all i. For reliable communication at each hop, the common fathould be
achievable in any link which is involved in forwarding datinder multi-hop transmission where
each link communicates using channel-capacity achievougs over the channel, the relation

between the rate and the signal-to-noise power spectraitgiaatio of each link is

v, =v=g9g(R), i1=1,... k. (27)
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11

Hence the transmission energy of links obtained as

Notice that to communicate at a common rate, each link nemdshieve the same received
energy per coded symbol-to-noise ratio. Therefore thestréssion energy in each link is adjusted

SO as to achieve the same amount of received code symbolyeloengise ratio

d; \"
Ei,t:c = < - ) Et:c < Et:c (29)

dmax

where E; ;, denotes the transmission energy per coded symbol in:lirdnd E;, denotes the
transmission energy per coded symbol in the link with thgdat relay distancé,,., = max; d;.
Therefore each link uses a raiewhile it adjusts its transmission energy (%—)n E,,.

max

1) End-to-end rate:With a fixed rate at each hop, the end-to-end rate in (2) is |¢fiegb to

e prm—

1
_ _RkR_Ch) (30)
S Rk k
where the factok~! follows from bandwidth sharing among relays. From the abelation we
observe the rate can be improved by decreasing number ofdrapsreasing link SNR.

2) End-to-end energy-bandwidth tradeo#fvith the common rate scheme, the energy con-

sumption for a given end-to-end rate is

Etot (@, Re) k
N &

n
a7+%. (31)

From (27) and (30), solving fof in terms of R, and substituting into (31) yields the relation

between total energy consumption and end-to-end rate as

Ei(a, R,) _ Yo o + k% g(kR. )Ez ol + ’YC
Ny C(v) R.

(32)

Using (32) we can find the relation between the total energy the end-to-end rate for the

common rate transmission scheme.
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3) Problem IIb: Consider the optimal end-to-end rate that minimizes thal temergy con-
sumption and the corresponding minimum total energy copsiom Problem Ilb for the common
rate scheme is the following optimization problem.

Problem IIb for the common rate case:

Eg(@, Re) _ .7 > o] + ke
No 7>0 C()

(33)

where the optimization variable 4s From (A.3) the above optimization problem can be converted

into an equivalent convex problem with the transformatios 1/C(v)

Bol(@ Be) _ g [(ij of - 939(93‘1)) + k%x} : (34)
Ny i=1

>0

By taking the derivative with respect toand setting it ta), we have
ke

g’(z_ ) —g(l‘_l) _ Ek_ O/Y. (35)

Let z* be the solution to the above equation. Then the optimal ereht rate and the minimum

total energy consumption are as follows

. 1
R, = e (36)
Etot (6, R:) _ / * é n

i=1

For the case of AWGN channel, the optimal solution to (35)iveigy by

21n2
o = s (38)
W (7’“‘. i=1,,,“i> +1

%
edim1y
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13

Therefore the optimal end-to-end rate and the minimum tetgrgy consumption for AWGN

channel are as follows

1 1 2%y, — S an
* — — c 1= 7 1 39
It kx*  2kIn2 [W < ezle all + (39)
k
Eior(@, RY) _ 2/ _ n 2ky, = > o
— N, - In2-2 = |In2- ;:1 ol exp( W Tia? +1). (40)

4) Problem Ilb with~. = 0: Now consider minimizing the total energy consumption when
the circuit processing energy. = 0. Problem Ilb with~. = 0 is as follows.

Problem IIb for the common rate case with ~, = 0:

E@R) _ . g(kR) 5~
No R0 kR, ; & (41)
Note that the right hand side of (41) is increasingin> 0 and thus the minimum occurs when

R. — 0. Using L'Hopital’s rule, the minimum end-to-end receivedergy per information bit is

Eb(avR:> T Ey o n
TN AmE, 02« (42)

where notice that for AWGN channey;(0) = In2. Note that) S, a” < 1 represents the gain
over multi-hop transmission. We see that increasing thebmurof hops, without violating the
far-field constraint, is more energy-efficient in terms of tieceived energy per information bit
in the power-limited regime. Comparing the result of (42}hahe result of (37) or (40), we
identify the penalty in the normalized signal-to-noiseaatesulting from the circuit processing

energy consumption.

B. Performance of the Common Power Model

Now consider multi-hop transmission where each node traasmith same energy per coded
symbol, i.e. E;;,, = E;, for all ¢« while each rate of communication is determined by the
received signal-to-noise ratio on each link. The receivgdad-to-noise ratio is determined by
the location of relays. Therefore the common power schemebeainterpreted as an adaptive

rate communication strategy. Normalizing by the end-td-distanced. and relay distancé;,
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and noise power spectral densityy, we havey,a” = ;0. Using the minimum SNR from a

link with the largest relaying distance, we have

2 (“L)n (44)
(0%

where~ . is the minimum link SNR andy,,, = max;«,, andw; denotes the ratio of the

maximum relay distance to the i-th relay distance.

1) End-to-end rate:With a common transmission energy at each hop, the rate &n lis
Ri=C(v,), i=1,..k (45)

where~; = E.d; "/Ny. The end-to-end rate in (2) is given by

k 1 -1
Zﬁ] (48)

T .
i=1 27mzn

1

Re=—=—7=
>R

max*

where~, = Z=d 1
2) End-to-end energy-bandwidth tradeoffhe end-to-end energy consumption can be deter-

mined from the minimum signal-to-noise ratio.
(47)
Substituting the relation of (43) into (47) yields the redat between total energy consumption

and end-to-end rate as

— k
Et0t<a7 Re) — O{Zm,x ry’m’bn + ’YC — aZLawfymin + ’YC (48)
NO i—1 C(ﬂ-z’szn) Re

Thus we can parametrically determine the end-to-end ratetla@ corresponding normalized
total energy consumption. As we vary eithgy, or v,..,, the end-to-end rate changes as does
the total energy consumption.

3) Problem IIb: Consider the optimal end-to-end rate minimizing the totargy consumption

and the corresponding minimum total energy consumptiooblem Ilb of the common rate case
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can be simplified to the following optimization problem.

Problem IIb for the common power case:

EtOt (67 R:) — mlIl k O[sz ,}/'min _|_ ,yc (49)
NO Fy'min >0 i=1 C(ﬂ-zq/mzn) .

From (A.3) (49) can be converted into an equivalent conveblem with a transformation of

variablez; = 1/C/(7Ymin)

E — *
W: min sz [afg(z;") +7e] 0
0 Llyeeny Tk

9@ @ity = oy (51)

Let 2} be the solution to the above equation. Then the optimal erehtl rate and the minimum

total energy consumption as follows

k —1
R: = (Z x) (52)

Etot E,RZ
7(% ) _ Za (1/7). (53)

For the case of AWGN channel, the optimal solution to (51)ieig by

2Iln2
¥ = . . (54)

Z W <72a;n%‘1> +1

e

Therefore the optimal end-to-end rate and the minimum tet&rgy consumption for AWGN

channel are as follows
-1

R = zk:*_l—l zk: L (55)
e Z; _m i:1w(2a;w%_1)+1

i=1 -

B (@, RY) ofur 2ar; " % 1
— N, - In2- Za” 27/% =1In2 - Zoz” exp —— ] +1

.(56)
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4) Problem Ilb with~y. = 0: Now consider minimizing the total energy consumption when
the circuit processing energy. = 0. From (50), we have

Problem IIb for the common power case with ~,. = 0:

Ey(a. R i
717(0[’ i) = min ) xioz?g(xi_l). (57)
NO L] yeeny T i=1

It can be shown easily that the right hand side of (57) is iasireg inR,.. Therefore the minimum
end-to-end received energy per information bit is achieveedn R, — 0 or equivalentlyr; — oo.
By taking the limit asx; — oo and using L'Hopital’s rule, the minimum end-to-end reeslv
energy per information bit is

k k
E
i, = Jim 3 alo(e ) = g(0) ) ! (58)

which is same as the result of the common rate in (42). Withénfar-field region, using multiple
hops for low rates is more energy efficient compared to sihgle when the circuit processing

energy is not taken into account.

V. PERFORMANCE OFEQUIDISTANT MULTI-HOP ROUTING

In this section we derive the optimal end-to-end rate and bmrmof hops to minimize
the overall energy consumption of equi-spaced relays. Tgtenal solutions are obtained by
decoupling the joint optimization problem in rate and humbkhops into two sub-problems.
We first obtain the optimal number of hops as a functionRpf Then the optimal value oR,
is derived [6][23]. Finally we derive the solution to Prolnidlb for the equi-spaced relays.

Consider the case of equi-spaced relays= 1/k, which makes the common rate case and
the common power case identical. The end-to-end Ratés then

_R_<O)

Rek k

(59)

where~ denotes the link SNR. From (6) and (59), the total energy waomsion per information
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bit is

EtOt(k7 Re) . ]{?_ng(k?Re) + Ve

N, = R (60)

With a transformation of variable™ = k and R;! = e¥, the minimum total energy consumption
can be converted into an equivalent optimization problem

Etot($*7y*) Y (a7
U Sl T . 61
N, i e [ g (e ) + el (61)

Proposition V.1. The objective functiot;,,(z, R.)/Ny is convex inc, R, for R, > 0 andz € R
if g(u) satisfies the following conditions

1) d =u*g"(u) —ug'(u) + g(u) > 0.

2) dd — (V)?* > 0 wheret/ = nug'(u) — u?g"(u) — ng(u) and d = u?g"(u) + n*g(u) + (1 —

2n)ug’(u).

Proof: See Appendix D. [ ]

Therefore if the sufficient conditions are satisfied, thamation problem is convex problem
and thus the locally optimal solution is globally optimaktlz* and ¢* be the locally optimal
solution to (61). The locally optimal solutions can provateupper bound to the global optimum

Etot(x*vy*) < Etot(:i'*vg*)
No o No

(62)

where the equality holds if the convexity is guaranteed.tRercase of AWGN channel, it can be
easily verified that the objective function in (61) is conere appendix D). Other channels of
interest are the binary input AWGN channel and the binaryirard decision AWGN channel

whose channel capacity functions are given by respectijzzly

Corsolr) = 1- / exp( x‘jﬁ>2)log2<1+e-%m>daz (63)
and
CBIBO(V) = 1—H2(Q(\/Z)) (64)
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where Hy(z) = —xlogy(x) — (1 — x)logy(1 — z) is the binary entropy function. Numerical
methods can verify the sufficient conditions for convexifytiee problem for the above two

channels.

A. Problem llla: Optimization of the number of hops

For a given end-to-end rate, treating the number of hops astincious variable, we optimize

the total energy consumption over

EtOt(£*7 y) sy [nT —x—y
—N min e [e"g(e )+ e - (65)

Setting the derivative with respect toequal to zero yieldgjg(e *7Y) = e " ¥¢'(e”*"¥). Let

u* be the solution to
ng(u) = ug'(u). (66)
The optimal number of hops for a given end-to-end rate is
E*=e® =e¥i* = —. (67)

The minimum of the total energy consumption at the optimahber of hops is given by

Eior (i'*v y)

N, = g(a")(a*) 77NV 4 €Y (68)

= g(@) (@) "R + R (69)

B. Problem lllIb: Optimization of the end-to-end rate

The problem of determining the optimal end-to-end rate isnfdated by substituting (67)
into (61). This results in
Eio (7", 9" N e
B, 9") = minmine’ [¢”g(e™"Y) + 7] (70)
N(] Y z

= min [g(a*)(a*) e Y 4 5.e] .
Yy
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Setting the derivative with respect geequal to zero yields the optimal end-to-end r&te= ¢~

as follows

Ry P L 7
(1 — 1)g(a)]"" 7

The optimal number of hopk*(R*) is obtained by substituting (71) into (67),

A 1 o —1/n 1 Ep 1 —1/n
E*(RY) = g(a*)'/" | —— = g(a*)"" | = de 72
() = gty [ ] =gty | S 72)
The resulting minimum total energy consumption is then
Bul@® R g@)'" [ 5 171"
t t(NO ) _ ( ﬁz n {77 - (73)
S3\1/n B
_ g(uA) Ui p di_n (74)
@ [(n—1)] [Ny
Ep 1-1/n .
o | e 75)

where f.(n) is a function of the channel and the propagation loss exgoeom the above
results we observe that the optimal rate decreasés'aand the optimal number of hops grows
linearly with d.. In addition, there are two key observations for the minimuonmalized total
energy consumption: it (i) grows as tlﬁ‘LgL1 power of the processing energy and (ii) decreases as
d}=. Therefore we can conclude that the actual unnormalizechmoim total energy consumption
increases linearly withl, from the relation between the normalized total energy comgion

and the end-to-end distance in (6).

For the case of AWGN channel, it can be easily verified thatothjective function in (61) is
convex (see Appendix D). Therefore the locally optimal soluis indeed the globally optimal
solution. The optimal solution to (66) i8* = a/2In2 wherea = W(—ne™") + n which is
determined from the path-loss exponent. Therefore themgpthumber of hopg*(R?) is

. . aea 1/77 ’}/c _1/77
KURe) = {%] [F] (76)
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and the optimal end-to-end raf& is given by

1/n 1/n
e stal2] ]

The minimum total energy consumption over the number of lamukthe end-to-end rate is then

Eg (kB _ 2 [ae ]V [ |V .
No a2y n—1
— h1_2 ae? o # & o dl—n (79)
a 27} (7] - 1)1_1/77 NO e
Notice that the optimal energy consumption constant
B g(ﬁ*)l/ﬁ n
feln) = === (80)

from (74) depends on the channel capacity function. Foedsfit AWGN channels, the resulting
energy consumption constants are given in Table | along thi¢hloss incurred relative to the

AWGN channel.

C. Problem IVa: Optimization of the end-to-end rate

Now consider optimizing over the rate first and then the nundfehops using the result
of (37) and (53) because common rate case and common powerfaasqui-spaced relays
are equivalence. The result of both cases in (34) and (5@sgikle minimum total energy
consumption per information bit

Buolbo Be) _ i ki-nmag (o) + ko] = kA-1g/(1/0%). (81)
NO v>0

where 9* is the solution tov='¢'(v™!) — g(v™!) = k", andv = 1/C(v). The corresponding

optimal rate fork equi-spaced relays is given by

R =—. (82)

For the case of AWGN channel where the locally optimum is tloba optimum, the optimal
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rate is given by

L. 1 2v. k" —1
R = STARG, {W (f) + 1] : (83)
and the resulting minimum energy consumption is
* n_
w = (K'"In2) exp (W (M) + 1) . (84)
0 (&

When the circuit processing energy is ignored~= 0, from (59) and (60), we have

Etot Eb g(kRe) 1—
el A ANy 85
( No )%:0 No kR, (85)

which is an increasing function dk.. Therefore the minimum end-to-end energy received per

information bit for a given number of hops is given by

B Rr) . B o4,
N,y =) (86)

which can be also verified in (81) far — oo. Note that from (86), multi-hops can provide
more energy-efficiency for low rates. However (85) is insieg in & for high rate that implies

a single hop transmission is the most energy-efficient.

D. Problem IVb: Optimization of the number of hops
Now we further optimize the result of problem IVa over the tognof hops similar to problem
ll. Since v=1¢'(v=1) — g(v™1) = k., by setting the derivative of (81) with respectcequal

to zero, we obtain

R -1 A% 1 % 1/n
o [(?7 )1;9( / )] ‘ (87)
Substituting the above result into (81) yields
EO k*7 R: C 1_1/77 ~ % ~ % ~ %
e [ 2] e (88)

For AWGN channel sinc€¥) = ;DJV?S’;)H), by setting the derivative of (84) with respect to
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k equal to zero, we obtain the optimal number of hops as

b 1/n
()
whereb is the solution to
— pw (=L
n-1 _ W ;;_1) . (90)
n (b— WL +1)

Note that, as expected, the optimal number of hops variesely with the processing energy

at each hop. Then substituting (89) into (84) yields

n—1

E;, (k*, R?) 2\ 7 ppiety, et
O ) e — 1 _ +W( e ) n .
NO n 2 b € (70) (91)

By using numerical methods we can identify that the abovalt®$or the optimal number of

hops and the minimum energy consumption are same as thé¢ oégudb) and (78).

VI. NUMERICAL RESULTS

In the results we assume the path-loss exponeat4, the end-to-end distanegé = 3000m,
the noise power spectral densily, = —174dBm/Hz and the circuit processing energy =
0.95uJd/symbol . = 4.69dB) and0.095uJ/symbol {. = —5.31dB) unless otherwise specified.
Fig. 2 depicts the normalized energy-bandwidth tradeafivirious AWGN channel models for
a two hop network where the ratio of relay distances is equ&% This is done by applying
the procedures to find the solution of Problem la in (9) to binaput with hard decision
AWGN channel (BIBO AWGN), binary input AWGN channel (BISO ABWN), and unquantized
input/ouput AWGN channel (SISO AWGN). As expected it is alied that AWGN channels
with input constraint show limited bandwidth utilizationhe end-to-end rate of input constraint
AWGN channels is bounded at 0.5 (bits/channel use) in a tww retwork. In addition, the
total energy consumption of input constraint AWGN chanrstiews a degraded performance
compared to the unquantized AWGN channel because of timeiteli bandwidth utilization.

In Fig. 3 we plot the normalized energy-bandwidth tradeoff & two hop network with the

ratio of link distances equal to 99. This is done for the commatte transmission scheme from
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(22) and common power transmission scheme from (34) anda@6jell as the optimal scheme
obtained from the solution of Problem la. At low rates thergpeconsumption due to the
transmitter alone decreases while the overall energy copsan increases due to the energy
needed for processing. At high rates the energy consumpimeases due to the increase in
transmitted energy. Because of this there is an optimal erongate that minimizes the total
energy consumption. These curves also show that the commwargransmission strategy is
nearly as good as the optimal transmission scheme whereasothmon rate scheme requires
significantly higher energy. In Fig. 4 we plot the normalizedergy-bandwidth tradeoff for
E, = 0.095uJd/symbol. As the circuit processing energy becomes sniadl,optimal rate for
minimum total energy consumption becomes small. The erleagywidth tradeoff shows similar
performance without circuit processing energy becauseansmission energy is more dominant
at low processing energy. Fig. 5 plots the normalized enbandwidth characteristic without
processing energy. The same minimum energy consumptiachis\eed whenk, — 0 from the
solution of Problem Ib in (26), the common rate scheme in @&#) the common power scheme
in (58).

Fig. 6 plots the normalized energy-bandwidth tradeoff witttious locations of relays. The
common power case outperforms the common rate case by afjaadaptive rate in each link.
In particular the common power case with an irregular distion of relays may outperform
the equi-spaced relays case at high rates. This is becagiggitin from the irregular distribution
of relays at high SNR dominates the performance. It implieg the equi-spaced relay case
is not always an optimal route for a given number of hops, WHigther suggests to reduce
the bandwidth sharing at high SNR. Therefore at high ratesmgleshop transmission shows
the best performance while the minimum energy consumpsoachieved at the equi-spaced
relays. In Fig. 7 we plot the result of (69) and the minimumrggeconsumption for single and
two hop networks for comparison. It is observed that the uUsente sharing between single
hop and multi-hop transmissions can improve the performaBy using time sharing between
single hop and two hops, there exists a region in which tinagish between different multi-hop

transmissions can improve the energy efficiency. For imgtdhe total energy consumption can
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be reduced arounf, = 2 by using time sharing between single hop and equi-spacedbps.

Fig. 8 plots the normalized energy-bandwidth characieristr various locations of relays
without processing energy. As expected multi-hop transimims within the far-field region is
more energy-efficient at low rates without considering pesing energy. Fig. 9 and Fig. 10
plot the normalized energy-bandwidth characteristic i@ ¢équi-spaced relays from the result of
(69). Fig. 11 and Fig. 12 compare the normalized energy\wat tradeoff for various AWGN
channel models from the result of (69). Since we approxithatey a continuous variable, the
optimal number of hops could be less than 1 at high rates wikicimpossible practically. To
represent the practical optimal number of hops, the curwesifgle hop casé; = 1 are plotted
respectively for BIBO and BISO AWGN channels. The threshad-to-end rate where a single
hop is the most energy-efficient is 0.907, 0.894 and 2.85@f80, BISO and SISO AWGN
channel respectively. This threshold does not depeng.oAs expected, SISO AWGN channel
outperforms the input constrained AWGN channels, BIBO af8BAWGN channels because
both channels suffer from their limited channel utilizatio

Fig. 13 depicts the energy-bandwidth characteristic fer élqui-spaced relays with selected
end-to-end distances and number of hops. At low end-to-atas the transmission energy con-
sumption isk!~71n 2 which is negligible compared to the receiver processingggneonsump-
tion. Hence from (60) the energy consumption is dominatethbyreceiver energy consumption.
For low end-to-end rates the receiver energy depends onntidoeend distance but not the
number of hops. However, at high rates the receiver energguwption is negligible compared
to the transmission energy consumption. Therefore theggreamsumption at high rates depends
on the number of hops but not the end-to-end distance.

Finally consider a source, destination and a single relay.hate shown that when the three
nodes are located on a straight line at high rates the simgperduting strategy is better than
a two hop strategy while at low rates the two hop strategy isenemergy efficient. However,
when the nodes are not collinear then the additional distémrca two hop strategy may require
more energy than a single hop strategy. In Fig. 14 we plotehsible region of relay locations

for selected end-to-end rates where the minimum energyucopon of a two hop network for
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a given end-to-end rate is less than that of a single hop mktwsing the result of (10) and (11).
As the end-to-end rate increases, the feasible region aysedhrinks because at high end-to-
end rates a single hop network achieves the minimum enenggucaption. Observe that in the
region where a two hop network is more energy efficient thamgles hop network, the optimal
distribution of relays is that of equi-distant relays. Nthat the processing energy and the end-
to-end distancd,e. . do not affect the region for a given end-to-end rate. Howaveerms of
the minimum total energy consumption over the end-to-etel the feasible region depends on
the processing energy and distance throgghrhis is because the gain from multi-hop routing
decreases as the circuit energy consumption increasesg.li%we plot the feasible region of
relay locations for selected receiver processing enenglesre two hop routing is better than
single hop in terms of the minimum total energy consumptibtha optimal end-to-end rate.

As explained the feasible region of two hop network beconmealler as~,. increases.

VIlI. CONCLUSION

In this paper, we considered interference-free communicéhrough multi-hop routing where
each relay is not necessarily placed on a line between aessmlrce-destination pair. We
formulated the normalized total energy consumption andetig-to-end bandwidth utilization
to transmit information bits for the optimal transmissiamergy and rate on each hop and two
practical communication schemes: (1) common rate scherde(Zncommon power scheme.
The results showed that the common power case yields betezgyebandwidth tradeoff than
the common rate case due to the rate adaptation in each limle oth cases have the same
asymptotic performance in the power-limited regime whes d¢hicuit processing energy is not
taken into account. In addition, we showed that an irregdistribution of relays with common
power scheme can outperform equi-spaced relays at higkoeeded rates, which implies reducing
the number of hops is more energy-efficient. We also showatilie total energy consumption
can be minimized by optimally choosing the rate, determiinech the location of relays and the
end-to-end distance. Therefore, by comparing the totalggrmonsumption for different location

of relays, a routing path which achieves the best energgiiaith tradeoff can be obtained. In
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addition, we showed that by optimizing jointly over the aoneend rate and number of hops for

equi-spaced relays, the optimal number of hops and the aptmd-to-end rate can be found.

APPENDIX A

CONVEXITY AND SOLUTION OF PROBLEM |A

Proposition A.1. Supposef : R — R is increasing and concave. Lgtdenote its inverse, i.e.,

g(f(x)) = x. Theny = g(z) is an increasing convex function.

Proof: Since g(f(z)) = x, we havef'(g(z))g'(zr) = 1. Hence the first derivative with

respect tar is given by

, B 1
9 = F@)

since f'(x) > 0. Further the second derivative with respect:tis given by

_"g(=))d'(x)
[f/(g(x))]”

sinceg’(z) > 0 and f”(x) < 0. Thereforeg(z) is an increasing convex function. u

>0 (92)

9"(r) = >0 (93)

Proposition A.2. The functiony = x(c;g(z7!) + ¢;) is convex iz for x > 0 ande; > 0,¢, > 0

if g(x) is increasing convex.

Proof: The first order partial derivative with respect.tas given by

/ .T_l
el :C1g(x_1)—clg<x ) + Co (94)

and further the second order derivative with respect ie given by

82y B Clg//(l’_l)
o 3 >0 (95)

sinceg”(z) > 0 for all . n

For a given location of relays, the energy optimization peobfor a given end-to-end rate
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R, from (8) is

et
min ra——
(1578) ;1 () (96)
st Y,0() ' = R
where the optimization variables arg’s. Let z; = ﬁ and C~'(z) = g(x). Then the

optimization problem can be converted into an equivalenver optimization problem

k
win 3z, [alg(er) + 7]
k) i=1

(xlv"vx

S.t. Zz T; = Re_l

(97)

where the optimization variables arg's and the equality constraint is affine.
Proposition A.3. The functionf(z1, ..., ;) = fjxl [elg(z;") +7.] is convex inz; for z; >0
fori=1,..,k and~, > 0. -

Proof: To prove convexity off(z1,...,z), it is sufficient to prove convexity oh(z;) =
i [afg(z;") + ] for any i since a non-negative sum of convex functions is convex. From
(A.1), g(x) = C~1(x) is increasing convex since the channel capacity funafign) is increasing
concave. Then using the result from (A.2).z;) is convex forz; > 0. [

The optimal solution can be obtained using the Lagrangiaction of (97)

k
Liws, oo wi A) = 3w [alg(e7!) + 9] = AQ_ i = B (98)

=1
wherez; > 0 for all i. Therefore the Karush-Kuhn-Tucker (KKT) conditions give tfollowing

parametric solution which can be evaluated by numericdirtegies,

~1
A = o <g(x;1>+xﬁg£§ )) - (99)
= ar (st - L) o (100)
k 1

e
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wherez; > 0 for all 7.

APPENDIX B

CONVEXITY AND SOLUTION OF PROBLEM IB

For a given location of relays, the energy optimization jeabis

koYt e
min —— (102)
where the optimization variables are’'s. Let z; = ﬁ and C~!(z) = g(z). Then the

optimization problem can be converted into an equivalemver optimization problem from
(A.3)

k
min : S [alg(x ") + e (103)
K i=1

(xlv"vx

where the optimization variables arg’s.

Setting the first derivative to zero yields

M —g(1/x) = a; ™. (104)

(2

wherex; > 0 for all . Therefore from the optimal solution of the above equatiwa, obtain

the optimal SNR for i-th hop

v =g(1/x7) = C7(1/7]) (105)

wherexz; > 0 for all i.

For the case of AWGN channel, from (104) we obtain

ln_2621n2/x;‘ _ 1(62&12/962‘ —1) =a; M. (106)

*
x; 2
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wherez; > 0 for all i. Substituting2In2/z; = u! + 1 yields

Y

u o= 2122—1:)/\/(72% Je 1) (107)
x; e

1 L1 .

= = C(v)) = B logy (1 + 277) (108)
1 2a; "y, — 1

o= 5 [exp(W <%) + 1) . 1} . (109)

Using (109), it is straightforward to obtain the optimal eneend rate and the minimum total
energy consumption in (24). Further using= 1+ W (Wf”_l) we obtaine® — 1 = u;e" —

2«; ", which yields the second part of the minimum total energy oamsion in (24).

APPENDIX C

PROOF OFPROPERTYIII.1

By, Ey . . . L
Property I11.1 ( L t) — — is strictly increasing inR, > 0.
NO 'YCZO NO
Proof: Suppose that for a giveR., {71, ...,7:} is the set of received SNR that achieves the
rate at each hof; and the end-to-end received energy per informatiorEhjtV,. Now suppose

we are allowed to have R, where) > 1. Then it is easy to see that the rate at each hop has

increased by\ from the fact thatA}B, = Zle % Since this new received SNR resulting

from the increased rate of each hop should only be greaterthand 0(77) in(7)fori=1,...k

is an increasing function o, E,/N, is strictly increasing inR.. ]

APPENDIX D
CONDITIONS FOR CONVEXITY OFPROBLEM Il
Proposition V.1 The functionf(z,y) = e¥ [¢"g(e*"Y) + v.] is convex inz,y for z,y € R if
g(u) satisfies the following conditions far > 0
1) o =u*g"(u) —ug'(u) + g(u) > 0.
2) d'd — (V)* > 0 wheret' = nug'(u) — u?g”"(u) —ng(u) andc’ = u?g"(u) + n?g(u) + (1 —

2n)ug’(u).
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Proof: To prove convexity off(x,y) in = andy, it is sufficient to prove convexity of
fi(z,y) = e Vg(e=*7Y) since fo(y) = .Y is convex iny for 4. > 0 and a non-negative sum
of convex functions is convex. The second order partialvdérie of f;(z,y) with respect tar

is given by

2
TP — ormmn [gfe0) = (TN Y I 20 10

and with respect tg

2
. j;(xz—’ U _ vt (e ) + (L= 2m)g (e ) + g (e M)e 0] Lo, (1)
Y

Finally with respect tor andy, we have

82f(x,y)_ y+nz —T—y 1 —x—y\,—T—Y " —x—y\,—2x—2y| A
“awdy = © [ng(e™7") —ng' (e )™V + g" (T V)e W] £ b, (112)

Therefore, the Hessian gf(z, y) is given by

a b
b ¢

H=

A 2 x 2 matrix of the formH with a > 0 is positive definite if and only ifA = ac — b* > 0
(Schur's complement condition [23]). Let = e=*" ¥ > 0. Then foru > 0 andy, > 0, it is
sufficient for its Hessian to be positive definite that thédwing conditions be satisfied for any
Ye = 0.

1) o =u?g"(u) —ug'(u) + g(u) > 0.

2) dd —(V)* >0, wheret = nug'(u) —u*q"(u) — ng(u) andc = u?g"(u) +n*g(u) + (1 —

2n)ug’(u).
u
For the case of AWGN channel it is sufficient to show tlgét) = e* — 1 satisfies the

conditions. For the first condition, we have
a =u’e" —ue"+e* —1>0, foru>0 (113)
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sinced’ is increasing withu > 0 and f;(0) = 0. For the second condition, we obtalh =

(n —nu +u?)e* — n hence

a'd — ()? = (n— 1)ue"(e" —u— 1) > 0 for u > 0. (114)

Therefore the functiort,,;(x, y) /Ny for AWGN channel is convex i,y € R.
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Fig. 1. lllustration of network model.
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Fig. 2. Normalized energy-bandwidth characteristic faiaas AWGN channel models whepn. = —5.31dB for a multi-hop
(k = 2) with selected location of relaysy; : a2 =99 : 1 at d.=3000m.
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Fig. 3. Normalized energy-bandwidth characteristic when= 4.69dB for a multi-hop & = 2) with selected location of
relays,as : a2 =99 : 1 at d.=3000m.
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Fig. 4. Normalized energy-bandwidth characteristic when= —5.31dB for a multi-hop & = 2) with selected location of
relays,a; : a2 =99 : 1 at d.=3000m.
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Normalized energy-bandwidth characteristic when= 0 for a multi-hop & = 2) with selected location of relays,

=99 :1 at d.=3000m.

TABLE |

OPTIMAL ENERGY CONSUMPTION CONSTANTS FOR VARIOUAWGN CHANNEL

Energy consumption constant Loss (dB)
AWGN Channel type =2 n—3 n=4 |n=2|n=3|n=4
Soft input/Soft output 2.43 1.85 1.38 - - -
Binary input/Soft output | 2.76 2.55 228 | -0.55| -1.39| -2.18
Binary input/Binary output 3.26 2.82 244 | -1.27 | -1.83 | -2.47
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(a) Normalized total energy consumption per informatiarvii end-to-end rate with, = 4.69dB
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Fig. 6. Energy-bandwidth characteristic when=# 0 with single hop & = 1) and multi-hop £ = 2) for selected location of
relays,a; : a2 =5:5,7:3,and99 : 1 at d.=3000m.
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Fig. 7. Energy-bandwidth characteristic comparison betwie numerical optimization and equi-spaced relays case.
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Fig. 8. Normalized energy-bandwidth characteristic when= 0 with £ = 1 single hop andc = 2 multi-hops for selected
location of relaysa; : a2 =5:5,7:3,and99 : 1 at d.=3000m.
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Fig. 9. Normalized energy-bandwidth characteristic wher= 0 for equi-spaced relays with = 1, ..., 20, and the analytical
result in (69) atd.=3000m.
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Fig. 10. Normalized energy-bandwidth characteristic when= 4.69dB for equi-spaced relays with = 1, ..., 20, and the
analytical result in (69) atl.=3000m.
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39

Fig. 11. Normalized energy-bandwidth characteristic @& #malytical result in (69) with the single hop case when= 0 for

various AWGN channel at.=3000m.
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Fig. 12. Normalized energy-bandwidth characteristic efdnalytical result in (69) with the single hop case wher= 4.69dB
for various AWGN channel at.=3000m.
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Fig. 13. Normalized energy-bandwidth characteristic dfedént end-to-end distance and number of hops for equiezpa
relays whenE, = 0.95uJ/symbol.
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Fig. 14. Feasible region of the relay location where a two hepvork is more energy efficient than a single hop network for
selected end-to-end rates.
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Fig. 15. Feasible region of the relay location where a two hefwork is better than a single hop network in terms of the
minimum total energy consumption at the optimal end-to-gatd for selected receiver circuit processing energy.
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