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Abstract

In this paper, energy-constrained wireless multi-hop networks with a single source-destination pair

are considered. A network model that incorporates both the energy radiated by the transmitter and the

energy consumed by the circuits that process the signals is proposed. The rate of communication is

the number of information bits transmitted (end-to-end) per coded symbol transmitted by any node in

the network that is forwarding the data. The tradeoff between the total energy consumption and the

end-to-end rate of communication is analyzed. The performance (either energy or rate) depends on the

transmission strategy of each node, the location of the relay nodes, the data rate used by each node.

Two communication schemes that capture the inherent constraints of networks, bandwidth and energy

respectively are proposed. For a given distribution of relays, i.e., when the number of hops and the

end-to-end distance are given, it is shown that the total energy consumption can be minimized with

an optimal selection of end-to-end rate for both schemes. Inthe case of equi-spaced relays, analytical

results for the tradeoff between the energy and the end-to-end data rate are provided.
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I. INTRODUCTION

Wireless ad-hoc networks may be widely deployed in the near future. Wireless nodes in such

a network are typically equipped with a small battery. Thus,wireless nodes must operate to

maintain the network performance as long as possible without replacing battery. Consequently

node can only support a finite number of information bits, which makes minimizing the energy

consumption a critical design issue for an energy-efficientcommunication. In addition, efficient

use of the available spectrum to transmit information bits across the network is also an impor-

tant design consideration. Two main challenges in the energy consumption and the bandwidth

utilization motivate analyzing the energy-bandwidth tradeoff in wireless multi-hop networks.

Previous research in energy-constrained networks has mainly focused on transmission schemes

to minimize the radiated energy. The capacity per cost with general capacity cost functions on

a single link is considered in [1], and the bits-per-Joule capacity to measure the efficiency of

finite data transmission is described in [2]. Some optimal signaling methods in the wideband

regime that minimize the energy per bit while considering the fundamental energy-bandwidth

tradeoff is described [3]. Optimal scheduling problems to minimize the transmission energy by

varying packet transmission times are considered in [4]. Emphasis on the transmission energy

is quite reasonable for typical long range communications where transmission energy dominates

the total energy consumption. However, for short range communication, energy dissipation in the

circuit is not negligible and results in a more complicated tradeoff in the power-limited regime

[16][17]. In [5]-[7] the circuit energy consumption is incorporated to minimize the total energy

consumption but the bandwidth efficiency is not considered.Besides the energy consumption, the

end-to-end throughput of wireless networks or equivalently the bandwidth efficiency also needs

to be considered at the same time. Important guidelines are provided for bandwidth efficient

network design in [8] where the cooperative relaying is exploited, and in [9]-[13] where every

relay is located equidistantly on a straight line. However,the energy-bandwidth tradeoff and

the optimal routing to maximize the bandwidth efficiency areanalyzed without considering the

circuit energy consumption [11]-[13].

In this paper, we consider the tradeoff between the total energy consumption and the end-
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to-end rate in wireless multi-hop networks where each node can be placed arbitrarily between

a single source and destination node. Our problem is restricted in the sense that multi-hop

transmission is based on point-to-point communication andinterference-free scheduling which

requires perfect synchronization among all nodes. Specifically, we formulate the overall costs in

terms of the end-to-end bandwidth utilization (channel uses) and energy consumption to deliver

one information bit across the network in order to fairly evaluate different multi-hop routing

strategies. The end-to-end rate measures how efficiently the network utilizes the bandwidth to

forward one information bit. We also consider the total energy consumption that includes the

transmission energy and the circuit processing energy to forward data. For this scenario, we

propose two practical communication schemes namely (1) common rate scheme and (2) common

power scheme. For both schemes, we characterize the tradeoff between energy efficiencyEb/N0

and bandwidth efficiencyR. This is similar in nature to the tradeoff in a single hop transmission

for AWGN channel determined by Shannon. Typically, the energy-bandwidth tradeoff has been

studied with the linear equi-distant placed nodes, and onlythe transmission energy is included in

the model [1]-[4],[9]-[13]. Our work differs from previouswork in two fundamental ways. First,

to account for the general topologies, each relay node can beplaced arbitrarily between source

and destination with the constraint that the sum of relayingdistance should be at least equal or

larger than the end-to-end distance. Second, our energy consumption model incorporates both

transmission energy and circuit processing energy.

In summary, the main contribution of this paper is twofold. First, we propose a framework

to analyze the tradeoff between total energy consumption and end-to-end rate. In particular,

we quantify the impact of the relay’s configuration on the tradeoff between energy and rate.

Secondly, we show that there is a minimum total energy consumption per information bit that

is obtained by the optimal selection of the end-to-end rate.We find the minimum energy for the

optimal transmission scheme and for more practical transmission schemes.

The rest of this paper is organized as follows. We describe the system model in Section II

and the performance measures of wireless networks (energy and rate) in Section III. In Section

IV, we investigate the performance in terms of the end-to-end energy-bandwidth tradeoff for
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two proposed strategies called common power transmission and common rate transmission. In

Section V the special case of equi-spaced relays is considered. We provide numerical results in

Section VI and summarize the results in Section VII.

II. SYSTEM MODEL

Consider a wireless network where a source node communicates with a destination node,

separated by a distancede, through a multi-hop route with the information traversingthrough

k − 1 relay nodes that are arbitrarily located between the sourceand the destination as shown

in Fig. 1. We denote the relay distance of hopi asdi and letα
i
= di/de where0 < α

i
< 1 and

α = (α
1
, ..., α

k
). We assume each relay is in the far-field region of the corresponding transmitter

[21]. For RF carrier frequencies from400 MHz to 10 GHz, the far-field assumption is satisfied

by relays separated at least 1m [22]. The received powerPr,i in link i in the far-field is modeled

as

Pr,i =
β

dη
i

Pout, di > 1

wherePout is the transmitter output power andη is a path-loss exponent (typically between 2

and 4), andβ is a constant from the antenna characteristics. For simplicity we assumeβ = 1.

A simple decode-and-forward protocol is considered in which relay i decodes the message

sent from relayi−1, re-encodes it, and then forwards the message to relayi+1. We consider link

connectivity only between intermediate neighboring relays, and thus any cooperative relaying

scheme to exploit cooperative diversity is not allowed. Each transmission is assumed to employ

capacity-achieving codes with the same time duration for each coded symbol for each link. We

impose no peak power constraint for each transmitter outputor delay constraints. The rate of

transmissionR in information bits per channel use must be less than the capacity C for reliable

communication. That is

R < C(γ) ⇐⇒ γ > g(R)

whereγ is the received energy per channel use-to-noise power spectral density ratio andg(R) =
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C−1(R) is the inverse of channel capacityC(γ). We now make the following assumptions on

the channel capacity functionC(γ).

1) C(γ) is continuous inγ ≥ 0 and twice differentiable, non-decreasing and strictly concave

in γ.

2) C(γ) has an inverse function. That is,C−1(x) = g(x) which is also continuous, twice

differentiable inγ.

For AWGN channel the capacityC(γ) and its inverse functiong(R) are given by

C(γ) =
1

2
log2(1 + 2γ) ⇐⇒ g(R) =

22R − 1

2
.

We assume that each node has the same circuitry which requires circuit energyEp Joules to

process a single received coded symbol. In practice, the circuit processing energy depends on

a transceiver design and architecture, and coding and modulation techniques. In some cases the

energy consumption of the receiver is dominated by the RF front-end. In this case the energy

per symbol is just the product of the receiver power consumption and the time duration for each

channel use (modulation symbol). We assumeEp is a constant throughout this paper.

We assume that each node operates in half-duplex mode, henceit cannot transmit and receive

simultaneously. Thus each transmission needs to be scheduled to avoid conflicts. Inter-link

interference is not considered here since in this paper we assume that the network operates

without spatial reuse and perfect synchronization is achieved among nodes, hence each relay

node transmits in its own slot (time or frequency) without any interference.

III. PROBLEM FORMULATION AND PERFORMANCE MEASURES

In this section, we describe the performance measures considered, namely the total energy

consumption per information bit by the network and the end-to-end rate. The total energy

consumption includes the transmission energy and the circuit processing energy. The end-to-end

rate is the number of information bits transmitted (end-to-end) per coded symbol transmitted by

any node in the network that is forwarding the data.
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A. End-to-end Rate

The end-to-end rate is defined as the number of information bits transmitted end-to-end per

channel use across the network. ConsiderN total uses of the channel by thek links. Link i

connecting nodei − 1 and nodei is allocatedNi exclusive channel uses. Nodei − 1 transmits

at rateRi on link i. The maximum end-to-end rate that can be achieved is [11][12]

Re = max
P

i Ni=N
min

{

Ni

N
Ri

}

= max
P

i qi=1
min{qiRi} (1)

whereqi = Ni/N . The optimal solution of the above minimax problem can be obtained easily

by letting qiRi = qjRj which yieldsq∗i = R−1
i /

∑

j R−1
j . Therefore theend-to-end rateis

Re =
1

∑k
i=1 R−1

i

(bits/channel use). (2)

B. End-to-end Energy Consumption

Consider thei-th link which is communicating at rateRi. The energy consumption per

information bit of link i, Ei, consists of transmission energy consumption and receiverenergy

consumption to process received symbols. Thus, we have

Ei =
Ei,tx + Ep

Ri

(3)

whereEi,tx is the energy transmitted per coded symbol andEp is the energy consumed by the

circuitry at hopi for each coded symbol. To compare the end-to-end energy consumption with

the single hop case, we normalize the energyEi,tx as

Ei,tx

N0
d−η

e =
Ei,tx

N0
αη

i
d−η

i = αη
i
γ

i
(4)

where γ
i

=
Ei,tx

N0

d−η
i denotes the received energy per coded symbol-to-noise power spectral

density ratio at hopi. Similarly a normalized circuit processing energyγc is defined as

γ
c
,

Ep

N0

d−η
e . (5)

Our major interest in this paper is the total energy consumption that includes the transmission

July 10, 2008 DRAFT



6

energy and the circuit processing energy required to communicate a bit across the network. In

order to fairly represent the total energy consumption for different hops, we define thenormalized

total energy consumption per information bit-to-noise power spectral density ratioas

Etot

N0
,

k
∑

i=1

Ei

N0
d−η

e =

k
∑

i=1

αη
i
γ

i
+ γ

c

Ri
. (6)

Note that for low rates, the processing energy for the circuitry will dominate the total energy

consumption whereas for high rates the transmitted energy will dominate.

For a single link the received energy is the usual performance measure as opposed to the

transmitted energy. In order to be consistent with this, we define theend-to-end energy received

per information bit-to-noise power spectral density ratioas

Eb

N0
,

k
∑

i=1

Ei,tx

Ri

d−η
e

N0
=

k
∑

i=1

αη
i
γ

i

Ri
≡
(

Etot

N0

)

γc=0

(7)

which denotes the sum of transmission energy per information bit in each link that is involved

in the end-to-end transmission, and a special case of the total energy consumption whenγc = 0.

Our fundamental goal of this paper is, for a given multi-hop routing pathα = (α1, ..., αk),

to find the optimal set of transmission energies(E1,tx, ..., Ek,tx) or equivalently(γ
1
, ..., γ

k
) that

provide the smallest total energy consumption for a given end-to-end data rateRe. This problem

corresponds to scarce wireless multi-hop networks where only a few relays are available and

thus location of relays are not design variables. This general problem of minimizing total energy

consumption for a given end-to-end rate can be formulated asthe following optimization problem.

Problem Ia:

Etot(α, Re)

N0
= min

(γ1,..,γk)

k
∑

i=1

αη
i
γ

i
+ γ

c

Ri

s.t. Ri = C(γ
i
), i = 1, ..., k

∑k
i=1 R−1

i = R−1
e

(8)

where the optimization variables areγi’s and C(γi) denotes the channel capacity which is

increasing concave. Problem Ia can be converted into an equivalent convex optimization problem
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as shown in Appendix A. The solution for the above problem canbe obtained in a parametric

form as follows.

Parametric Solution to Problem Ia: Let

xi =
1

C(γi)
=

1

Ri
(9)

and letg(x) = C−1(x) be the inverse function of the channel capacity function. Bysolving the

following set of equations forxi

λ = αη
i

[

g(x−1
i ) − 1

xi
g′(x−1

i )

]

+ γc, i = 1, ..., k (10)

wherexi > 0 andγc ≥ 0, the solution to Problem Ia is as follows

γi = C−1(x−1
i ) (11)

R−1
e =

k
∑

i=1

xi (12)

Etot(α, Re)

N0
=

k
∑

i=1

xi

[

αη
i g(x−1

i ) + γc

]

. (13)

Proof: See Appendix A.

We can obtain the solution to Problem Ia from the following procedure using numerical methods:

Step 1. Fixλ.

Step 2. Solve (10) forxi for i = 1, ..., k.

Step 3. Determineγi, Ri andRe from (9), (11) and (12).

Step 4. DetermineEtot/N0 from (6) or (13).

By varying λ we can determine the tradeoff betweenEtot/N0 andRe. For the case of AWGN

channel, the channel capacity is given by

1

C(γ
i
)

=
2

log2(1 + 2γ
i
)

= xi ⇒ γ
i
= C−1(x−1) = g(x−1) (14)

g(x−1) = C−1(x−1) =
1

2
(22/x − 1). (15)
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Then the parametric solution to Problem Ia for AWGN channel is obtained by solving the

following equation forxi.

Solution to Problem Ia for AWGN channel: Let ui = 1 +W
(

2α−η
i (γc−λ)−1

e

)

. Then from (10)

we obtain

2λ = αη
i

[

e2 ln 2/xi − 1 − 2 ln 2e2 ln 2/xi

xi

]

+ 2γc (16)

1

xi

=
1

2 ln 2
ui = C(γi) ⇒ γi =

1

2
(eui − 1) (17)

whereW(·) is the principal branch of the Lambert W-function, for whichW(x) ≥ −1 [19].

Therefore the solution to Problem Ia for AWGN channel is as follows

R−1
e = 2 ln 2

k
∑

i=1

1

ui
(18)

Etot(α, Re)

N0
= ln 2

k
∑

i=1

αη
i (e

ui − 1) + 2γc

ui
= ln 2

k
∑

i=1

[

2λ

ui
+ αη

i e
ui

]

(19)

wherexi ≥ 0 for all i.

The next problem is to also optimizeEtot/N0 over Re.

Problem Ib:

Etot(α, R∗
e)

N0
= min

(γ
1
,..,γ

k
)

k
∑

i=1

αη
i
γ

i
+ γ

c

C(γi)
(20)

where the optimization variables areγi’s. Problem Ib can be converted into an equivalent convex

problem as shown in Appendix B. The solution for Problem Ib can be obtained by solving the

following equation

Solution to Problem Ib: From the optimal solutionx∗
i to the following equation

g′(1/xi)

xi
− g(1/xi) = α−η

i γc (21)

we can determineγ∗
i , R∗

e, andEtot(α, R∗
e)/N0 from (11)-(13).

Proof: See Appendix B.

Note thatγc = 0 results inxi = ∞ or equivalentlyγ∗
i = 0 since h(x) , xg′(x) − g(x)
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is increasing inx ≥ 0, which leads toC(γ∗
i ) = 0 and R∗

e = 0 respectively. Hence using the

following property, the minimum end-to-end received energy per information bit can be obtained

whenγi → 0 or equivalentlyRe → 0.

Property III.1.
(

Etot

N0

)

γc=0

=
Eb

N0
is strictly increasing inRe > 0.

Proof: See Appendix C.

Therefore the minimum end-to-end received energy per information bit for a given multi-hop

routing path without any processing energy is as follows.

Solution to Problem Ib with γc = 0:

Eb(α, R∗
e)

N0
= lim

γi→0

k
∑

i=1

αη
i γi

C(γi)
=

1

C ′(0)

k
∑

i=1

αη
i

(22)

whereC ′(0) = limγ→0
γ

C(γ)
.

For the case of AWGN channel, the solution to Problem Ib for the minimumEtot/N0 over

Re is as follows.

Solution to Problem Ib for AWGN channel: Let u∗
i = 1+W

(

2α−η
i γc−1

e

)

= 1+W
(

2d−η
i Ep−N0

eN0

)

.

Then the optimal solution to Problem Ib is given as follows:

γ∗
i =

1

2
(eu∗

i − 1) (23)

R∗
e(α)−1 = 2 ln 2

k
∑

i=1

1

u∗
i

(24)

Etot(α, R∗
e)

N0

= ln 2
k
∑

i=1

αη
i (e

u∗

i − 1) + 2γc

u∗
i

= ln 2
k
∑

i=1

αη
i e

u∗

i = ln 2
k
∑

i=1

(

di

de

)η

eui. (25)

Proof: See Appendix B.

From the above result for a fixedα, the normalized minimum total energy consumption

increases asde. This is becauseui increases withdi and di increases withde. We note from

(25) that if the end-to-end distance is doubled by duplicating each link of a given distance

then the total end-to-end energy consumptionwithout the end-to-end distance normalization (at

the optimal rateR∗
e) also doubles. Also note thatγc = 0 results inui = 0 and γ∗

i = 0 since
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W(−e−1) = −1, which leads toR∗
i = 0 and R∗

e = 0 respectively. Hence using the property

III.1, the minimum end-to-end received energy per information bit can be obtained whenγi → 0

or equivalentlyRe → 0.

Solution to Problem Ib with γc = 0 for AWGN channel:

Eb(α, R∗
e)

N0
= lim

γi→0

k
∑

i=1

αη
i γi

0.5 log2(1 + 2γi)
= ln 2

k
∑

i=1

αη
i
. (26)

Note that the above result can be verified directly from (24) by settingui = 0 for i = 1, ..., k.

Besides determining the best achievable performance, we also want to find the relation between

Etot

N0

andRe for practical transmission schemes. In the following section we consider two practical

schemes for rate selection and transmission energy selection of physical layer at each hop and

investigate the optimization problem in (20).

IV. COMMON POWER, COMMON RATE TRANSMISSION STRATEGIES

In this section we consider two practical schemes for selecting the rate and energy in each

relay link. For the first scheme, we fix the transmission rate of each link and vary the transmission

energy of each link. We call this the “Common Rate” scheme. For the second scheme, we fix

the transmission energy of each symbol on each link and vary the rate of each link. We call this

the “Common Power” scheme.

A. Performance of the Common Rate Model

We first consider multi-hop transmission where each node communicates at a common fixed

rate,Ri = R for all i. For reliable communication at each hop, the common rateR should be

achievable in any link which is involved in forwarding data.Under multi-hop transmission where

each link communicates using channel-capacity achieving codes over the channel, the relation

between the rate and the signal-to-noise power spectral density ratio of each link is

γ
i
= γ = g(R), i = 1, ..., k. (27)
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Hence the transmission energy of linki is obtained as

Ei,tx = γdη
i N0. (28)

Notice that to communicate at a common rate, each link needs to achieve the same received

energy per coded symbol-to-noise ratio. Therefore the transmission energy in each link is adjusted

so as to achieve the same amount of received code symbol energy-to-noise ratio

Ei,tx =

(

di

dmax

)η

Etx ≤ Etx (29)

whereEi,tx denotes the transmission energy per coded symbol in linki, and Etx denotes the

transmission energy per coded symbol in the link with the largest relay distancedmax = maxi di.

Therefore each link uses a rateR while it adjusts its transmission energy to
(

di

dmax

)η

Etx.

1) End-to-end rate:With a fixed rate at each hop, the end-to-end rate in (2) is simplified to

Re =
1

∑k
i=1 R−1

=
R

k
=

C(γ)

k
(30)

where the factork−1 follows from bandwidth sharing among relays. From the aboverelation we

observe the rate can be improved by decreasing number of hopsor increasing link SNR.

2) End-to-end energy-bandwidth tradeoff:With the common rate scheme, the energy con-

sumption for a given end-to-end rate is

Etot(α, Re)

N0
=

k
∑

i=1

αη
i
γ + γ

c

R
. (31)

From (27) and (30), solving forγ in terms ofRe and substituting into (31) yields the relation

between total energy consumption and end-to-end rate as

Etot(α, Re)

N0

=
γ
∑

i α
η
i + kγ

c

C(γ)
=

g(kRe)
∑k

i=1 αη
i

+ γc

Re

. (32)

Using (32) we can find the relation between the total energy and the end-to-end rate for the

common rate transmission scheme.
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3) Problem IIb: Consider the optimal end-to-end rate that minimizes the total energy con-

sumption and the corresponding minimum total energy consumption. Problem IIb for the common

rate scheme is the following optimization problem.

Problem IIb for the common rate case:

Etot(α, R∗
e)

N0
= min

γ>0

γ
∑k

i=1 αη
i + kγc

C(γ)
(33)

where the optimization variable isγ. From (A.3) the above optimization problem can be converted

into an equivalent convex problem with the transformationx = 1/C(γ)

Etot(α, R∗
e)

N0

= min
x>0

[(

k
∑

i=1

αη
i · xg(x−1)

)

+ kγcx

]

. (34)

By taking the derivative with respect tox and setting it to0, we have

g′(x−1)

x
− g(x−1) =

kγc
∑k

i=1 αη
i

. (35)

Let x∗ be the solution to the above equation. Then the optimal end-to-end rate and the minimum

total energy consumption are as follows

R∗
e =

1

kx∗ (36)

Etot(α, R∗
e)

N0
= g′(1/x∗) ·

k
∑

i=1

αη
i . (37)

For the case of AWGN channel, the optimal solution to (35) is given by

x∗ =
2 ln 2

W
(

2kγc−
Pk

i=1
αη

i

e
Pk

i=1
αη

i

)

+ 1
. (38)
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Therefore the optimal end-to-end rate and the minimum totalenergy consumption for AWGN

channel are as follows

R∗
e =

1

kx∗ =
1

2k ln 2

[

W
(

2kγ
c
−
∑k

i=1 αη
i

e
∑k

i=1 αη
i

)

+ 1

]

(39)

Etot(α, R∗
e)

N0
= ln 2 · 22/x∗

=

[

ln 2 ·
k
∑

i=1

αη
i

]

exp

(

W
(

2kγ
c
−∑i α

η
i

e
∑

i α
η
i

)

+ 1

)

. (40)

4) Problem IIb withγc = 0: Now consider minimizing the total energy consumption when

the circuit processing energyγc = 0. Problem IIb withγc = 0 is as follows.

Problem IIb for the common rate case with γc = 0:

Eb(α, R∗
e)

N0

= min
Re>0

g(kRe)

kRe

k
∑

i=1

αη
i
. (41)

Note that the right hand side of (41) is increasing inRe > 0 and thus the minimum occurs when

Re → 0. Using L’Hôpital’s rule, the minimum end-to-end receivedenergy per information bit is

Eb(α, R∗
e)

N0
= lim

Re→0

Eb

N0
= g′(0)

k
∑

i=1

αη
i

(42)

where notice that for AWGN channel,g′(0) = ln 2. Note that
∑

i α
η
i

< 1 represents the gain

over multi-hop transmission. We see that increasing the number of hops, without violating the

far-field constraint, is more energy-efficient in terms of the received energy per information bit

in the power-limited regime. Comparing the result of (42) with the result of (37) or (40), we

identify the penalty in the normalized signal-to-noise ratio, resulting from the circuit processing

energy consumption.

B. Performance of the Common Power Model

Now consider multi-hop transmission where each node transmits with same energy per coded

symbol, i.e. Ei,tx = Etx for all i while each rate of communication is determined by the

received signal-to-noise ratio on each link. The received signal-to-noise ratio is determined by

the location of relays. Therefore the common power scheme can be interpreted as an adaptive

rate communication strategy. Normalizing by the end-to-end distancede and relay distancedi,
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and noise power spectral densityN0, we haveγ
i
αη

i
= γ

j
αη

j
. Using the minimum SNR from a

link with the largest relaying distance, we have

γ
i

= πiγmin
≥ γ

min
(43)

πi ,

(

α
max

α
i

)η

(44)

where γ
min

is the minimum link SNR andα
max

= maxi αi
, and πi denotes the ratio of the

maximum relay distance to the i-th relay distance.

1) End-to-end rate:With a common transmission energy at each hop, the rate on link i is

Ri = C(γ
i
), i = 1, ..., k (45)

whereγi = Etxd
−η
i /N0. The end-to-end rate in (2) is given by

Re =
1

∑

i R
−1
i

=

[

k
∑

i=1

1

C(πiγmin)

]−1

(46)

whereγ
min

= Etx

N0

d−η
max.

2) End-to-end energy-bandwidth tradeoff:The end-to-end energy consumption can be deter-

mined from the minimum signal-to-noise ratio.

Etot(α, Re)

N0
=

k
∑

i=1

Etx + Ep

Ri

d−η
e

N0
. (47)

Substituting the relation of (43) into (47) yields the relation between total energy consumption

and end-to-end rate as

Etot(α, Re)

N0
=

k
∑

i=1

αη
max

γ
min

+ γ
c

C(πiγmin)
=

αη
max

γ
min

+ γ
c

Re
. (48)

Thus we can parametrically determine the end-to-end rate and the corresponding normalized

total energy consumption. As we vary eitherEtx or γmin the end-to-end rate changes as does

the total energy consumption.

3) Problem IIb: Consider the optimal end-to-end rate minimizing the total energy consumption

and the corresponding minimum total energy consumption. Problem IIb of the common rate case
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can be simplified to the following optimization problem.

Problem IIb for the common power case:

Etot(α, R∗
e)

N0

= min
γ

min
>0

k
∑

i=1

αη
max

γ
min

+ γ
c

C(πiγmin)
. (49)

From (A.3) (49) can be converted into an equivalent convex problem with a transformation of

variablexi = 1/C(πiγmin)

Etot(α, R∗
e)

N0
= min

x1,...,xk

k
∑

i=1

xi

[

αη
i g(x−1

i ) + γc

]

. (50)

By taking the derivative with respect toxi and setting it to0, we have

g′(x−1
i )

xi
− g(x−1

i ) = α−η
i γc. (51)

Let x∗
i be the solution to the above equation. Then the optimal end-to-end rate and the minimum

total energy consumption as follows

R∗
e =

(

k
∑

i=1

x∗
i

)−1

(52)

Etot(α, R∗
e)

N0
=

k
∑

i=1

αη
i g

′(1/x∗
i ). (53)

For the case of AWGN channel, the optimal solution to (51) is given by

x∗
i =

2 ln 2

W
(

2α−η
i γc−1

e

)

+ 1
. (54)

Therefore the optimal end-to-end rate and the minimum totalenergy consumption for AWGN

channel are as follows

R∗
e =

(

k
∑

i=1

x∗
i

)−1

=
1

2 ln 2





k
∑

i=1

1

W
(

2α−η
i γc−1

e

)

+ 1





−1

(55)

Etot(α, R∗
e)

N0

= ln 2 ·
k
∑

i=1

αη
i · 22/x∗

i = ln 2 ·
[

k
∑

i=1

αη
i
· exp

(

W
(

2α−η
i γ

c
− 1

e

)

+ 1

)

]

.(56)
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4) Problem IIb withγc = 0: Now consider minimizing the total energy consumption when

the circuit processing energyγc = 0. From (50), we have

Problem IIb for the common power case with γc = 0:

Eb(α, R∗
e)

N0
= min

x1,...,xk

k
∑

i=1

xiα
η
i g(x−1

i ). (57)

It can be shown easily that the right hand side of (57) is increasing inRe. Therefore the minimum

end-to-end received energy per information bit is achievedwhenRe → 0 or equivalentlyxi → ∞.

By taking the limit asxi → ∞ and using L’Hôpital’s rule, the minimum end-to-end received

energy per information bit is

lim
Re→0

Eb

N0

= lim
xi→∞

k
∑

i=1

xiα
η
i g(x−1

i ) = g′(0)
k
∑

i=1

αη
i (58)

which is same as the result of the common rate in (42). Within the far-field region, using multiple

hops for low rates is more energy efficient compared to singlehop when the circuit processing

energy is not taken into account.

V. PERFORMANCE OFEQUIDISTANT MULTI -HOP ROUTING

In this section we derive the optimal end-to-end rate and number of hops to minimize

the overall energy consumption of equi-spaced relays. The optimal solutions are obtained by

decoupling the joint optimization problem in rate and number of hops into two sub-problems.

We first obtain the optimal number of hops as a function ofRe. Then the optimal value ofRe

is derived [6][23]. Finally we derive the solution to Problem IIb for the equi-spaced relays.

Consider the case of equi-spaced relays,αi = 1/k, which makes the common rate case and

the common power case identical. The end-to-end rateRe is then

Re =
R

k
=

C(γ)

k
(59)

whereγ denotes the link SNR. From (6) and (59), the total energy consumption per information
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bit is

Etot(k, Re)

N0
=

k−ηg(kRe) + γc

Re
. (60)

With a transformation of variablee−x = k andR−1
e = ey, the minimum total energy consumption

can be converted into an equivalent optimization problem

Etot(x
∗, y∗)

N0
= min

y∈R,x∈R

ey [eηxg(e−x−y) + γc] . (61)

Proposition V.1. The objective functionEtot(x, Re)/N0 is convex inx, Re for Re > 0 andx ∈ R

if g(u) satisfies the following conditions

1) a′ = u2g′′(u) − ug′(u) + g(u) > 0.

2) a′c′ − (b′)2 > 0 whereb′ = ηug′(u)− u2g′′(u)− ng(u) and c′ = u2g′′(u) + η2g(u) + (1 −

2η)ug′(u).

Proof: See Appendix D.

Therefore if the sufficient conditions are satisfied, the optimization problem is convex problem

and thus the locally optimal solution is globally optimal. Let x̂∗ and ŷ∗ be the locally optimal

solution to (61). The locally optimal solutions can providean upper bound to the global optimum

Etot(x
∗, y∗)

N0
≤ Etot(x̂

∗, ŷ∗)

N0
(62)

where the equality holds if the convexity is guaranteed. Forthe case of AWGN channel, it can be

easily verified that the objective function in (61) is convex(see appendix D). Other channels of

interest are the binary input AWGN channel and the binary input hard decision AWGN channel

whose channel capacity functions are given by respectively[24]

CBISO(γ) = 1 −
∞
∫

−∞

1√
2π

exp

(

−(x −√
2γ)2

2

)

log2(1 + e−2x
√

2γ)dx (63)

and

CBIBO(γ) = 1 − H2(Q(
√

2γ)) (64)
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where H2(x) = −x log2(x) − (1 − x) log2(1 − x) is the binary entropy function. Numerical

methods can verify the sufficient conditions for convexity of the problem for the above two

channels.

A. Problem IIIa: Optimization of the number of hops

For a given end-to-end rate, treating the number of hops as a continuous variable, we optimize

the total energy consumption overx

Etot(x̂
∗, y)

N0
= min

x∈R

ey
[

eηxg(e−x−y) + γc

]

. (65)

Setting the derivative with respect tox equal to zero yieldsηg(e−x−y) = e−x−yg′(e−x−y). Let

û∗ be the solution to

ηg(u) = ug′(u). (66)

The optimal number of hops for a given end-to-end rate is

k̂∗ = e−x∗

= eyû∗ =
û∗

Re

. (67)

The minimum of the total energy consumption at the optimal number of hops is given by

Etot(x̂
∗, y)

N0

= g(û∗)(û∗)−ηe(1−η)y + γce
y (68)

= g(û∗)(û∗)−ηRη−1
e + γcR

−1
e . (69)

B. Problem IIIb: Optimization of the end-to-end rate

The problem of determining the optimal end-to-end rate is formulated by substituting (67)

into (61). This results in

Etot(x̂
∗, ŷ∗)

N0
= min

y
min

x
ey
[

eηxg(e−x−y) + γc

]

(70)

= min
y

[

g(û∗)(û∗)−ηe(1−η)y + γce
y
]

.
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Setting the derivative with respect toy equal to zero yields the optimal end-to-end rateR̂∗
e = e−ŷ∗

as follows

e−ŷ∗

= R̂∗
e =

γ
1/η
c û∗

[(η − 1)g(û∗)]1/η
. (71)

The optimal number of hopŝk∗(R̂∗
e) is obtained by substituting (71) into (67),

k̂∗(R̂∗
e) = g(û∗)1/η

[

γc

η − 1

]−1/η

= g(û∗)1/η

[

Ep

N0

1

(η − 1)

]−1/η

de. (72)

The resulting minimum total energy consumption is then

Etot(x̂
∗, R̂∗

e)

N0
=

g(û∗)1/η

û∗ η

[

γc

η − 1

]1−1/η

(73)

=
g(û∗)1/η

û∗

[

η

(η − 1)1−1/η

] [

Ep

N0

]1−1/η

d1−η
e (74)

= fc(η)

[

Ep

N0

]1−1/η

d1−η
e (75)

wherefc(η) is a function of the channel and the propagation loss exponent. From the above

results we observe that the optimal rate decreases asd−1
e and the optimal number of hops grows

linearly with de. In addition, there are two key observations for the minimumnormalized total

energy consumption: it (i) grows as theη−1
η

power of the processing energy and (ii) decreases as

d1−η
e . Therefore we can conclude that the actual unnormalized minimum total energy consumption

increases linearly withde from the relation between the normalized total energy consumption

and the end-to-end distance in (6).

For the case of AWGN channel, it can be easily verified that theobjective function in (61) is

convex (see Appendix D). Therefore the locally optimal solution is indeed the globally optimal

solution. The optimal solution to (66) isu∗ = a/2 ln 2 where a = W(−ηe−η) + η which is

determined from the path-loss exponent. Therefore the optimal number of hopsk∗(R∗
e) is

k∗(R∗
e) =

[

aea

2η

]1/η [
γc

η − 1

]−1/η

(76)
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and the optimal end-to-end rateR∗
e is given by

R∗
e =

a

2 ln 2

[

2η

aea

]1/η [
γc

η − 1

]1/η

. (77)

The minimum total energy consumption over the number of hopsand the end-to-end rate is then

E∗
tot(k

∗, R∗
e)

N0
=

ln 2

a

[

aea

2η

]1/η

η

[

γc

η − 1

]1−1/η

(78)

=
ln 2

a

[

aea

2η

]1/η
η

(η − 1)1−1/η

[

Ep

N0

]1−1/η

d1−η
e . (79)

Notice that the optimal energy consumption constant

fc(η) =
g(û∗)1/η

û∗
η

(η − 1)(1−1/η)
(80)

from (74) depends on the channel capacity function. For different AWGN channels, the resulting

energy consumption constants are given in Table I along withthe loss incurred relative to the

AWGN channel.

C. Problem IVa: Optimization of the end-to-end rate

Now consider optimizing over the rate first and then the number of hops using the result

of (37) and (53) because common rate case and common power case for equi-spaced relays

are equivalence. The result of both cases in (34) and (50) gives the minimum total energy

consumption per information bit

Etot(k, R∗
e)

N0
= min

v>0
[k1−ηvg(v−1) + kγcv] = k1−ηg′(1/v̂∗). (81)

where v̂∗ is the solution tov−1g′(v−1) − g(v−1) = kηγc and v = 1/C(γ). The corresponding

optimal rate fork equi-spaced relays is given by

R̂e
∗

=
1

kv̂∗ . (82)

For the case of AWGN channel where the locally optimum is the global optimum, the optimal
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rate is given by

R∗
e =

1

2k ln 2

[

W
(

2γ
c
kη − 1

e

)

+ 1

]

. (83)

and the resulting minimum energy consumption is

Etot(k, R∗
e)

N0

=
(

k1−η ln 2
)

exp

(

W
(

2γ
c
kη − 1

e

)

+ 1

)

. (84)

When the circuit processing energy is ignored,γc = 0, from (59) and (60), we have

(

Etot

N0

)

γc=0

=
Eb

N0

=
g(kRe)

kRe

k1−η (85)

which is an increasing function ofRe. Therefore the minimum end-to-end energy received per

information bit for a given number of hops is given by

Eb(α, R∗
e)

N0
= lim

Re→0

Eb

N0
= k1−ηg′(0) (86)

which can be also verified in (81) forx → ∞. Note that from (86), multi-hops can provide

more energy-efficiency for low rates. However (85) is increasing in k for high rate that implies

a single hop transmission is the most energy-efficient.

D. Problem IVb: Optimization of the number of hops

Now we further optimize the result of problem IVa over the number of hops similar to problem

III. Since v−1g′(v−1) − g(v−1) = kηγc, by setting the derivative of (81) with respect tok equal

to zero, we obtain

k̂∗ =

[

(η − 1)v̂∗g(1/v̂∗)

γc

]1/η

. (87)

Substituting the above result into (81) yields

Etot(k
∗, R∗

e)

N0
=

[

γc

η − 1

]1−1/η

[v̂∗g(1/v̂∗)]1/η g′(1/v̂∗). (88)

For AWGN channel since∂W(x)
∂x

= W(x)
x(W(x)+1)

, by setting the derivative of (84) with respect to
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k equal to zero, we obtain the optimal number of hops as

k∗ =

(

b

2γc

)1/η

(89)

whereb is the solution to

η − 1

η
=

bW( b−1
e

)

(b − 1)(W( b−1
e

) + 1)
. (90)

Note that, as expected, the optimal number of hops varies inversely with the processing energy

at each hop. Then substituting (89) into (84) yields

E∗
tot(k

∗, R∗
e)

N0
= ln 2

(

2

b

)
η−1

η

e1+W( b−1

e
)(γc)

η−1

η . (91)

By using numerical methods we can identify that the above results for the optimal number of

hops and the minimum energy consumption are same as the result of (76) and (78).

VI. NUMERICAL RESULTS

In the results we assume the path-loss exponentη = 4, the end-to-end distancede = 3000m,

the noise power spectral densityN0 = −174dBm/Hz and the circuit processing energyEp =

0.95µJ/symbol (γc = 4.69dB) and0.095µJ/symbol (γc = −5.31dB) unless otherwise specified.

Fig. 2 depicts the normalized energy-bandwidth tradeoff for various AWGN channel models for

a two hop network where the ratio of relay distances is equal to 99. This is done by applying

the procedures to find the solution of Problem Ia in (9) to binary input with hard decision

AWGN channel (BIBO AWGN), binary input AWGN channel (BISO AWGN), and unquantized

input/ouput AWGN channel (SISO AWGN). As expected it is observed that AWGN channels

with input constraint show limited bandwidth utilization.The end-to-end rate of input constraint

AWGN channels is bounded at 0.5 (bits/channel use) in a two hop network. In addition, the

total energy consumption of input constraint AWGN channelsshows a degraded performance

compared to the unquantized AWGN channel because of their limited bandwidth utilization.

In Fig. 3 we plot the normalized energy-bandwidth tradeoff for a two hop network with the

ratio of link distances equal to 99. This is done for the common rate transmission scheme from
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(22) and common power transmission scheme from (34) and (36)as well as the optimal scheme

obtained from the solution of Problem Ia. At low rates the energy consumption due to the

transmitter alone decreases while the overall energy consumption increases due to the energy

needed for processing. At high rates the energy consumptionincreases due to the increase in

transmitted energy. Because of this there is an optimal nonzero rate that minimizes the total

energy consumption. These curves also show that the common power transmission strategy is

nearly as good as the optimal transmission scheme whereas the common rate scheme requires

significantly higher energy. In Fig. 4 we plot the normalizedenergy-bandwidth tradeoff for

Ep = 0.095µJ/symbol. As the circuit processing energy becomes small, the optimal rate for

minimum total energy consumption becomes small. The energy-bandwidth tradeoff shows similar

performance without circuit processing energy because thetransmission energy is more dominant

at low processing energy. Fig. 5 plots the normalized energy-bandwidth characteristic without

processing energy. The same minimum energy consumption is achieved whenRe → 0 from the

solution of Problem Ib in (26), the common rate scheme in (42)and the common power scheme

in (58).

Fig. 6 plots the normalized energy-bandwidth tradeoff withvarious locations of relays. The

common power case outperforms the common rate case by allowing adaptive rate in each link.

In particular the common power case with an irregular distribution of relays may outperform

the equi-spaced relays case at high rates. This is because the gain from the irregular distribution

of relays at high SNR dominates the performance. It implies that the equi-spaced relay case

is not always an optimal route for a given number of hops, which further suggests to reduce

the bandwidth sharing at high SNR. Therefore at high rates a single hop transmission shows

the best performance while the minimum energy consumption is achieved at the equi-spaced

relays. In Fig. 7 we plot the result of (69) and the minimum energy consumption for single and

two hop networks for comparison. It is observed that the use of time sharing between single

hop and multi-hop transmissions can improve the performance. By using time sharing between

single hop and two hops, there exists a region in which time sharing between different multi-hop

transmissions can improve the energy efficiency. For instance the total energy consumption can
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be reduced aroundRe = 2 by using time sharing between single hop and equi-spaced twohops.

Fig. 8 plots the normalized energy-bandwidth characteristic for various locations of relays

without processing energy. As expected multi-hop transmissions within the far-field region is

more energy-efficient at low rates without considering processing energy. Fig. 9 and Fig. 10

plot the normalized energy-bandwidth characteristic for the equi-spaced relays from the result of

(69). Fig. 11 and Fig. 12 compare the normalized energy-bandwidth tradeoff for various AWGN

channel models from the result of (69). Since we approximated k by a continuous variable, the

optimal number of hops could be less than 1 at high rates whichis impossible practically. To

represent the practical optimal number of hops, the curves for single hop case,k = 1 are plotted

respectively for BIBO and BISO AWGN channels. The thresholdend-to-end rate where a single

hop is the most energy-efficient is 0.907, 0.894 and 2.856 forBIBO, BISO and SISO AWGN

channel respectively. This threshold does not depend onγc. As expected, SISO AWGN channel

outperforms the input constrained AWGN channels, BIBO and BISO AWGN channels because

both channels suffer from their limited channel utilization.

Fig. 13 depicts the energy-bandwidth characteristic for the equi-spaced relays with selected

end-to-end distances and number of hops. At low end-to-end rates the transmission energy con-

sumption isk1−η ln 2 which is negligible compared to the receiver processing energy consump-

tion. Hence from (60) the energy consumption is dominated bythe receiver energy consumption.

For low end-to-end rates the receiver energy depends on the end-to-end distance but not the

number of hops. However, at high rates the receiver energy consumption is negligible compared

to the transmission energy consumption. Therefore the energy consumption at high rates depends

on the number of hops but not the end-to-end distance.

Finally consider a source, destination and a single relay. We have shown that when the three

nodes are located on a straight line at high rates the single hop routing strategy is better than

a two hop strategy while at low rates the two hop strategy is more energy efficient. However,

when the nodes are not collinear then the additional distance for a two hop strategy may require

more energy than a single hop strategy. In Fig. 14 we plot the feasible region of relay locations

for selected end-to-end rates where the minimum energy consumption of a two hop network for
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a given end-to-end rate is less than that of a single hop network using the result of (10) and (11).

As the end-to-end rate increases, the feasible region of relays shrinks because at high end-to-

end rates a single hop network achieves the minimum energy consumption. Observe that in the

region where a two hop network is more energy efficient than a single hop network, the optimal

distribution of relays is that of equi-distant relays. Notethat the processing energy and the end-

to-end distance,i.e. γc do not affect the region for a given end-to-end rate. Howeverin terms of

the minimum total energy consumption over the end-to-end rate, the feasible region depends on

the processing energy and distance throughγc. This is because the gain from multi-hop routing

decreases as the circuit energy consumption increases. In Fig. 15 we plot the feasible region of

relay locations for selected receiver processing energieswhere two hop routing is better than

single hop in terms of the minimum total energy consumption at the optimal end-to-end rate.

As explained the feasible region of two hop network becomes smaller asγc increases.

VII. CONCLUSION

In this paper, we considered interference-free communication through multi-hop routing where

each relay is not necessarily placed on a line between a single source-destination pair. We

formulated the normalized total energy consumption and theend-to-end bandwidth utilization

to transmit information bits for the optimal transmission energy and rate on each hop and two

practical communication schemes: (1) common rate scheme and (2) common power scheme.

The results showed that the common power case yields better energy-bandwidth tradeoff than

the common rate case due to the rate adaptation in each link, while both cases have the same

asymptotic performance in the power-limited regime when the circuit processing energy is not

taken into account. In addition, we showed that an irregulardistribution of relays with common

power scheme can outperform equi-spaced relays at high end-to-end rates, which implies reducing

the number of hops is more energy-efficient. We also showed that the total energy consumption

can be minimized by optimally choosing the rate, determinedfrom the location of relays and the

end-to-end distance. Therefore, by comparing the total energy consumption for different location

of relays, a routing path which achieves the best energy-bandwidth tradeoff can be obtained. In
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addition, we showed that by optimizing jointly over the end-to-end rate and number of hops for

equi-spaced relays, the optimal number of hops and the optimal end-to-end rate can be found.

APPENDIX A

CONVEXITY AND SOLUTION OF PROBLEM IA

Proposition A.1. Supposef : R → R is increasing and concave. Letg denote its inverse, i.e.,

g(f(x)) = x. Theny = g(x) is an increasing convex function.

Proof: Since g(f(x)) = x, we havef ′(g(x))g′(x) = 1. Hence the first derivative with

respect tox is given by

g′(x) =
1

f ′(g(x))
> 0 (92)

sincef ′(x) > 0. Further the second derivative with respect tox is given by

g′′(x) = −f ′′(g(x))g′(x)

[f ′(g(x))]2
> 0 (93)

sinceg′(x) > 0 andf ′′(x) < 0. Thereforeg(x) is an increasing convex function.

Proposition A.2. The functiony = x(c1g(x−1)+ c2) is convex inx for x ≥ 0 andc1 > 0, c2 ≥ 0

if g(x) is increasing convex.

Proof: The first order partial derivative with respect tox is given by

∂y

∂x
= c1g(x−1) − c1

g′(x−1)

x
+ c2 (94)

and further the second order derivative with respect tox is given by

∂2y

∂x2
=

c1g
′′(x−1)

x3
> 0 (95)

sinceg′′(x) > 0 for all x.

For a given location of relays, the energy optimization problem for a given end-to-end rate
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Re from (8) is

min
(γ1,..,γk)

k
∑

i=1

αη
i γi

+ γc

C(γ
i
)

s.t.
∑

i C(γ
i
)−1 = R−1

e

(96)

where the optimization variables areγ
i
’s. Let xi = 1

C(γi)
and C−1(x) = g(x). Then the

optimization problem can be converted into an equivalent convex optimization problem

min
(x1,..,xk)

k
∑

i=1

xi

[

αη
i g(x−1

i ) + γc

]

s.t.
∑

i xi = R−1
e

(97)

where the optimization variables arexi’s and the equality constraint is affine.

Proposition A.3. The functionf(x1, ..., xk) =
k
∑

i=1

xi

[

αη
i g(x−1

i ) + γc

]

is convex inxi for xi ≥ 0

for i = 1, ..., k and γc ≥ 0.

Proof: To prove convexity off(x1, ..., xk), it is sufficient to prove convexity ofh(xi) =

xi

[

αη
i g(x−1

i ) + γc

]

for any i since a non-negative sum of convex functions is convex. From

(A.1), g(x) = C−1(x) is increasing convex since the channel capacity functionC(x) is increasing

concave. Then using the result from (A.2),h(xi) is convex forxi > 0.

The optimal solution can be obtained using the Lagrangian function of (97)

L(x1, ..., xk, λ) =

k
∑

i=1

xi

[

αη
i g(x−1

i ) + γc

]

− λ(
∑

i

xi − R−1
e ) (98)

wherexi ≥ 0 for all i. Therefore the Karush-Kuhn-Tucker (KKT) conditions give the following

parametric solution which can be evaluated by numerical techniques,

λ = αη
i

(

g(x−1
i ) + xi

∂g(x−1
i )

∂xi

)

+ γc (99)

= αη
i

(

g(x−1
i ) − 1

xi

g′(x−1
i )

)

+ γc (100)

k
∑

i=1

xi =
1

Re
(101)
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wherexi ≥ 0 for all i.

APPENDIX B

CONVEXITY AND SOLUTION OF PROBLEM IB

For a given location of relays, the energy optimization problem is

min
(γ1,..,γk)

k
∑

i=1

αη
i γi

+ γc

C(γ
i
)

(102)

where the optimization variables areγ
i
’s. Let xi = 1

C(γi)
and C−1(x) = g(x). Then the

optimization problem can be converted into an equivalent convex optimization problem from

(A.3)

min
(x1,..,xk)

k
∑

i=1

xi

[

αη
i g(x−1

i ) + γc

]

(103)

where the optimization variables arexi’s.

Setting the first derivative to zero yields

g′(1/xi)

xi
− g(1/xi) = α−η

i γc (104)

wherexi ≥ 0 for all i. Therefore from the optimal solution of the above equation,we obtain

the optimal SNR for i-th hop

γ∗
i = g(1/x∗

i ) = C−1(1/x∗
i ) (105)

wherex∗
i ≥ 0 for all i.

For the case of AWGN channel, from (104) we obtain

ln 2

x∗
i

e2 ln 2/x∗

i − 1

2
(e2 ln 2/x∗

i − 1) = α−η
i γc (106)
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wherex∗
i ≥ 0 for all i. Substituting2 ln 2/x∗

i = u∗
i + 1 yields

u∗
i =

2 ln 2

x∗
i

− 1 = W
(

2α−η
i γc − 1

e

)

(107)

1

x∗
i

= C(γ∗
i ) =

1

2
log2(1 + 2γ∗

i ) (108)

γ∗
i =

1

2

[

exp

(

W
(

2α−η
i γc − 1

e

)

+ 1

)

− 1

]

. (109)

Using (109), it is straightforward to obtain the optimal end-to-end rate and the minimum total

energy consumption in (24). Further usingui = 1 +W
(

2α−η
i γc−1

e

)

, we obtaineui − 1 = uie
ui −

2α−η
i γc which yields the second part of the minimum total energy consumption in (24).

APPENDIX C

PROOF OFPROPERTY III.1

Property III.1
(

Etot

N0

)

γc=0

=
Eb

N0

is strictly increasing inRe > 0.

Proof: Suppose that for a givenR′
e, {γ′

1, ..., γ
′
k} is the set of received SNR that achieves the

rate at each hopR′
i and the end-to-end received energy per information bitE ′

b/N0. Now suppose

we are allowed to haveλR′
e whereλ > 1. Then it is easy to see that the rate at each hop has

increased byλ from the fact that 1
λR′

e
=
∑k

i=1
1

λR′

i

. Since this new received SNRγi resulting

from the increased rate of each hop should only be greater than γ′
i and γi

C(γi)
in (7) for i = 1, ..., k

is an increasing function onγi, Eb/N0 is strictly increasing inRe.

APPENDIX D

CONDITIONS FOR CONVEXITY OFPROBLEM III

Proposition V.1 The functionf(x, y) = ey [eηxg(e−x−y) + γc] is convex inx, y for x, y ∈ R if

g(u) satisfies the following conditions foru ≥ 0

1) a′ = u2g′′(u) − ug′(u) + g(u) > 0.

2) a′c′ − (b′)2 > 0 whereb′ = ηug′(u)− u2g′′(u) − ng(u) andc′ = u2g′′(u) + η2g(u) + (1 −

2η)ug′(u).

July 10, 2008 DRAFT



30

Proof: To prove convexity off(x, y) in x and y, it is sufficient to prove convexity of

f1(x, y) = eηx+yg(e−x−y) sincef2(y) = γce
y is convex iny for γc ≥ 0 and a non-negative sum

of convex functions is convex. The second order partial derivative of f1(x, y) with respect tox

is given by

∂2f(x, y)

∂x2
= ey+ηx

[

g(e−x−y) − g′(e−x−y)e−x−y + g′′(e−x−y)e−2x−2y
]

, a (110)

and with respect toy

∂2f(x, y)

∂y2
= ey+ηx

[

η2g(e−x−y) + (1 − 2η)g′(e−x−y)e−x−y + g′′(e−x−y)e−2x−2y
]

, c. (111)

Finally with respect tox andy, we have

∂2f(x, y)

∂x∂y
= ey+ηx

[

ηg(e−x−y) − ηg′(e−x−y)e−x−y + g′′(e−x−y)e−2x−2y
]

, b. (112)

Therefore, the Hessian off(x, y) is given by

H =





a b

b c



 .

A 2 × 2 matrix of the formH with a > 0 is positive definite if and only if∆ = ac − b2 > 0

(Schur’s complement condition [23]). Letu = e−x−y ≥ 0. Then for u ≥ 0 and γc ≥ 0, it is

sufficient for its Hessian to be positive definite that the following conditions be satisfied for any

γc ≥ 0.

1) a′ = u2g′′(u) − ug′(u) + g(u) > 0.

2) a′c′ − (b′)2 > 0, whereb′ = ηug′(u)− u2g′′(u)− ng(u) andc′ = u2g′′(u) + η2g(u) + (1−

2η)ug′(u).

For the case of AWGN channel it is sufficient to show thatg(u) = eu − 1 satisfies the

conditions. For the first condition, we have

a′ = u2eu − ueu + eu − 1 > 0, for u ≥ 0 (113)
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since a′ is increasing withu ≥ 0 and f1(0) = 0. For the second condition, we obtainb′ =

(η − ηu + u2)eu − η hence

a′c′ − (b′)2 = (η − 1)2ueu(eu − u − 1) > 0 for u ≥ 0. (114)

Therefore the functionEtot(x, y)/N0 for AWGN channel is convex inx, y ∈ R.
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Fig. 1. Illustration of network model.
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Fig. 2. Normalized energy-bandwidth characteristic for various AWGN channel models whenγc = −5.31dB for a multi-hop
(k = 2) with selected location of relays,α1 : α2 = 99 : 1 at de=3000m.
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Fig. 3. Normalized energy-bandwidth characteristic whenγc = 4.69dB for a multi-hop (k = 2) with selected location of
relays,α1 : α2 = 99 : 1 at de=3000m.
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Fig. 4. Normalized energy-bandwidth characteristic whenγc = −5.31dB for a multi-hop (k = 2) with selected location of
relays,α1 : α2 = 99 : 1 at de=3000m.
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Fig. 5. Normalized energy-bandwidth characteristic whenγc = 0 for a multi-hop (k = 2) with selected location of relays,
α1 : α2 = 99 : 1 at de=3000m.

TABLE I
OPTIMAL ENERGY CONSUMPTION CONSTANTS FOR VARIOUSAWGN CHANNEL

Energy consumption constant Loss (dB)
AWGN Channel type

η = 2 η = 3 η = 4 η = 2 η = 3 η = 4

Soft input/Soft output 2.43 1.85 1.38 - - -

Binary input/Soft output 2.76 2.55 2.28 -0.55 -1.39 -2.18

Binary input/Binary output 3.26 2.82 2.44 -1.27 -1.83 -2.47

July 10, 2008 DRAFT



36

0 0.5 1 1.5 2 2.5 3 3.5 4
−2

0

2

4

6

8

10

12

14

16

Re (bits/channel use)

E
t
o
t
/N

0
(d

B
)

 

 

hop=1
hop=2(5:5)
hop=2(7:3), common rate
hop=2(7:3), common power
hop=2(99:1), common rate
hop=2(99:1), common power

(a) Normalized total energy consumption per information bit vs end-to-end rate withγ
c

= 4.69dB

0 0.5 1 1.5 2 2.5 3 3.5 4
−2

0

2

4

6

8

10

12

14

16

Re (bits/channel use)

E
t
o
t
/N

0
(d

B
)

 

 

hop=1
hop=2(5:5)
hop=2(7:3), common rate
hop=2(7:3), common power
hop=2(99:1), common rate
hop=2(99:1), common power

(b) Normalized total energy consumption per information bit vs end-to-end rate withγ
c

=

−5.31dB

Fig. 6. Energy-bandwidth characteristic whenγc 6= 0 with single hop (k = 1) and multi-hop (k = 2) for selected location of
relays,α1 : α2 = 5 : 5, 7 : 3, and99 : 1 at de=3000m.

July 10, 2008 DRAFT



37

0 0.5 1 1.5 2 2.5
3

4

5

6

7

8

9

Re (bits/channel use)

E
t
o
t
/N

0
(d

B
)

 

 
Combined optimal result from k=1 and k=2
Analytical result for equi−sapced relays

Fig. 7. Energy-bandwidth characteristic comparison between the numerical optimization and equi-spaced relays case.
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Fig. 8. Normalized energy-bandwidth characteristic whenγc = 0 with k = 1 single hop andk = 2 multi-hops for selected
location of relays,α1 : α2 = 5 : 5, 7 : 3, and99 : 1 at de=3000m.
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Fig. 9. Normalized energy-bandwidth characteristic whenγc = 0 for equi-spaced relays withk = 1, ..., 20, and the analytical
result in (69) atde=3000m.
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Fig. 10. Normalized energy-bandwidth characteristic whenγc = 4.69dB for equi-spaced relays withk = 1, ..., 20, and the
analytical result in (69) atde=3000m.
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Fig. 11. Normalized energy-bandwidth characteristic of the analytical result in (69) with the single hop case whenγc = 0 for
various AWGN channel atde=3000m.
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Fig. 12. Normalized energy-bandwidth characteristic of the analytical result in (69) with the single hop case whenγc = 4.69dB
for various AWGN channel atde=3000m.
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relays whenEp = 0.95µJ/symbol.
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Fig. 14. Feasible region of the relay location where a two hopnetwork is more energy efficient than a single hop network for
selected end-to-end rates.
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