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Abstract
This paper develops a general approach to con-
textual reasoning in natural language processing.
Drawing on the view of natural language interpre-
tation as abduction (Hobbs et al., 1993), we pro-
pose that interpretation provides an explanation of
how an utterance creates a new discourse context in
which its interpreted content is both true and promi-
nent. Our framework uses dynamic theories of se-
mantics and pragmatics, formal theories of context,
and models of attentional state. We describe and il-
lustrate a Prolog implementation.

1 Problem Statement
Context in discourse and dialogue involves at least
two components, shared information and coordi-
nated attention; each of these components suggests
a mechanism through which speakers may frame
natural language utterances to fit the context.

� Shared information makes available to the par-
ticipants a body of facts that characterize the
world under discussion (here we mean to be
neutral between various characterizations of
this availability in terms of common ground,
common knowledge, mutual belief, etc.); ac-
cordingly, language users may presume that
information in an utterance links up with this
body of facts, whenever possible (Lascarides
et al., 1992; Hobbs et al., 1993).
� Coordinated attention puts certain entities at

the forefront of the discussion; accordingly,
language users may presume that descriptions
in an utterance refer to these entities, whenever
possible (Grosz and Sidner, 1986; Grosz et al.,
1995; Walker et al., 1997).

How these two potential mechanisms interact is
an empirical question—but this question can only
be addressed within a framework that describes in

precise terms how utterance interpretation interacts
with an evolving context of coordinated attention
and shared information. Our aim in this paper is
to lay out such a framework.

In this brief, initial formulation of the overall the-
ory, we introduce no formal devices that distinguish
face-to-face conversation from other genres. Never-
theless, the need for an integrated account of prag-
matic context such as ours is clearest in connection
with spoken dialogue. Interlocutors in face-to-face
dialogue liberally exploit the shared information of
their perceptual environment and the coordinated at-
tention of an ongoing real-world collaboration. Em-
pirical studies clearly show speakers drawing on
both factors to further efficient communication; for
a recent study, see (Brown-Schmidt et al., 2002).

1.1 Interpretation as abduction

On the theory of interpretation as abduction articu-
lated in Hobbs et al. (1993), an interpretation is rep-
resented as a proof of the logical form (LF) of the
utterance from a background knowledge base (KB)
and some further new assumptions. For instance, a
telegraphic utterance lube-oil alarm sounded might
be assigned this LF:

(1.1) lube-oil
�������

alarm
���	� �

nn
����
��
� �

sound � ����
��	�
The interpretation might then be represented as the
graph in Figure 1, where arrows indicate inferences
from KB facts (about a particular quantity of lube
oil
���

and a particular alarm ��� ) to LF conjuncts,
and a box indicates a literal that is assumed rather
than derived. (Think of the variables in the logi-
cal forms in Figure 1 as existentially quantified.) A
proof in this framework gives a specific way of link-
ing up the meaning of an utterance with the shared
information in the context; in Figure 1, for example,
the proof spells out how for

� � � 
�� � � , which says that
the function of alarm � � is to monitor oil

� �
, justi-



fies the use of the noun-noun modification structure
in the utterance nn

����
��
�
describing the alarm.

The selection of an interpretation depends on in-
formational preferences, including preferences for
merging redundancies, preferences for making cer-
tain kinds of assumptions, and preferences for using
certain kinds of knowledge. Proofs provide general
concrete computational data structures to record
such links. They serve as a natural, well structured
domain over which to exhibit how these preferences
depend on background knowledge. Moreover, com-
putational logic provides increasingly attractive in-
ference algorithms to search for the most preferred
interpretation within an interpretation-as-abduction
theory (Konrad, 2000; Kohlhase, 2000; Baumgart-
ner and Kühn, 2000; Gardent and Konrad, 2000).

However, Hobbs-style abductive interpretations
like the one presented in Figure 1 provide no rep-
resentation of the changing status of entities in at-
tentional prominence as the context evolves. Take a
simple example:

(1.2) She asked her a question.

The LF is as follows.
(1.3) woman

�������
woman

��������� �! �"�
question

��#����
ask � ��� � 
$�%
$�&
�#��

The theory offers only two ways that we might
single out one woman ')( as the preferred value of

�
in an abductive proof of (1.3), and so resolve the ref-
erence of she. We might appeal to knowledge that
helps explain why ')( would ask something. Alter-
natively, following (Lascarides et al., 1992; Hobbs
et al., 1993), we might posit further conjuncts to
the LF which would require us to infer a rhetori-
cal link between

�
and the eventualities introduced

by prior discourse. But these two strategies are em-
pirically and conceptually problematic: domain in-
formation has to be limited and related to the dis-
course, and LFs need to be specified systematically
and compositionally. The obvious rival explanation
is simply that '*( is the most salient woman in the

KB LF
lube-oil

��� � �$+
lube-oil

�����
alarm

� �,� �$+ alarm
���	�

for
� �-� 
����,� , for

��./
�01�32
nn
��04
$.5�6+

nn
����
��	�

sound � ����
��	�

Figure 1: Interpretation of lube-oil alarm sounded
in the theory of Hobbs et al. (1993). The proof
reflects the substitutions

� ! 0 ! � � (the lube oil)
and
� ! . ! � � (the alarm).

context of the utterance, and that she refers to the
most salient woman (other things being equal). In
disallowing this explanation, the interpretation-as-
abduction theory cuts off an extremely natural and
successful approach to language interpretation.

1.2 Context in abductive interpretation

Our proposal is that the interpretation of an utter-
ance is an explanation of how the utterance creates
a new context in which its content is both true and
prominent. Thus, we retain an abductive and in-
ferential characterization of interpretation, but we
explicitly relativize explanatory goals to particu-
lar contexts, and we provide for explicit reasoning
about the attentional aspects of those contexts.

Example (1.4) provides a schematic illustration
of our approach. We will use the notation 798�: to
indicate that goal : must be proved in the context
associated with term 7 . To account for the informa-
tional and attentional dimensions of the discourse,
we use three terms to identify the contexts before
and after the utterance: ; , �&< and

��=
. Term ; de-

scribes the informational features of the discourse
context as an accumulating body of domain con-
tent; the basic LF constrains this context ; . Term�><

identifies the current attentional state of the dis-
course; for

�?<
we prove that

�
must be in-focus

(like any pronominal referent), and that
�

should
be particularly central to the discourse (as the ref-
erent of a subject pronoun), a property we represent
as in-focus @ . (The star records a particular prefer-
ence for a good explanation of this relationship.)
Finally, term

�
=
records the new attentional state af-

ter the utterance is understood; we use the formula�><BA �DCE�FCG#-HI��=
to indicate that

�	=
differs from

�?<
in that the ranking

�DCJ�KCJ#
determines the three

most salient entities in
�	=

, with other salient entities
from

�><
represented afterwards. Thus an interpreta-

tion is an explanation that shows the following:

(1.4)
�><,A �KCL�MCN#-HI��=O��>< 8 in-focus @ �������M�>< 8 in-focus

���	���
;P8 woman

������� ;48 woman
�������Q� �! �"�

;P8 question
��#��%� ;R8 ask � ��� � 
$�S
$�?
�#��

A proof of (1.4) will spell out how the utterance she
asked her a question draws on the attentional state�><

and the shared background ; in order to expand
the shared background ; and create a new attentional
state

��=
. In the result, ; provides the declarative

information that she asked her a question, and
�>=

places this relationship at the center of attention.



KB LF�><,A �KCN��CN#-HI��=
;P8 woman

��T�� + ;R8 woman
�����

;48 woman
��UF� + ;R8 woman

���	�
� < 8 in-focus @ ������>< 8 in-focus

���	�
T1�! U + � �! �

;R8 question
��#��

;R8 ask � ��� � 
$�%
$�&
�#��

Figure 2: Our proposed interpretation for she asked
her a question. The proof reflects the substitutions� ! T (Susan) and

� ! U (Mary).

Figure 2 shows an explanation that proves this
goal for the case where she is Susan (

T
) and her is

Mary (
U

); this would count as an interpretation of
the utterance on our proposal. We have in such ex-
planations all of the resources of an interpretation-
as-abduction theory to describe the role of knowl-
edge in resolving phenomena of local pragmatics.
But we can also model the role of attention in inter-
pretation, in terms of preferences for the knowledge
to use and the assumptions to make about

� <
. And

we have a principled way to describe the dynamics
of attention across utterances, using the assumptions
we make to characterize

�	=
. Thus we can represent

and investigate hypotheses about the interaction of
attentional state and shared information in stitching
together interpretations.

1.3 Overview

(Hobbs et al., 1993) makes the case for the gen-
erality of the abductive approach to discourse us-
ing a large and varied inventory of examples:
e.g., metonymy, anaphora and ambiguity resolution,
compound noun interpretation, and the recovery of
discourse relations. But each of these examples has
to be solved separately; the framework of that pa-
per does not work well with dialogues or even ex-
tended monologues, since there is no way to deal
with changes of priorities. In removing this limi-
tation, the dynamic extension of Hobbs’ approach
presented here provides a framework with the same
versatility, but which is capable of giving an inte-
grated analysis for multiple sentences in succession.
Work subsequent to (Hobbs et al., 1993) showed
that abduction could also be used as a framework for
discourse generation; see (Thomason et al., 1996).
Although the ideas are illustrated in this paper only

with one fairly simple example, we intend them as
a general framework for representing and reasoning
about not only the interpretation, but the generation
of utterances across an evolving context.

In the rest of this paper, we develop this proposal
in detail. We first present a theory of discourse con-
text that covers both semantics and pragmatics by
specifying the truth of propositions and attentional
preferences for resolving ambiguities. The theory
draws on theoretical proposals on the role of con-
text in natural language interpretation, such as Stal-
naker (1972) and Kaplan (1978); on accounts of
the dynamics of discourse context, such as Lewis
(1979), Kamp (1981), and Beaver (1992); and on
the ideas that have emerged from developments in
formalizing context in AI, such as Buvač (1993)
and McCarthy and Buvač (1995). Next, we show
how to integrate this model of discourse context into
the architecture for weighted abduction developed
in Stickel (1991) and used in Hobbs et al. (1993),
by relativizing axioms, assumptions and goals to
contexts, and by determining the plausibility of an
explanation as a function of the pragmatic promi-
nence assigned to possible axioms and assumptions
in context. As usual for resolution-based proof
search systems, the natural realization of our proof
rules gives a simple but effective Prolog implemen-
tation of this abductive reasoner. Finally, we illus-
trate the proposal by describing how this framework
describes the resolution of pronouns in a complex
discourse in which the resolution depends on lin-
guistic constraints, common-sense reasoning, and
the evolving prominence of discourse referents.

2 The Representation of Context

Our representation of context must describe both
information and attention.1 Following Stalnaker
(1972), we treat shared information in terms of
modal operators with a possible-worlds interpreta-
tion. A proposition counts as part of the context
when it is true in all possible worlds compatible
with the discourse participants’ mutual knowledge.
To characterize the influence of attention, we will
follow Kaplan (1978) in creating an abstract disam-
biguation space; you can think of an index, or point
in this space, as a simultaneous choice of appropri-
ate values resolving all the ways in which an ex-
pression of the language can be ambiguous. If free

1The following paragraphs are an informal statement of
ideas presented elsewhere. See Thomason (1999) for formal
details.



variables are the only source of ambiguity, then an
index is simply an assignment of values to variables.
If the language contains indexical expressions, like
‘I’ and ‘now’, an index will include an evaluation
of these expressions. If the language has ambigu-
ous expressions, the index will determine a disam-
biguation of these expressions. (The values that an
index assigns to parameters are intensions; they are
functions from possible worlds to various domains.)

In the AI literature on context, a context does
two things: it accesses certain axioms or knowl-
edge sources, and it disambiguates ambiguous ex-
pressions. If we treat a context 7 as a pair V A 7 HW
 ;$XZY
consisting of a modal operator

A 7 H and an index ; X ,
it is natural to revise the usual notation for contexts
as follows: ist

�W[�
,A 7 HW
 ; X �6\ In this formula,
[

denotes
a function from indices to sets of possible worlds,2A 7 H is interpreted using a relation ]^X over possible
worlds, and ;_X denotes an index. A world ' belongs
to the the set of worlds assigned to (2) in a model iff
for all '`� such that '`]"Xa')� , '`� belongs to the set of
worlds assigned to

[
on disambiguation ;$X .

This representation of context is appropriate for
tasks in which information that is distributed across
a number of knowledge sources must be integrated
for reasoning purposes. The information integrator
is equipped with its own context, and also knows
how other contexts encode information. It receives
messages that are labeled according to their sources,
and needs to translate them in order to bring them
into a single context for subsequent inference.

In natural language interpretation, the disam-
biguation problem is quite different; there are com-
peting disambiguations of an utterance, the context
is unknown, and the problem is to find a plausible
disambiguation. In other words, a large part of nat-
ural language interpretation is to infer the intended
context. Naturally, this reasoning uses information
concerning what has been said previously and the
mutually perceived environment (including features
of the utterance like intonation), and naturally this
information is often called the “context” of the in-
terpretation. This terminological clash has created
much confusion in attempts to use theories of con-
text in connection with natural language. To avoid
this confusion, we will use ‘S-context’ (‘Semantic
Context’) when we have in mind a pair V A 7 HW
 ;aXbY , and
will use ‘D-context’ (‘Discourse Context’) for the
informational situation of the natural language in-
terpreter.

2In Kaplan’s terms, c denotes a character.

A large part of this situation is a changing set of
preferences that are used to establish anaphoric ref-
erences, to resolve ambiguities, and to fill in implicit
meanings. We propose, then, to identify a D-context
with a triple V A 7 HW
�d X 
Be X�Y , where

d X is a set of indices
and
e X is a partial order over

d X .
The formalization of a linguistic example for ab-

ductive interpretation assigns costs to proofs which
are associated with various interpretations of an ut-
terance. This can be represented by a D-context that
ranks interpretations according to their abductive
costs. The abductive search for a least-cost proof
is then equivalent to a search for an interpretation
that is maximally preferred in the D-context.

Each utterance is not only evaluated with respect
to a D-context; it has the potential to change that
context. In what follows we will assume that an
utterance can change a D-context in two ways: by
adding new information to the background for the
next utterance and by altering the preferences that
apply to disambiguate it.

3 Abduction for D-Context
Our computational realization of this formalism for
reasoning in D-context consists of an algorithm for
abductive inference in modal logic and a represen-
tation for linking abductive modal proofs with pref-
erences for particular interpretations.

3.1 Abductive modal inference
We couch the declarative part of our contextual rea-
soning in a modal logic; modal operators of the formA 7 H are associated with contexts; we also have a dis-
tinguished operator which we use to specify ax-
ioms that are true in all contexts. We assume atomic
formulas as in Prolog, using f to schematize them;
we also assume an always true atom g . If h is a se-
quence of context operators of the form

A 7,i H�\j\j\�A 76k H
(possibly empty), we use the notation h �W[�� to name
the formula

A 7ji H�\j\j\�A 76k H�[ ; we use hOl>h�� to denote the
concatenation of h and h � .

We use a fragment of modal logic that extends
Prolog in a simple way. Goals m are modalized
atomic formulas; clauses n are modalized Prolog
clauses whose antecedent and conclusion formulas
may themselves be modalized:

mo8p8 ! h � f �)q gnr8p8 ! h � � h <�� f <Z�?\j\j\ h�s � f`s �R+ h � � ��t5�$�*qh � � h <�� f <Z�?\j\j\ h	s � f`s �P+ h � � ��t5�$�
The interpretation of this language is the usual

Kripke semantics, with each
A 7 H treated as a K



modality and treated as an S4 modality with an
accessibility relation containing that of each

A 7 H ; see
e.g., Fitting and Mendelsohn (1998).

In this fragment, we can streamline the prefixed
tableau inference method of Fitting and Mendel-
sohn (1998) with simplified representations of pos-
sible worlds suitable for reasoning with definite
clauses. Each query can be simplified to the formhE8Sf , where h is a modality and f is atomic for-
mula. In resolution, we must match the head

t
of

our clause with the query atom f , but we must also
match the context h of the query with the contexth	�bl�h	� � or l%h	�bl�h of our clause ( goes proxy for
any modality h @ ). Baldoni et al. (1998) show that
this strategy suffices for sound and complete infer-
ence in this modal fragment.

To refine this procedure into an abductive in-
ference algorithm, we introduce marked queries,
which consist of a query together with a designa-
tion resolved, assumed or unsolved; now, as Stickel
does, we can describe a partially-constructed abduc-
tive proof by a list of each marked query derived
and its current proof status. In this list, a resolved
or assumed query all of whose predecessors are also
resolved or assumed has in fact been proved (abduc-
tively) from the common premises. This justifies a
new factoring rule to derive a subsequent query by
reusing this proof.

The resulting algorithm constructs abductive ex-
planations by applying any of four rules nondeter-
ministically to transform one list of marked queries
into another until all the formulas in the list are ei-
ther resolved or assumed. These rules can be im-
plemented immediately as Prolog clauses, by us-
ing Prolog variables and unification to represent
object-level variables in formulas and by using Pro-
log search to manage nondeterminism in the appli-
cation of rules. (In our implementation, we have
gone beyond this only in testing for conflicts, in as-
signing costs to proofs, and in using bounds on cost
to impose an iterative-deepening search regime.)

Suppose the current state is represented as a listu !wv < 
j\j\j\,
 v k with v ( ! hx8�f is the first (left-
most) query marked unsolved. We can transform the
state as follows:

� Truth. If f is g , derive a new state exactly likeu
except that the label of v ( is resolved rather

than unsolved.� Assumption. Derive a new state exactly like
u

except that the label of v ( is assumed rather
than unsolved.

� Resolution. Select a clause ] of the form n orn , where n ish � � h <�� f <Z�?\j\j\ h�s � f`s �R+ h � � ��t5�$�
with its variables renamed, if necessary, so that
it has no variables in common with

u
. Supposet

and f are unifiable with most general unifiery , h ! h @ lzh��{l*h	� � , and unless ] is n thenh @ is empty. Then derive the new state:v < y 
j\j\j\,
 v (�| < y 
h @ lzh � l3h < 8}f < y [unsolved]

j\j\j\B


h @ l3h � lzh	s~8}f`s y [unsolved]



h98}f y [resolved]

j\j\j\,
 v k y� Factoring. Suppose some element v�� describ-

ing a query h�8 t precedes v ( in
u

, and
t

and f are unifiable with most general unifiery . Then derive a new state suppressing the du-
plicate proof of v ( :v < y 
j\j\j\,
 v (�| < y 
 v (�� < y 
j\j\j\B
 v k y

An abductive proof for a query v is a sequence of
lists whose initial element is v [unsolved], in which
each later list is obtained from its predecessor by
the application of one of these transformations, and
which terminates in a list none of whose elements
are marked unsolved. An abductive proof deter-
mines an answer to the query, a pair V v i 
�� Y con-
sisting of the found instantiation v i of v (deter-
mined from the final element of the terminal list)
together with the postulated assumptions

�
(a mul-

tiset consisting of a formula h � f � for each element
of the form h98}f [assumed] in the terminal list).

Space limitations prevent us from describing the
workings of the algorithm and correctness results in
further detail here.

3.2 Preferences in D-contexts
Any nontrivial example of discourse provides al-
ternative interpretations; we therefore need prefer-
ences in order to choose among alternative expla-
nations. Stickel treats these overall preferences as
a function of the assumptions and axioms used in
a proof. We generalize this idea to provide for the
dependence of these preferences on a dynamically
evolving discourse context.

Assumption costs are specified indirectly by
propagating values through the proof. The initial
query is annotated directly with an assumption cost,
while costs for further queries are determined by an-
notating rules so that each subgoal m`� is associated
with an assumability function �-� :� � h � � m <&� � <��K\j\j\�� m�s � ��s + h � � � v �$�



When such a rule is instantiated to values
�

and
resolved against a query with cost 7 in a contexth @ l�h	�Wl�h	� � , each new subgoal m*� determines a query
with an assumption cost calculated as

7��/� � � h @ l*h � 
$���
Each axiom is also annotated with a function �}� ,
where ��� � h @ l�h � 
$��� is a cost for the use of the ax-
iom in the explanation. To get the overall cost for an
answer V v 
�� Y , we sum the assumption costs asso-
ciated with the elements in

�
, together with axiom

costs for each resolution step in the proof.
To illustrate the context-sensitivity of assumption

costs, take the familiar (nonlinguistic) case of the
WET-LAWN, which can be explained either by RAIN

or by SPRINKLER. The relevant rules are these.

(3.1)
�
SPRINKLER

� � <�+ WET-LAWN
�

(3.2)
�
RAIN

� � =/+ WET-LAWN
�

Here, we represent the costs associated with using
rules (3.1) and (3.2) as functions � <B� h � and � =�� h � of
the reasoning context. Thus, even though we allow
these axioms to apply in all contexts, in a context h
where � < � h � is relatively high and � = � h � relatively
low, (3.2) will lead to RAIN as the preferred expla-
nation of WET-LAWN. When � <B� h � is relatively low
and � =�� h � is relatively high, SPRINKLER will be the
preferred explanation.

In discourse interpretation, it is vital not only
that assumability functions take different values
across contexts, but also that those values can be
established dynamically, as each sentence draws on
the pragmatic state set up by the interpretation of
its predecessors. To enable this, we provide the
abductive reasoner with a high-level specification
of the behavior of assumability functions in new
contexts—an abstract characterization of the dis-
course preference dynamics.

4 An Example
We will use anaphora resolution to illustrate the ap-
proach to context in natural language interpretation
articulated in the previous sections. Consider the
following three-sentence text.

(4.1) Susan met Mary.
She asked her a question.
She answered no.

On the natural interpretation, it is Susan who asked
Mary a question, and Mary who answered no.3

3Although (4.1) involves only a single speaker, the same
tradeoffs in interpretation appear in dialogue, as this example

In our model, this interpretation is an explanation
of how discourse (4.1) updates an evolving context.
As with (1.4), we describe this in terms of a term ;
for the information in the discourse and terms

� i 
��><
and
��=

for the changing attentional state of the dis-
course. From the first sentence, we learn that Susan
met Mary, and update attention so that Susan and
Mary are salient, by proving

(4.2)
� i A �KCL�}HI��<�� ;R8 susan

������� ;R8 mary
���
�%�

;P8 meet � ����
$�S
$�
�
The second sentence is analyzed as (1.4); the third
is analyzed along similar lines:

(4.3)
��=�A ��HI� � �Q�{= 8 in-focus @ ���{��� ;48 woman

���{���
;P8 answer � ��� � � 
���
�# � 
 no

�
Figure 3 diagrams a proof corresponding to the

intended interpretation of this discourse. Note how
the commonsense inference (4.4) helps to explain
the answer.

(4.4) If an event � in which
.

asks
0

something
has just occurred, an event � � in which

0
gives

.
the answer no is a strong possibility;

this overrides salience considerations based on
grammatical relations only.

By using this in the proof of Figure 3, we need only
assume a Hobbs-style default etc �6|>� ��� � 
�� � � � .

With such representations, it is straightforward to
describe general criteria which favor the interpreta-
tion of Figure 3 over all alternatives, and to realize
those criteria as preferences so that our abductive
theorem prover automatically identifies the intended
interpretation for (4.1). Our criteria (4.5) and (4.6)
correspond to the forward-looking center ranking
of Centering Theory and its preference for continue
transitions in discourse (Walker et al., 1997).
(4.5) A sentence with a feminine subject and direct

object induces a context in which the subject
is most ‘she’-salient (i.e., resolutions of ‘she’
to the subject take a lower cost in the induced
context) than the direct object, and the direct
object is more ‘she’-salient than anything else.

(4.6) An interpretation in which the subject refers
to a more salient entity is to be preferred to one
where it refers to a less salient one (in the ab-
sence of more compelling considerations).

illustrates:

A: Did Susan meet Mary? B: Yes. A: Did she
invite her? B: Yes. And she accepted.

With rules to deal with the context-changing effects of ques-
tions, our techniques could formalize this reasoning, too.



KB LF 1 LF 2 LF 3� i A �5CL��HI� <
< � < A �5CL��C�#,HI� = = � = A ��HI��� �

;P8 susan
��T�� + ;R8 susan

�����
;P8 mary

��UF� + ;48 mary
���
�

;48 meet � ����
$�%
$�
� � < 8 in-focus @ ����� <�>< 8 in-focus
���	� <

;P8 woman
��T�� + ;P8 woman

�����
;P8 woman

��UF� + ;48 woman
���	�T��! U + �D�! �

;P8 question
��#��

�{= 8 in-focus @ ���{� =
;P8 woman

��UF� + ;48 woman
���{�

;48 ask � ��� � 
$�%
$�&
�#�� +
;P8 ask � � � 
$./
�04
 v ��� etcq-a

� � 
 � � � 2 answer � � � � 
�04
 v 
 no
� + ;R8 answer � ��� � � 
��	
�# � 
 no

�

Figure 3: Figure 3: Intended abductive interpretation for discourse (4.1). Subscripts indicate assumptions
whose costs depend on the correspondingly superscripted context description. The proof reflects the substi-
tutions

� ! � ! . ! T (Susan),
� ! � ! 0 ! � ! U (Mary), v�! # ! # � (the question), � ! � � (the

asking) and �^� ! � � � (the answering).

They yield to the commonsense criterion of (4.4).
Abductive proof search explores a space of inter-

pretations in which the variables
�

,
�

and
�

are uni-
fied either to

T
or to

U
. The resolution of

�
and
�

in the second sentence is independent of that of
�

in
the third; so let’s begin with the second. Inconsis-
tency eliminates the possibilities where

� ! � . Now
because by (4.5)

T
is more salient than

U
in
� <

, we
get different cost-factors ')�,� � ! 'z�Z� � C 'z�,� s !' �Z� s for different in-focus assumptions. Mean-
while, the goals created according to (4.4) assign
a cost

� � to assuming in-focus @ ����� for the subject.
This exceeds the cost

� � for assuming in-focus
�����

for the object:
� � Co� � . The overall cost is there-

fore minimized when we resolve
�

to Susan and
�

to
Mary (at ' �,� � � � �O� ' �Z� sN� � � ). Turning now to
the resolution of

�
, the context contains an event of

Susan asking Mary a question. The key alternative
here is whether we take

�
to be Susan, assuming the

answering outright with some cost
� X , or we take

�
to be Mary, using the asking event to derive Mary’s
answer with reduced cost

� s . According to (4.4)
and (4.6), the decrease in cost from

� X to
� s out-

weighs the additional cost of chosing Mary, the less
salient ‘she’, for

�
.

5 Conclusions and Future Work
The changing interpretation of pronouns against an
evolving semantic and pragmatic context in dis-
course has been studied from many linguistic and
computational perspectives. The relation of the
more computationally oriented work, such as Cen-
tering Theory (Walker et al., 1997), to general theo-
ries of context is not entirely clear; and the literature
provides no general mechanism for integrating rea-
soning based on linguistic structure and pragmatic
context with other information to capture coherence
or commonsense inferences. On the other hand,
treatments of anaphora resolution couched in terms
of semantic approaches such as the Structured Dis-
course Representation Theory used in Lascarides
et al. (1992), account only for the connection be-
tween semantics, world knowledge and discourse
coherence. In place of general concepts of salience,
they offer a taxonomy of specific rhetorical and
informational connections that justify apparently
salient interpretations—which can seem quite cum-
bersome. Recent extensions of the interpretation-as-
abduction theory (Konrad, 2000; Kohlhase, 2000;
Baumgartner and Kühn, 2000; Gardent and Kon-
rad, 2000) seem to suffer from the same drawbacks.
The problem is compounded in Hobbs et al. (1993),



where context change is not properly represented at
all. Our treatment of pronoun resolution in (4.1) al-
lows different kinds of information to be specified
simply and separately, but to be combined straight-
forwardly in reasoning about a changing context.

We believe that the general approach we have
articulated and formalized in this paper should
enable a theoretically informed investigation of
tradeoffs between information and attention in dis-
course. Promising cases for formalization include
the information-dependent models of attention of
Kehler (2001), where inferred rhetorical connec-
tions change but do not eliminate attentional pref-
erences; and context-dependent representations of
apparently inconsistent utterances, like Strawson’s
(1952) He didn’t jump, in which a speaker’s appeal
to coordinated attention requires us to understand
an utterance as rejecting claims we would otherwise
have taken as shared.
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